# CONTRIBUTIONS TO THE THEORY OF DIVERGENT SERIES 

I. Heller

## Introduction

We shall be concerned throughout with methods of summability consistent with the method of analytic continuation $(P)$. We recall that two methods are called consistent if whenever they are simultaneously effective they yield identical generalized sums. This property is not a consequence of regularity.

The purpose of this paper is to examine in a general way the class of methods consistent with $(P)$ and subject to the following agreements.
l. For greater generality, regularity of the methods will not be assumed.
2. The class shall be closed with respect to multiplication; that is, the result of successive application of two methods of the class shall represent a method of the class. To this end consistency is postulated, not only for the case in which the series is summed, but in a general way (see postulates below).

We are thus led to consider the class of matrix transformations defined by the following postulates.
(I) Any series $\sum u_{n}$, summable $(P)$, is transformed into a series $\sum v_{k}$, summable ( $P$ )
(II) $\sum_{u_{n}}(P)=\sum_{v_{k}}(P)$.

The class defined by these conditions is the exact analogue of the class of regular matrices, which may be defined in a similar fashion if "summable $(P)$ " and " $(P)$ " in (I) and (II) are replaced by "convergent" and "convergence", respectively.

## 1. The Class $\mathbb{C}_{a a}$

1.1. Notations and Definitions. The partial sums of a series $\sum u_{n}$ will be denoted by $U_{n}$ :
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$$
\begin{equation*}
U_{n}=u_{0}+u_{1}+u_{2}+\cdots+u_{n} \tag{1.1.1}
\end{equation*}
$$

Also for series of variable terms:

$$
U_{n}(z)=u_{0}(z)+u_{1}(z)+\cdots+u_{n}(z) .
$$

The matrix of a series-to-series transformation will be denoted by $C=$ ( $c_{k n}$ ), where generally $k, n=0,1,2, \cdots$; only in Theorem 1 and its proof we suppose $k, n=1,2, \cdots$.

By $\sum c_{k n} u_{n}=v_{k}$ the series $\sum u_{n}$ is transformed into the series $\sum v_{k}$.
The matrix of a sequence-to-sequence transformation will be denoted by $A=\left(a_{k n}\right)$. By $V_{k}=\sum a_{k n} U_{n}$, the sequence $\left(U_{n}\right)$ is transformed into the sequence ( $V_{k}$ ).

If $\left|u_{n}\right| \leq M^{n+1}(n=0,1, \cdots)$, then $\sum_{u_{n}}$ will be said to be an analytic series (as then $\sum u_{n} z^{n}$ determines an analytic function $f(z)$, regular at the origin).

By $\mathbb{S}_{a a}$ we denote the class of matrices $C$ which transform any analytic series into an analytic series, while by $\mathscr{C}_{a a}^{\prime}$ we denote the class of matrices $A$ which transform the sequence of partial sums of any analytic series into the sequence of partial sums of an analytic series.
1.2. Theorems. Let $C=\left(c_{k n}\right)$ be a matrix, where $k, n=1,2, \cdots$.

Theorem 1. In order that $C$ should belong to $\mathbb{S}_{a a}$, that is to say in order that $C$ should transform each analytic series into an analytic series, it is necessary and sufficient that to each $\epsilon>0$ there exists an $M_{\epsilon}>0$ such that

$$
\begin{equation*}
\left|C_{k n}\right| \leq \epsilon^{n} M_{\epsilon}^{k} \quad(k, n=1,2, \cdots) \tag{1.2.1}
\end{equation*}
$$

Corollary 1. If $C$ belongs to $\mathbb{S}_{a a}, \sum_{u_{n}}$ is analytic, and $\sum\left|c_{k n} u_{n}\right|=$ $w_{k}$, then $\sum_{w_{k}}$ is analytic.

Corollary 2. If $C$ is a triangular matrix, that is to say, if

$$
c_{k n}=0 \text { when } n>k
$$

then condition (1.2.1) is equivalent to either of the conditions:

$$
\begin{equation*}
\left|c_{k n}\right| \leq P^{k} \tag{1.2.2}
\end{equation*}
$$

$$
\begin{equation*}
N_{k} \leq R^{k}, \text { where } N_{k}=\sum\left|c_{k n}\right| \tag{1.2.3}
\end{equation*}
$$

Theorem 2. The class $\mathbb{C}_{a a}^{\prime}$ is identical with $\mathbb{C}_{a a}$; that is to say: in order that A should transform the sequence of partial sums of each analytic series into the sequence of partial sums of an analytic series, it is necessary and sufficient that to each $\epsilon>0$ there exists an $M_{\epsilon}>0$ such that

$$
\begin{equation*}
\left|a_{k n}\right| \leq \epsilon^{n} M_{\epsilon}^{k} \quad(k, n=1,2, \ldots) \tag{1.2.4}
\end{equation*}
$$

REMARK. If the indices $k, n$ of the matrix begin with 0 , then conditions (1.2.1)-(1.2.4) evidently run:

$$
\begin{equation*}
\left|c_{k n}\right| \leq \epsilon^{n+1} M_{\epsilon}^{k+1} \tag{1.2.1'}
\end{equation*}
$$

$$
\left|c_{k n}\right| \leq P^{k+1}
$$

$$
\begin{align*}
& N_{k} \leq R^{k+1}  \tag{1.2.3'}\\
& \left|a_{k n}\right| \leq \epsilon^{n+1} M_{\epsilon}^{k+1}
\end{align*}
$$

We first prove the corollaries and Theorem 2.
Proof of Corollary 1. The result is evident.
Proof of Corollary 2. Condition (1.2.1) implies (1.2.3) for any arbitrary matrix; indeed, for $\epsilon<1$ and

$$
R=\frac{M_{\epsilon}}{1-\epsilon}
$$

we obtain

$$
N_{k}=\sum\left|c_{k n}\right| \leq M_{\epsilon}^{k} \sum \epsilon^{n}=\frac{\epsilon M_{\epsilon}^{k}}{1-\epsilon} \leq\left(\frac{M_{\epsilon}}{1-\epsilon}\right)^{k}=R^{k} \quad(k=1,2, \ldots) .
$$

Further, it is plain that (1.2.3) implies (1.2.2). Finally the chain is closed by the proof that (1.2.2) implies (1.2.1): for $\epsilon \geq 1$ there is nothing to prove; for $\epsilon<1$ we put $M_{\epsilon}=P / \epsilon$ and obtain

$$
\left|c_{k n}\right| \leq P^{k}=\epsilon^{k} M_{\epsilon}^{k} \leq \epsilon^{n} M_{\epsilon}^{k} \quad(k=1,2, \cdots)
$$

the last relation holding because of $n \leq k$.
Remark. In the general case, the condition of the theorem is not equivalent
to those of Corollary 2, which continue to be necessary, but not sufficient, as shown by the following example:

Take as the $k$ th row of $C$ the coefficients of the Taylor development of the function

$$
f_{k}(z)=e^{z^{k}} ;
$$

the matrix $C$ thus defined satisfies (1.2.3), be cause of

$$
N_{k}=\sum\left|c_{k n}\right|=f_{k}(1)=e ;
$$

but the series $u_{n}=r^{n}$ is transformed into $v_{k}=e^{r^{k}}$, which, for $r>1$, is not analytic, since

$$
\left(e^{r^{k}}\right)^{1 / k}=e^{r^{k / k}} \rightarrow \infty \text { as } k \rightarrow \infty
$$

It will be observed that Theorem 1 is quite analogous to the theorem of Toeplitz-Schur, which establishes ' $N_{k}$ bounded" as a necessary and sufficient condition in order that $C$ should transform every bounded sequence into a bounded sequence. This analogy persists also in the proof of Theorem 1 (see 1.3).

Proof of Theorem 2. If $f(z)=\sum_{u_{n} z^{n}}$ is convergent in a circle of radius $R$, and $g(z)=\sum z^{n}$, then the Cauchy product

$$
f(z) \cdot g(z)=h(z)=\sum U_{n} z^{n}
$$

is convergent in a circle of radius $r=\operatorname{minimum}(R, 1)$.
Conversely, if $h(z)=\sum U_{n} z^{n}$ converges in a circle of radius $r$, then $h(z) / g(z)=f(z)=\sum u_{n} z^{n}$ converges in the same circle.

This signifies that either the series $\sum u_{n}$ and $\sum U_{n}$ are both analytic, or neither of them is analytic. The series $\sum v_{k}$ and $\sum V_{k}$ behave in the same way.

Hence, to say that $A$ transforms the partial sums of each analytic series $\sum u_{n}$ into the partial sums of an analytic series $\sum v_{k}$, is the same as to say that $A$ transforms each analytic series $\sum U_{n}$ into an analytic series $\sum V_{k}$.
1.3. Proof of Theorem 1. a) The condition is sufficient: If $\left|u_{n}\right| \leq M^{n}$, then, for $\epsilon<M^{-1}$, which implies $\epsilon M=q<1$, we obtain

$$
\left|v_{k}\right|=\left|\sum c_{k n} u_{n}\right| \leq \sum\left|c_{k n} u_{n}\right| \leq \sum \epsilon^{n} M_{\epsilon}^{k} M^{n}=M_{\epsilon}^{k} \sum(\epsilon M)^{n}
$$

$$
=\frac{q}{1-q} \cdot M_{\epsilon}^{k} \leq\left(\frac{1}{1-q} \cdot M_{\epsilon}\right)^{k}=R^{k} \quad(k \geq 1) .
$$

b) The condition is necessary: We first remark that in order for $C$ to be applicable to each analytic series, the rows of $C$ must necessarily represent integral functions, that is,

$$
\begin{equation*}
\sum c_{k n} z^{n} \text { must converge for every } z \tag{1.3.1}
\end{equation*}
$$

Secondly, the columns of the unit matrix must be transformed into analytic series; this signifies that each column of $C$ is analytic:

$$
\begin{equation*}
\left|c_{k n}\right| \leq M_{n}^{k} \tag{1.3.2}
\end{equation*}
$$

Now the proof follows indirectly. From the hypothesis that $C$ belongs to $\mathfrak{§}_{a a}$ without satisfying (1.2.1), a contradiction is derived by constructing a certain analytic series, the transform of which is not analytic.

If (1.2.1) is not satisfied, then for a certain $\epsilon$ there exists no $M$ such that (1.2.1) holds; for this $\epsilon$ and any $M$ there exists a nonempty set $E_{M}$ of the $c_{k n}$, such that

$$
\begin{equation*}
\left|c_{k n}\right|>\epsilon^{n} M^{k} \quad \text { for all } c_{k n} \text { of } E_{M} \tag{1.3.3}
\end{equation*}
$$

$E_{M}$ may be supposed infinite.
By variation of $M>0$ we obtain a family of sets $E_{M}$ such that $E_{M} \subseteq E_{M^{*}}$ when $M \geq M^{*}$.

We now remark:
(a) A row of $C$ can contain only a finite number of elements of $E_{M}$; if it contained an infinite number of elements, we would have, for that row, because of (1.3.3),

$$
\lim \sup \left|c_{k n}\right|^{1 / n} \geq \epsilon,
$$

in contradiction to (1.3.1).
(b) Given a fixed column (or a finite number of columns) of $C$, there exists an $M_{s}$ such that, for $M \geq M_{s}, E_{M}$ contains no element of this column (these columns). In fact (1.3.2) implies

$$
\left|c_{k n}\right| \leq M_{n}^{k}=\epsilon^{n} \cdot \frac{M_{n}^{k}}{\epsilon^{n}} \leq \epsilon^{n}\left(\frac{M_{n}}{\epsilon^{n}}\right)^{k}
$$

hence, for $M_{s}=M_{n} / \epsilon^{n}$, we have $\left|c_{k n}\right| \geq \epsilon^{n} M_{s}^{k}$,
(Here we have supposed that $\epsilon<1$; if $\epsilon \geq 1$, we set $M_{s}=M_{n}$ ).
After these preparations there can be constructed an analytic series, the transform of which is not analytic.

To that effect we first define, by induction, three increasing sequences of positive integers

$$
\left(M_{i}\right),\left(k_{i}\right),\left(n_{i}\right) .
$$

For the index 1 the three numbers are chosen arbitrarily. Supposing the sequences constructed up to the index $\mathrm{i}-1$, we define the terms belonging to the index i as follows:

1. $M_{i} \geq M_{i-1}+1$, and [Remark (b)] such that

$$
\left|c_{k n}\right| \leq \epsilon^{n} M_{i}^{k} \text { for } n<n_{i-1} \text { and every } k
$$

2. $M_{i}^{\prime}=\left(1+n_{i-1}\right) M_{i}+1$;
3. $k_{i}=$ the first index $>k_{i-1}$, such that the relation

$$
\left|c_{k_{i} n}\right|>\epsilon^{n} \cdot M_{i}^{k_{i}}
$$

$$
\text { holds for some } n \quad\left(\text { certainly } \geq n_{i-1}\right) ;
$$

4. $n_{i}^{\prime}$ is such that $\left|c_{k_{i} n}\right| \leq \epsilon^{n} M_{i}^{k_{i}}$ for $n \geq n_{i}^{\prime} \quad[\operatorname{Remark}(\mathrm{a})]$;
5. $n_{i} \geq n_{i}^{\prime}$ and such that

$$
\sum_{n=n_{i}}^{\infty}\left|c_{k_{i} n}\right|<1 \quad \text { (the rows being convergent). }
$$

Setting now, for $0 \leq n<n_{1}$,

$$
u_{n}=0,
$$

and, for $n_{i-1} \leq n<n_{i}$,
(1.3.4) $\quad u_{n}= \begin{cases}\frac{\left|c_{k_{i} n}\right|}{\epsilon^{n} \cdot c_{k_{i} n}} & \text { when } c_{k_{i} n} \neq 0, \\ 0 & \text { when } c_{k_{i} n}=0,\end{cases}$
we obtain, for $i>1$,

$$
\begin{aligned}
\left|v_{k_{i}}\right|=\left|\sum c_{k_{i} n} u_{n}\right| & \geq \sum_{n=n_{i-1}}^{n_{i}-1} c_{k_{i} n} u_{n}-\sum_{n=0}^{n_{i-1}-1}\left|c_{k_{i} n} u_{n}\right|-\sum_{n=n_{i}}^{\infty}\left|c_{k_{i} n} u_{n}\right| \\
& >M_{i}^{k_{i}}-n_{i-1} \cdot M_{i}^{k_{i}}-1>M_{i}^{k_{i}}
\end{aligned}
$$

thus

$$
\left|v_{k_{i}}\right|>M_{i}^{k_{i}} .
$$

The series $\left(u_{n}\right)$, which is certainly analytic since

$$
\left|u_{n}\right|=\frac{1}{\epsilon^{n}} \quad \text { or } 0,
$$

is transformed into the series $\left(v_{k}\right)$, of which a partial sequence $\left(v_{k_{i}}\right)$ is miorized by ( $M_{i}^{k_{i}}$ ).

The sequence ( $M_{i}$ ) tends to infinity because of

$$
M_{i} \geq M_{i-1}+1 ;
$$

therefore $\lim \sup \left|v_{k}\right|^{1 / k}=\propto$, which implies that $\left(v_{k}\right)$ is not analytic, in contradiction to the hypothesis. This completes the proof of Theorem 1.
1.4. Corresponding transformations. The product of two matrices of $\mathbb{S}_{a a}$ exists, and belongs to $\mathbb{S}_{a a}$. The multiplication is associative:

$$
A(B C)=\left(\begin{array}{ll}
A B \tag{1.4.1}
\end{array}\right) C=A B C .
$$

We have to show that

$$
\begin{equation*}
\sum_{\lambda} \sum_{\nu} a_{k \lambda} b_{\lambda \nu} c_{\nu n}=\sum_{\nu} \sum_{\lambda} a_{k \lambda} b_{\lambda \nu} c_{\nu n} \tag{1.4.2}
\end{equation*}
$$

We write $\quad \sum_{\nu}\left|b_{\lambda_{\nu}} \quad c_{\nu n}\right|=w_{\lambda n}$.
By (1.3.2) and Corollary 1 of Theorem 1 , the sequence $w_{\lambda_{n}}$ ( $n$ fixed) is analytic. Hence

$$
\sum_{\lambda}\left|a_{k \lambda} w_{\lambda n}\right|
$$

is convergent. This absolute convergence of the double series of (1.4.2) implies that the summations are invertible.

A sequence may be written as a matrix having the sequence as first column, while the other columns contain only zeros.

Evidently it means just the same to say that the sequence is analytic, or that the matrix belongs to $\mathbb{S}_{a a}$.

The sequence of partial sums $U_{k}$ of a sequence $u_{n}$ is obtained in transforming $u_{n}$ by a matrix $B$,

$$
\begin{equation*}
U_{k}=B\left(u_{n}\right), \tag{1.4.3}
\end{equation*}
$$

where

$$
B=\left(b_{k n}\right), \quad b_{k n}=\left\{\begin{array}{lll}
0 & \text { when } n>k  \tag{1.4.4}\\
1 & \text { when } n \leq k .
\end{array}\right.
$$

Evidently $B$ and its inverse $B^{-1}$ belong to $\mathbb{S}_{a a}$.
In $\bigvee_{a a}$ a matrix $A$, regarded as a sequence-to-sequence transformation, and a matrix $C$, regarded as a series-to-series transformation, may be said to be corresponding or associated when, for each analytic series, the $A$-transform of the partial sums is the sequence of partial sums of the $C$-transform of the series.

This correspondence is biunique. We demand indeed that

$$
\sum c_{k n} u_{n}=v_{k}, \quad \sum_{a_{k n}} U_{n}=V_{k} \text { and }\left(U_{k}\right)=B\left(u_{n}\right)
$$

should imply

$$
\left(V_{k}\right)=B\left(v_{k}\right) \text {, that is to say, } A B\left(u_{n}\right)=B C\left(u_{n}\right),
$$

for each analytic series $\sum_{u_{n}}$.
This is equivalent to $A B=B C$, which yields

$$
\begin{equation*}
A=B C B^{-1}, C=B^{-1} A B \tag{1.4.5}
\end{equation*}
$$

## 2. The Classes $\mathbb{S}_{t t}$ and $\mathbb{S}_{\mathbb{H} t}$

2.1. Definitions of the Classes. If the method ( $P$ ) of analytic continuation is restrained to the open Mittag-Leffler star, then it will be denoted by ( $P t$ ). Thus an analytic series $\sum_{u_{n}}$ will be said to be summable (Pt), if the point $z=1$ is situated in the Mittag-Leffler star (briefly: star) of the principal branch of the analytic continuation of $f(z)=\sum_{u_{n} z^{n}}$.

Definition of the class $\mathbb{S}_{t t}$. $\mathbb{S}_{t t}$ is defined as the class of matrices transforming every series that is summable ( $P t$ ), into a series summable $(P t)$ to the same ( $P t$ ) sum. They thus transform a point $b$ of the star of a function $F(z)$ into the point $y=1$, situated within the star of a function $H(y)$, such that $F(b)=$ $H$ (1).

We shall use the following notations:

$$
\begin{array}{ll}
\sum_{u_{n} z^{n}=f(z)} & \sum_{c_{k n} y^{k}}=c_{n}(y) \\
\sum_{c_{k n} u_{n} z^{n}=v_{k}(z)} & \sum_{v_{k}(z) y^{k}}=f(z, y)
\end{array}
$$

$F(z)$ : analytic continuation of $f(z)$ along straight lines through the origin [uniform principal branch, represented, for small $z$, by $f(z)$ ].
$F(z, y)$ : analytic continuation of $f(z, y)$, with regard to $y$ (uniform principal branch), for each fixed $z$.

For the geometric series we write $g$ and $G$ instead of $f$ and $F$; thus:

Under certain conditions the behaviour of a transformation when applied to the geometric series $\sum z^{n}$ admits conclusions about how it will behave in the general case of an arbitrary analytic series. This principle is used throughout the remainder of this paper. The conclusions on behaviour will pass from a given domain $\mathbb{C}$ of $G(z)$ to a certain domain $\mathcal{F}$ of $F(z)$, where $\mathcal{F}$ depends on $F$ and $G$.

Definition of $\tilde{F}=\tilde{F}(F$, \& $)$. We denote by
® $^{*}$ : the star of $1 /(1-z)$ (that is, the whole $z$-plane except $[1, \infty]$ of the real axis);
(d) : an open connected domain containing $z=0$, and situated within $\mathbb{C}^{*}$; it is further supposed that for each $R>0$, the part of $\mathbb{C}$ situated in the circle $|z|<R$ has a rectifiable boundary;
$\mathfrak{F}^{*}$ : the star of $F(z)$;
$\mathcal{E}$ : the border of $\mathfrak{z}^{*}$;
$s$ : a point of $\mathbb{C}$;
$\mathfrak{F}_{s}$ : the domain symbolically defined by $s \cdot \mathbb{C}$, that is, the set of points obtained by multiplying every point of $\mathbb{\leftrightarrow}$ by a fixed $s$ of $\mathfrak{G}$.

Then $\mathfrak{F}$ is defined as the intersection of all $\mathscr{F}_{s}$. We may write symbolically

$$
\mathfrak{F}(F, \nVdash)=\Im\left(\mathfrak{F}_{s}\right)=\Im(s \cdot \mathbb{F}) \quad(s \in \mathbb{F})
$$

Remarks. l. If $\mathbb{E}$ is star-shaped, then $\mathscr{F}$ does not change when $\mathbb{E}$ is defined as consisting of all boundary points of $\mathfrak{F}^{*}$ and an additional arbitrary set of points exterior to $\mathfrak{F}^{*}$. Especially $\mathfrak{G}$ may be the part of the plane complementary to $\mathfrak{\xi}^{*}$, or, in the case of a single-valued function, the set of all singular points.

Indeed, if $p$ is a point exterior to $\mathscr{F}^{*}$, then on the segment $O p$ there is a singular point $s$, and $p=r \cdot s$, where $r>1$. Hence

$$
\mathfrak{F}_{p}=p \cdot \mathbb{C}=r \cdot s \cdot \mathbb{C}=r \cdot \mathfrak{F}_{s} .
$$

This implies that $\mathfrak{F}_{p}$ contains $\mathfrak{F}_{s}$, and consequently $\mathfrak{F}_{p}$ has no influence on the intersection $\Im\left(\mathscr{F}_{s}\right)$.
2. $\mathcal{F}$ is open and contains the origin (and thus is never empty). To see that it is open, we have to show that if $b$ belongs to $\mathfrak{F}$ then so does a certain neighborhood of $b$. By definition of $\mathfrak{F}$, the set $b / \mathfrak{G}$ is contained in $\mathbb{C}$. As $\mathfrak{G}$ is closed, and does not contain the origin, $b / \mathbb{G}$ is closed and bounded. Since © is open, there is a certain $r>0$ such that, for each $s$ of $\mathbb{E}$, the circle $K(b / s, r)$, of centre $b / s$ and radius $r$, is in $\mathbb{\bigotimes}$. Then $\Re_{s}=s$ • $\mathbb{C}$ contains in particular the set $s \cdot K(b / s, r)=K(b, r|s|)$. Now let $\sigma>0$ be such that $\sigma \leq|s|$ for each $s$ of $\mathcal{G}$. Then, for each $s$ of $\mathfrak{G}, K(b, r \cdot \sigma)$ is contained in $\mathfrak{F}_{s}$, and consequently in $\mathfrak{F} \cdot$
3. Special cases:
(a) If $\mathbb{C}$ is the circle $|z|<1$, then $\mathfrak{F}$ is the circle of convergence of $F(z)$.
(b) If $\mathbb{H}$ is the half-plane $\Re(z)<1$, then $\mathfrak{F}$ is the Borel polygon of $F(z)$.
(c) If $\mathbb{H}=\mathbb{C b}^{*}$, then $\mathfrak{F}=\mathfrak{F}^{*}$.
(d) If $\mathfrak{C}$ is empty, then $\mathfrak{F}$ is the whole plane.

Definition of the class $\mathbb{S}_{\mathbb{C H}_{t}}, C$ belongs to $\mathbb{S}_{\mathbb{C H} t}$ means $C$ transforms any series

$$
\sum u_{n} z^{n}=F(z)
$$

for each $z$ of $\mathscr{F}=\mathcal{F}(F, \mathbb{B})$, into a series summable ( $P t$ ), to the same ( $P t$ ) sum. Evidently, when $\mathbb{C H}=\mathbb{C P}^{*}$ then $\mathbb{S}_{\mathbb{C}_{t}}$ becomes $\mathbb{S}_{t t}$, by ( $c$ ), above.
2.2. An inclusion. Denoting by
g: a simply closed rectifiable curve, situated in $\mathbb{C}$ and containing the origin; the limit-case $g=0$ is included;
$J$ : a domain (open, connected) in the $y$-plane, containing the closed interval $[0,1]$,
we have the following result.
Theorem 3. If
(I) $C$ belongs to $\mathbb{S}_{a a}$,
(II) for each $g$ there exists a $J$ such that $G(z, y)$ is
(a) a regular function of $y$ in $J$ for each fixed $z$ of $g$,
(b) a continuous function of both variables $(z, y)$, for $z$ on $g, y$ in $J$, and
(III) $G(z, 1)=1 /(1-z)$ for $z$ in \& , then $C$ belongs to $\mathbb{S}_{\mathbb{C} t}$.

Corollary. Conditions (IIa,b) are in particular satisfied when $G(z, y)$ is regular in ( ${ }^{\circ},[0,1]$ ).

Proof of the corollary. If $G(z, y)$ is regular in ( $\mathbb{C},[0,1])$, then in particular it is regular in the closed set $(g,[0,1])$, and consequently also in some open domain containing ( $g$, $[0,1]$ ). Hence it is certainly regular in ( $g, J$ ) for some $J$ containing $[0,1]$, and this implies the conditions (II a, b) of the theorem.

To prove the theorem, we first note this:
Corollary 3 of Theorem 1. If $C$ belongs to $\mathfrak{S}_{a a}, \sum_{u_{n} z^{n}}$ is analytic, and $R>0$, then the two series

$$
\begin{align*}
& \sum_{v_{k}(z) y^{k}}  \tag{2.2.1}\\
& \sum_{c_{n}(y) u_{n}} z^{n} \tag{2.2.2}
\end{align*}
$$

converge absolutely, uniformly, and to the same sum $f(z, y)$, for all $z$ with $|z| \leq R$, and all $y$ of a certain neighborhood of the origin, $|y| \leq \rho=\rho(R)$.

Proof. It follows from Theorem 1 that the double series

$$
\sum_{k} \sum_{n} c_{k n} u_{n} z^{n} y^{k}
$$

converges absolutely for $|z| \leq R,|y| \leq \rho(R)$, and this implies the corollary.
Proof of Theorem 3. Let $f(z)=\sum_{u_{n}} z^{n}$ [supposed continued by $\left.F(z)\right]$, and let $d$ be a closed Jordan curve around the origin, situated, together with its interior, within the star of $F(z)$.

We obtain, for $|z| \leq R,|y| \leq \rho$ :

$$
\begin{aligned}
f(z, y) & =\sum v_{k}(z) y^{k}=\sum c_{n}(y) u_{n} z^{n} \\
& =\sum\left[c_{n}(y) z^{n} \cdot \frac{1}{2 \pi i} \int_{d} \frac{F(x)}{x^{n+1}} d x\right] \\
& =\frac{1}{2 \pi i} \cdot \sum \int_{d} c_{n}(y)\left(\frac{z}{x}\right)^{n} \cdot \frac{F(x)}{x} d x .
\end{aligned}
$$

When $x$ varies on $d, z / x$ remains bounded, say $|z / x|<R^{\prime}$. By Corollary 3 there exists a certain $\rho^{\prime}$ such that the series

$$
\sum c_{n}(y)\left(\frac{z}{x}\right)^{n}
$$

and (because $F(x) / x$ is bounded on $d$ ) also the series

$$
\sum c_{n}(y)\left(\frac{z}{x}\right)^{n} \frac{F(x)}{x}
$$

are (absolutely and) uniformly convergent for all $x$ of $d$ and for $|z| \leq R,|y| \leq$ $\rho^{\prime}$ 。

Therefore summation and integration are permutable, and we obtain

$$
\begin{aligned}
& f(z, y)=\frac{1}{2 \pi i} \int_{d} \sum_{c_{n}(y)\left(\frac{z}{x}\right)^{n}} \frac{\Gamma^{\prime}(x)}{x} d x \\
& {\left[|z| \leq K,|y| \leq \rho^{\prime \prime}=\min \left(\rho, \rho^{\prime}\right)\right] }
\end{aligned}
$$

Carrying out the summation we obtain

$$
\begin{equation*}
f(z, y)=\frac{1}{2 \pi i} \int_{d} g\left(\frac{z}{x}, y\right) \frac{F(x)}{x} d x \quad\left(|z| \leq R,|y| \leq \rho^{\prime \prime}\right) \tag{2.2.3}
\end{equation*}
$$

We need $F(z, y)$, the analytic continuation of $f(z, y)$ with regard to $y$. We first look for what is obtained by continuation of the integrand; that is to say, we consider

$$
\begin{equation*}
\frac{1}{2 \pi i} \quad \int_{d} G\left(\frac{z}{x}, y\right) \frac{F(x)}{x} \quad d x=H(z, y) . \tag{2.2.4}
\end{equation*}
$$

We now suppose that $z$ is a fixed point of $\tilde{F}$, and choose the curve $d$ as follows:
As (see proof of Remark 2) $z / \mathbb{E}$ is closed, bounded and situated in $\mathbb{C}$, it can be included, together with the origin, in the interior of a rectifiable curve $g$, entirely situated in $\mathbb{A}$ (the latter domain being open). In the involutory correspondence $t=z / x$ ( $z$ fixed), $g$ is the image of a rectifiable curve $d$. The segment $O z$ is in the interior, $\mathbb{E}$ on the exterior of $d$ (because [ $1, \infty$ ] is exterior, while the set $z / \mathbb{E}$ and the origin are interior to $\mathbb{E})$. Thus $d$ is rectifiable, includes the segment $O z$, and is situated, together with its interior, within the star of $F(z)$. When $x$ describes $d$, then $z / x=t$ describes $g$, and by hypothesis (II a, b) of the theorem there exists a $J$ such that $G(z / x, y)=G(t, y)$ is regular in $y$ and continuous in $(t, y)(t$ on $g, y$ in $J)$. This is equivalent to:
(2.2.5) $G\left(\frac{z}{x}, y\right) \quad$ is regular in $y$ and continuous in $(x, y) \quad(x$ on $d, y$ in $J)$, because $t=z / x$ is continuous in $x$ on $d$ (the origin not being on $d$ ).

As also $F(x) / x$ is continuous on $d$, it may be verified that
(2.2.6) $G\left(\frac{z}{x}, y\right) \cdot \frac{F(x)}{x}$ is regular in $y$ and continuous in $(x, y)(x$ on $d, y$ in $J)$.

This implies the regularity of (2.2.4), that is to say:

$$
\begin{equation*}
H(z, y) \text { is regular, with regard to } y \text {, in } J . \tag{2.2.7}
\end{equation*}
$$

On the other hand, for $|y| \leq \rho^{\prime \prime}$, we have

$$
G\left(\frac{z}{x}, y\right)=g\left(\frac{z}{x}, y\right)
$$

and from (2.2.3) and (2.2.4) it follows that

$$
f(z, y)=H(z, y) \quad\left(|y| \leq \rho^{\prime \prime}\right) .
$$

Hence for the analytic continuation we still have the identity:

$$
\begin{equation*}
F(z, y)=H(z, y)=\frac{1}{2 \pi i} \int_{d} G\left(\frac{z}{x}, y\right) \frac{F(x)}{x} d x \quad(y \text { in } J), \tag{2.2.8}
\end{equation*}
$$

and, for each point $z$ of $\mathfrak{F}, F(z, y)$ is regular, with regard to $y$, in $J=J(z)$.
Using now the hypothesis that $J$ contains the segment $0 \leq y \leq 1$, we have thus established that

$$
\begin{equation*}
F(z, y) \text { is regular in } 0 \leq y \leq 1 \text { for each fixed } z \text { of } \mathfrak{F} \tag{2.2.9}
\end{equation*}
$$

To complete the proof of the theorem, we have still to verify that

$$
\begin{equation*}
F(z, 1)=F(z) \tag{2.2.10}
\end{equation*}
$$

( $z$ point of $\mathfrak{F}$ ).
Setting $y=1$ in (2.2.8), and using the hypothesis (III), which implies

$$
G\left(\frac{z}{x}, 1\right)=\left(1-\frac{z}{x}\right)^{-1}=\frac{x}{x-z}
$$

we obtain

$$
F(z, 1)=\frac{1}{2 \pi i} \quad \int_{d} \frac{F(x)}{x-z} d x=F(z)
$$

## 3. Associated Functions

3.1. A biunique correspondence. By Theorem 1 and its Corollary 3, with each matrix of $\mathbb{S}_{a a}$ is associated a function $G(z, y)$, which, for each given $R>0$, is regular in both variables for $|z|<R$ and $|y|<\rho$ ( $\rho$ depending on $R$ ). Theorem 3 has been expressed in terms of this function.

There is a biunique correspondence between the class of functions $G(z, y)$ regular in $(0,0)$, and a certain class of matrices $C=\left(c_{k n}\right)$, containing the class $\mathbb{S}_{a a}$, and characterised by the condition

$$
\begin{equation*}
\left|c_{k n}\right| \leq P^{k+1} Q^{n+1} \quad(k, n=0,1,2, \cdots) \tag{3.1.1}
\end{equation*}
$$

The correspondence is established by the two formulae

$$
\begin{equation*}
G(z, y)=\sum \sum c_{k n} z^{n} y^{k} \tag{3.1.2}
\end{equation*}
$$

$$
\text { absolutely convergent for }|z|<P^{-1},|y|<Q^{-1}
$$

$$
\begin{equation*}
c_{k n}=\frac{1}{k!n!} \frac{\partial^{k+n}}{\partial y^{k} \partial z^{n}} G(z, y) \quad(z=0, y=0) \tag{3.1.3}
\end{equation*}
$$

The condition of Theorem 1 may be expressed in terms of the associated function. We then obtain:

Theorem 4. In order that $C$ should belong to $\mathfrak{S}_{a a}$, it is necessary and sufficient that $G(z, y)$ be regular in $(z, 0)$ for each $z$.

Proof. The necessity is implied by Theorem l, Corollary 3.
To see that the condition is sufficient, let $z$ be a fixed point of the $z$-plane. Regular in $(z, 0)$ means regular in a certain neighborhood of $(z, 0)$, say

$$
(z+\zeta, \eta)
$$

$$
(|\zeta|<\rho,|\eta|<\rho)
$$

where $\rho=\rho(z)$.
We take the neighborhoods half as large, thus $\rho^{\prime}=\rho / 2$. By Borel's theorem, the closed and bounded domain $(|z|<R, y=0)$ may be covered by a finite number of the $\rho^{\prime}$ neighborhoods. Let $\left(z_{j}, 0\right),(j=1,2, \cdots, k)$, be their centers, and $\rho_{0}^{\prime}$ the smallest of their radii. An arbitrary point $(z, 0)$ of the domain $(|z| \leq$ $R, y=0$ ) is situated in at least one of the covering neighborhoods, say center $z_{j}$ and radius $\rho^{\prime}=\rho^{\prime}\left(z_{j}\right)$. Hence the $\rho^{\prime}$ neighborhood of $(z, 0)$ is situated in the $2 \rho^{\prime}=\rho$ neighborhood of $\left(z_{j}, 0\right)$, in which $G(z, y)$ has been supposed regular. Consequently $G(z, y)$ is regular in

$$
\left(|z|<R+\rho_{0}, \quad|y|<\rho_{0}\right)
$$

and its Taylor series (3.1.2) is certainly absolutely convergent in

$$
\left(|z| \leq R, \quad|y| \leq \sigma<\rho_{0}\right) .
$$

From this it follows that if $\left|u_{n}\right| \leq R^{n}$, and evidently also if $\left|u_{n}\right| \leq R^{n+1}$, then $\sum u_{n}$ is transformed by $C$ into an analytic series. As $R$ has been chosen arbitrarily, the proof is complete.
3.2. A corollary. If we substitute the condition of Theorem 4 for condition (I) in Theorem 3, then this theorem is entirely expressed in terms of the associated function $G(z, y)$. Because of its importance for applications, we explicitly state the particular case of its corollary:

Theorem 5. If
(I) $G(z, y)$ is regular
(a) in $(z, 0)$ for each $z$,
(b) in each $(z, y)$ of $(\mathbb{G}, 0 \leq y \leq 1)$, and
(II) $G(z, 1)=1(1-z)$ for each $z$ of \& ,
then $C$ belongs to $\mathbb{S}_{\mathbb{E}_{t}}$.
3.3. Inverse considerations. The preceding two paragraphs show that it may offer some methodical advantages, especially for applications, if investigation of matrices is replaced by investigation of their associated functions.

Inversely we may start from functions in order to construct matrices by means of formula (3.1.3); the theorems of this section may then be considered as examples showing how certain properties of the function yield corresponding properties of the associated matrix.

In view of the condition $G(z, 1)=1 /(1-z)$, a particular and most simple class of functions is obtained if we choose

$$
\begin{equation*}
G(z, y)=\frac{1}{1-z h(y)}, \tag{3.3.1}
\end{equation*}
$$

as we have but to postulate $H(1)=1$ in order to satisfy the above condition.
If $h(y)$ is supposed to be regular at the origin, then $G(z, y)$ is regular in $(0,0)$, and the associated matrix is calculated by (3.1.3); this yields

$$
\begin{equation*}
c_{k n}=\frac{1}{k!} \frac{d^{k}}{d y^{k}}[h(y)]^{n} \tag{3.3.2}
\end{equation*}
$$

Theorems 4 and 5, applied to this class of functions, yield the following two theorems:

THEOREM 6. In order that $C$ should belong to $\mathfrak{C}_{a a}$, it is necessary and sufficient that
(I) $\quad h(y)$ is regular at the origin, and
(II) $h(0)=0$.

Theorem 7. If $h(0)=0$, then the following conditions are necessary and sufficient in order that $C$ should belong to $\mathbb{S}_{\mathbb{C} \mathbb{S}_{t}}$ :
(I) $h(y)$ is regular in $0 \leq y \leq 1$,
(II) $z h(y) \neq 1$ for each $(z, y)$ of ( \& , $0 \leq y \leq 1)$, and
(III) $h(1)=1$.

Remark. If $\mathscr{C}=\mathbb{C H}^{*}$, condition (II) of Theorem 7 is equivalent to
( $\mathrm{II}^{*}$ ) $0 \leq h(y) \leq 1$, when $0 \leq y \leq 1$.
Proof of Theorem 6. The condition of Theorem 4, namely " $G(z, y)$ is regular in $(z, 0)$ for each $z$," is equivalent to: " $h(y)$ is regular at $y=0$ and $z h(0) \neq 1$ for each $z$ ". The second part of this latter condition is further equivalent to " $h(0)=0$ ".

Proof of Theorem 7. The necessity is evident, as the conditions merely signify that $C$ behaves as a method of the respective class when applied to the
geometric series $\sum z^{n}$. As for sufficiency, the conditions (Ia), (Ib) and (II) of Theorem 5 here are respectively equivalent to:

$$
\begin{aligned}
& h(y) \text { is regular at } y=0 \text { and } h(0)=0 ; \\
& z h(y) \neq 1 \text { for each }(z, y) \text { of }(\mathbb{O},[0,1]) \\
& h(1)=1
\end{aligned}
$$

## 4. Sequence-to-Sequence Transformations

4.1. A sequence equivalent of Theorem 3. Theorems 1 and 3 dealt with series-to-series transformations $C$. Theorem 2, expressed in terms of sequence-to-sequence transformations $A$, is equivalent to Theorem l. We now want to translate also Theorem 3 in terms of $A$.

Let $A$ be a sequence-to-sequence transformation of $\Im_{a a}$, and $C$ the corresponding series-to-series transformation (in the sense of §1.4), so that from

$$
\sum c_{k n} u_{n}=v_{k}
$$

there follows

$$
\sum_{a_{k n}} U_{n}=V_{k}
$$

 $\left.v_{k}=V_{k}\right)$.

Preserving the notations of (2.2), we have the following:
Definitions. The statement that $A$ belongs to $\mathbb{C}_{t t}^{\prime}$ means that $A$ transforms the sequence of partial sums of any series summable ( $P t$ ) into the sequence of partial sums of a series summable ( $P t$ ) to the same ( $P t$ ) sum; $A$ belongs to ${ }^{[ } \mathscr{C H}_{t}^{\prime}$ means that $A$ transforms the sequence of partial sums of a series $\sum u_{n} z^{n}=$ $F(z)$, for each $z$ of $\mathfrak{F}=\mathfrak{F}(F, \mathscr{O})$, into the sequence of partial sums of a series summable ( $P t$ ) to the same ( $P t$ ) sum.

Evidently " $A$ belongs to $\mathbb{S}_{t t}^{\prime}$ (or $\mathbb{S}_{\mathscr{S}}^{t}$ ) " is equivalent to " $C$ belongs to $\mathbb{S}_{t t}$ (or


In the case of a sequence-to-sequence transformation, the associated function will be denoted by $T(z, y)$, represented, for each fixed $z$, at the origin of the $y$-plane, by

Using the notation $\mathbb{C}, \mathfrak{F}, g, J$ of Theorem 3 , we now may state its equivalent:

Theorem 8. If
(I) A belongs to $\mathbb{S}_{a a}$,
(II) for each $g$ there exists a $J$ such that $T(z, y)$ is
(a) a regular function of $y$ in $J$ for each fixed $z$ of $g$,
(b) a continuous function of both variables $(z, y)$ for $z$ on $g, y$ in $J$, and
(III) ( $1-y$ ) $T(1, y)$ is
(a) regular in $0 \leq y \leq 1$, and
(b) $=1$, for $y=1$,
then $A$ belongs to $\mathbb{C}_{\mathscr{S}}^{t}$.
Corollary. The conditions (IIa,b) are satisfied in particular when $T(z, y)$ is regular at each $(z, y)$ of ( $\mathscr{O},[0,1])$.

Proofs. The corollary is identical to the corollary of Theorem 3, which has already been proved.

As for the theorem itself, we like to prove not only that it holds but also that it is not weaker than the corresponding Theorem 3; we shall therefore prove:

Theorem 8a. The conditions of Theorem 8 are equivalent to those of Theorem 3.

For this purpose there must first be found a relation between $T(z, y)$ (associated with $A$ ) and $G(z, y)$ (associated with $C$ ).

Setting

$$
\begin{aligned}
& U_{n}(z)=z^{0}+z^{1}+\cdots+z^{n}= \begin{cases}\frac{1-z^{n+1}}{1-z} & \text { when } z \neq 1 \\
n+1 & \text { when } z=1,\end{cases} \\
& \sum c_{k n} z^{n}=v_{k}(z), V_{k}(z)=v_{0}(z)+v_{1}(z)+\cdots+v_{k}(z),
\end{aligned}
$$

we see that the correspondence between $A$ and $C$ implies

$$
\begin{equation*}
\sum a_{k n} U_{n}(z)=V_{k}(z) \tag{4.1.2}
\end{equation*}
$$

Calculating the left side, we obtain

$$
\sum_{a_{k n}} U_{n}(z)=\sum_{a_{k n}} \frac{1-z^{n+1}}{1-z}=\frac{1}{1-z}\left[\sum_{a_{k n}-z} \sum_{a_{k n} z^{n}}\right]
$$

$$
=\frac{1}{1-z}\left[t_{k}(1)-z \cdot t_{k}(z)\right] .
$$

Thus (4.1.2) is equivalent to

$$
\begin{equation*}
\frac{1}{1-z}\left[t_{k}(1)-z t_{k}(z)\right]=V_{k}(z) \quad(z \neq 1) \tag{4.1.3}
\end{equation*}
$$

$$
\begin{equation*}
\sum a_{k n}(n+1)=V_{k}(1) \tag{4.1.4}
\end{equation*}
$$

Substitution of these formulae in

$$
G(z, y)=\sum_{v_{k}}(z) y^{k}=\sum\left[V_{k}(z)-V_{k-1}(z)\right] y^{k}=(1-y) \sum V_{k}(z) y^{k}
$$

yields

$$
G(z, y)=\frac{1-y}{1-z} \sum\left[t_{k}(1)-z t_{k}(z)\right] y^{k} \quad(z \neq 1)
$$

We thus have

$$
\begin{equation*}
G(z, y)=\frac{1-y}{1-z}[T(1, y)-z T(z, y)] \quad(z \neq 1) \tag{4.1.5}
\end{equation*}
$$

$$
\begin{equation*}
G(1, y)=(1-y) \sum_{k} y^{k} \sum_{n}(n+1) a_{k n} . \tag{4.1.6}
\end{equation*}
$$

The relation wanted is (4.1.5).
To prove the equivalence of the conditions of Theorems 3 and 8 , we first observe that, by Theorem 2 , the condition (I) of Theorem 8 is certainly equivalent to (I) of Theorem 3.

Further by (4.1.5) it is plain that if the conditions of Theorem 8 are satisfied, then those of Theorem 3 also are satisfied. This already establishes the truth of Theorem 8.

To complete the proof of Theorem 8a, there remains to show: If all conditions of Theorem 3 are satisfied, then conditions (II) and (III) of Theorem 8 are satisfied.

We now suppose all conditions of Theorem 3 to be satisfied; $C$ then belongs to $\stackrel{S}{4}_{4}$.

The series

$$
1+0+0+\cdots=\sum_{u_{n}, \text { where } u_{0}=1, u_{n}=0 \quad(n \geq 1), ~}^{n}
$$

which may be considered as the Taylor series of $F(z) \equiv 1$, is summable ( $P t$ ) to the sum 1 , and so must be its $C$ transform. Hence, it for this series we write

$$
\sum_{c_{k n} u_{n}=v_{k}}, \quad \sum_{v_{k} y^{k}=H(y)}
$$

then

$$
\begin{equation*}
H(y) \text { is regular in }[0,1], \text { and } H(1)=1 . \tag{4.1.7}
\end{equation*}
$$

On the other hand we have

$$
\begin{aligned}
H(y) & =\sum v_{k} y^{k}=\sum\left(V_{k}-V_{k-1}\right) y^{k}=(1-y) \sum V_{k} y^{k} \\
& =(1-y) \sum_{k}\left(\sum_{n} a_{k n} U_{n}\right) y^{k}=(1-y) \sum_{k}\left(\sum_{n} a_{k n}\right) y^{k} ;
\end{aligned}
$$

thus, by (4.1.1),

$$
\begin{equation*}
H(y)=(1-y) T(1, y), \tag{4.1.8}
\end{equation*}
$$

so that (4.1.7) is exactly the condition (III) of Theorem 8.
It remains to show that conditions (II a, b) of Theorem 8 are satisfied.
It is plain that $(1-y) T(1, y)$ is still regular in an open domain $J$ containing $[0,1]$.

The conditions (II $\mathrm{a}, \mathrm{b}$ ) of Theorem 8 will be satisfied if $T(z, y)$ is replaced by ( $1-y$ ) $T(1, y)$ (as this function does not depend on $z$ ),
or by $\quad G(z, y)$ (because we then obtain (II $\mathrm{a}, \mathrm{b}$ ) of Theorem 3),
or by $\quad(1-z) G(z, y)$ (as $g$ does not pass through $z=1)$,
or finally by $(1-y) T(1, y)-(1-z) G(z, y)=(1-y) z T(z, y)$ (the equality following from (4.1.5) ).
Further from

$$
\begin{array}{ll}
G(z, y)=1 /(1-z) & \text { when } y=1, \\
(1-y) T(1, y)=1 & \text { when } \\
y=1,
\end{array}
$$

it follows that

$$
(1-y) z T(z, y)=0 \text { when } y=1
$$

Hence $z T(z, y)$ is regular in $y$ wherever $(1-y) z T(z, y)$ is regular in $y$, and the conditions (II a, b) will be satisfied, if $T(z, y)$ is replaced by $z T(z, y)$.

Now, for $z \neq 0, T(z, y)$ is regular in $y$ wherever $z T(z, y)$ is regular in $y$. Consequently the conditions (IIa,b) of Theorem 8 are certainly satisfied when $z \neq 0$.

For $z=0$ we may calculate $T(0, y)$ in the same way as we did for $z=1$. We start from the series

$$
1-1+0+0+\cdots
$$

which is the Taylor series of $F(z)=1-z$ for $z=1$, and certainly summable ( $P t$ ).

Its $C$ transform $\sum v_{k}$, where

$$
v_{k}=\sum c_{k n} u_{n}\left(=c_{k 0}-c_{k 1}\right)
$$

must also be summable ( $P t$ ); that is to say, if we write $\sum v_{k} y^{k}=P(y)$, then

$$
\begin{equation*}
P(y) \text { is regular in }[0, \mathrm{l}], \text { and } P(\mathrm{l})=0 \tag{4.1.9}
\end{equation*}
$$

On the other hand we obtain

$$
P(y)=(1-y) \sum\left(\sum_{k n} U_{n}\right), \text { where now } U_{0}=1, U_{n}=0 \quad(n \geq 1)
$$

Thus, by (4.1.1),

$$
\begin{equation*}
P(y)=(1-y) T(0, y) \tag{4.1.10}
\end{equation*}
$$

so that $T(0, y)$ is regular in $0 \leq y \leq 1$, and consequently also in an open domain $J$ containing $[0,1]$. This signifies that the conditions (IIa, b) of Theorem 8 are also satisfied when $z=0$, and completes the proof that all conditions of Theorem 8 are implied by those of Theorem 3 .
4.2. Sequence equivalents of other results. Finally we state the equivalents of the formulae and theorems of $\$ 3$.

The biunique correspondence between the matrices $A$ of $\mathbb{S}_{a a}$ and the class of associated functions $T(z, y)$ is given by the two formulae:

$$
\begin{equation*}
t(z, y)=\sum \sum_{a_{k n}} z^{n} y^{k} \tag{4.2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
a_{k n}=\frac{1}{k!n!} \frac{\partial^{k+n}}{\partial y^{k} z^{n}} T(z, y) \quad(z=0, y=0) \tag{4.2.2}
\end{equation*}
$$

$T(z, y)$ is the analytic continuation of $t(z, y)$ with respect to $y$, for each fixed $z$.

If $A=\left(a_{k n}\right)$ belongs to $\mathbb{S}_{a a}$, then for each $R>0$ the double series is absolutely convergent for

$$
|z|<R, \quad|y|<\rho=\rho(R) .
$$

In terms of $T(z, y)$, Theorem 2 and Theorem 8 , Corollary, respectively yield the following two theorems.

Theorem 9. In order that $A=\left(a_{k n}\right)$ of (4.2.2) should belong to $\mathbb{S}_{a a}$, it is necessary and sufficient that $T(z, y)$, considered as a function of both variables, be regular at $(z, 0)$ for each $z$.

Theorem 10. If
(I) $T(z, y)$, as a function of two variables, is regular
(a) in $(z, 0)$ for each $z$, and
(b) in each $(z, y)$ of $(\mathbb{O},[0,1])$, and
(II) (l-y) $T(1, y)$, as function of $y$, is
(a) regular in $0 \leq y \leq 1$, and
(b) =1 when $y=1$,
then $A$ belongs to $\mathbb{S}_{\mathscr{G} t}^{\prime}$.
A very particular and simple class of functions $T(z, y)$, satisfying the conditions of Theorem 8, may be obtained as follows:

Condition (III b), postulating

$$
(1-y) T(1, y)=1 \quad \text { when } \quad y=1
$$

is satisfied when we place

$$
(1-y) T(1, y) \equiv 1 ;
$$

thus

$$
\begin{equation*}
T(1, y)=\frac{1}{1-y} \tag{4.2.3}
\end{equation*}
$$

Among the functions $T(z, y)$ satisfying (4.2.3), we may choose the special class

$$
\begin{equation*}
T(z, y)=\frac{1}{1-y h(z)}, \tag{4.2.4}
\end{equation*}
$$

where we have only to postulate $h(1)=1$ in order to obtain (4.2.3).
If $h(z)$ is regular at the origin, then $T(z, y)$ is regular at $(0,0)$ and formula (4.2.2) gives the associated matrix $A$.

As for $(z, y)=(0,0)$, we have here

$$
\frac{1}{k!n!} \frac{\partial^{k+n}}{\partial y^{k} \partial z^{n}} T(z, y)=\frac{1}{n!} \frac{d^{n}}{d z^{n}} \quad[h(z)]^{k},
$$

and the matrix $A$ is determined by

$$
\begin{equation*}
a_{k n}=\frac{1}{n!} \frac{d^{n}}{d z^{n}}[h(z)]^{k} \tag{4.2.5}
\end{equation*}
$$

The possibility of associating a matrix $A$ with a function $h(z)$ by formula (4.2.5) was pointed out by J. Sonnenschein [1], who gave the conditions

$$
h(1)=1, \text { and } h(z) \neq 1 \text { when } z \neq 1,
$$

in order that $A$ be consistent with analytic continuation, when applied to the sequence of partial sums of the geometric series $\sum z^{n}$ and its finite linear combinations

$$
\lambda_{1} \sum_{z_{1}^{n}+\lambda_{2}} \sum_{z_{2}^{n}+\cdots+\lambda_{p}} \sum_{z_{p}^{n}},
$$

thus to series $\sum u_{n}$, where

$$
u_{n}=\lambda_{1} z_{1}^{n}+\cdots+\lambda_{p} z_{p}^{n} \quad(n=0,1, \cdots) .
$$

In view of (4.2.4) we may easily verify the following two theorems, as immediate applications of Theorems 9 and 10 respectively.

Theorem 11. If $h(z)$ is an integral function, then $A$ belongs to $\mathbb{S}_{a a}$.
Theorem 12. If
(I) $h(z)$ is an integral function,
(II) $h(z)$ is not in $[1, \infty]$, when $z$ in (1), and
(III) $h(1)=1$,

Theorem 12a. In Theorem 12 the conditions (II) and (III) are necessary.

Proof of Theorem 11. Evidently if $h(z)$ is regular in the whole plane then, by (4.2.4), $T(z, y)$ is regular when $1-y h(z) \neq 0$. Now let $z$ be a fixed point. As $h(z)$ is bounded in any bounded region, we have
$|y h(z)|<1$; consequently $1-y h(z) \neq 0$ in a certain neighborhood of $(z, 0)$.

Proof of Theorem 12. Condition (II) yields

$$
y h(z) \neq 1 \quad(0 \leq y \leq 1, z \text { in }(\mathbb{A}),
$$

which implies condition (Ib) of Theorem 10. Further $h(1)=1$ yields $(1-y) \times$ $T(1, y) \equiv 1$, which implies (II $\mathrm{a}, \mathrm{b}$ ) of Theorem 10.

Proof of Theorem 12a. For the necessity of condition (III) evidence is obtained by application of $A$ to the sequence $1,1,1, \cdots$, which is the sequence of partial sums of $1+0+0+\cdots$. The necessity of condition (II) is verified by application of $A$ to the sequence of partial sums of the geometric series $\sum_{z^{n}}$, thus to the sequence

$$
\frac{1-z^{n+1}}{1-z}=\frac{1}{1-z}\left[1-z^{n+1}\right]=a+b z^{n} \quad(z \neq 1)
$$

## 5. Some Remarks

5.1. For applications, the class $\mathbb{S}_{t t}=\mathfrak{C}_{\mathbb{H})_{t}}$ may be of more importance than any other $\mathbb{S}_{\mathbb{C} t}$. Theorems on the particular case are obtained by replacing $\mathbb{A}$ by $\mathbb{C S}^{*}$ in Theorems $3,5,7,8,10$, and 12 . See also the remark following Theorem 7 .
5.2. This paper is not concerned with summability. However we point out that replacement of the domain $J$ by an open circle $|y|<r$ with $r>1$ in conditions and proof of Theorem 3, readily yields:

If in the conditions of either of the theorems mentioned in (5.1) the domains $[0,1]$ and $J$ (containing $[0,1]$ ) are replaced by

$$
\begin{equation*}
|y| \leq 1 \quad \text { and } \quad|y|<r \tag{r>1}
\end{equation*}
$$

respectively, then a transformation ( $C$ or $A$ ) satisfying the new conditions of the theorem certainly sums $\sum u_{n} z^{n}$ to the sum of analytic continuation, for each $z$ of $\mathfrak{F}=\mathfrak{F}$ ( $F$, © $)$. In Theorem 12 , " $h(z)$ is not in $[1, \infty]$ " then is to be replaced by " $|h(z)|<1$ " (compare proof of the same theorem).
5.3. Theorem 1 characterizes the linear operations defined at any point of the space of all analytic sequences, and can also be proved by the methods of operator theory; however it takes some pages to establish the basic properties of this space, after introduction of an appropriate metric (for instance $|x|=$ sup $\left|x_{n}\right|^{1 / n}$ or an only locally defined distance $|x-y|=\left[\sum\left(x_{n}-y_{n}\right)^{2}\right]^{1 / 2}$. or the corresponding hermitian expression).
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