# METHODS IN AFFINE CONNECTION THEORY 

Harley Flanders

1. Introduction. The paper before us is a continuation of the author's recent work [7] on affinely connected spaces. The content of the paper is best set forth by brief summaries of the various sections. Section 2 gives some properties of the curvature operator $\mathbf{d}^{2}$. In $\S 3$, a contraction operator is introduced into the spaces of $p$-vectors with $q$-form coefficients; and in $\oint 4$ this is used to obtain the Ricci tensor in an operator form. In $\S 5$ there is defined an extension of a linear transformation which is analogous to, and consistent with, the corresponding definition for an affine connection; this is shown in $\S 6$, where also certain combinations of connections are discussed. In § 7, a new contraction operator is introduced; this has the advantage of setting up a duality in certain of the linear spaces involved, allowing one to define the adjoint of a linear transformation. This leads to invariant characterizations of symmetric and skew transformations and to decomposition theorems in this and the following $\& 8$. The duality is extended in $\S 9$, where the adjoint of a connection is defined and relations between it and the connection are given. In $\S \S 10$ through 12, the theory of a series of invariants of a connection introduced by S.S. Chern is developed. After a number of special results, we give a version of an ingenious proof of A. Weil. In the final $\S 13$, we discuss the invariance of the Weyl tens or under projective change of connection and some related tensors which are meaningful for nonsymmetric connections.
2. The linear property of $\Theta$. Let us consider the result

$$
\mathbf{d}^{2 r} \mathbf{e}=\Theta^{r} \mathbf{e}
$$

(7, Formula 9.5), and especially the case $r=1$ :

$$
\mathbf{d}^{2} \mathbf{e}=\Theta \mathbf{e}
$$

From this we deduced that the transformation law for $\Theta$ under a change of frame $\mathbf{e}^{*}=A \mathbf{e}$ is given by

$$
\Theta^{*}=A \Theta A^{-1}
$$

(7, Formula 11.5). This means that $\Theta$ transforms as a mixed tensor of order two and hence represents a linear transformation. We can make this precise as follows. Let $\mathbf{v} \in \mathcal{J}_{q}^{p}$ so that $\mathbf{d}^{2} \mathbf{v} \in \mathcal{J}_{q+2^{2}}^{p}$ If $f$ is any function, then

$$
\mathbf{d}^{2}(f \mathbf{v})=\mathbf{d}(d f \mathbf{v}+f d \mathbf{v})=d^{2} f \mathbf{v}-d f \mathbf{d} \mathbf{v}+d f \mathbf{d} \mathbf{v}+f \mathbf{d}^{2} \mathbf{v}, \mathbf{d}^{2}(f \mathbf{v})=f \mathbf{d}^{2} \mathbf{v}
$$

Thus the mapping
is linear. In the special case $p=1, q=0$, the matrix of $\mathbf{d}^{2}$ with respect to the frame $\mathbf{e}$ is exactly $\Theta$. In other cases, the matrix of the operator $\mathbf{d}^{2}$ is fairly complicated, but there is no point in writing it down. We remark that the relation

$$
\mathbf{d}^{2} \mathbf{e}=\Theta \mathbf{e}
$$

clearly displays the curvature as a second derivative, which is how it appears in elementary geometry.

If we do not restrict attention to a single space ${ }_{q}{ }_{q}^{p}$, we can deduce more than the fact that $\mathbf{d}^{2}$ is linear.

Theorem 2.1. The operator $\mathbf{d}^{2}$ is linear and is a derivation. This latter assertion means that if $\mathbf{v} \in \mathcal{J}_{q}^{p}$ and $\mathbf{w} \in \mathcal{J}_{s}^{r}$, then

$$
\begin{equation*}
d^{2}(v w)=d^{2} v w+v d^{2} w . \tag{2.1}
\end{equation*}
$$

The necessary computation is easy:

$$
\begin{aligned}
\mathbf{d}^{2}(\mathbf{v w}) & =\mathbf{d}\left[\mathbf{d v} \mathbf{w}+(-1)^{q} \mathbf{v d w}\right] \\
& =\mathbf{d}^{2} \mathbf{v} \mathbf{w}+(-1)^{q+1} \mathbf{d v} \mathbf{d w}+(-1)^{q} \mathbf{d v d w}+(-1)^{2 q} \mathbf{v} \mathbf{d}^{2} \mathbf{w} \\
& =\mathbf{d}^{2} \mathbf{v} \mathbf{w}+\mathbf{v} \mathbf{d}^{2} \mathbf{w} .
\end{aligned}
$$

3. Contraction. The space $\mathcal{J}_{1}^{0}$ of one-forms is the dual of the space $\mathcal{J}_{0}^{1}$ of one-vectors. As in [7], we shall let [ $\omega, \mathbf{v}$ ] denote the effect of the form $\omega$ (considered as a functional) on the vector $\mathbf{v}$. Contraction, in tensor analysis, is based on the application of this operation to one covariant and one contravariant
component of a mixed tensor. Our space ${\underset{q}{Y}}_{\underset{q}{p}}$ can be considered as the subspace of the space of $p$-contravariant, $q$-covariant tensors whose elements are skew in all contravariant indices and skew in all covariant indices. Having this, we could apply the contraction operator to the elements of ${\underset{q}{q}}_{p}$ and, with a little modification, obtain the operator that we seek on ${\underset{q}{q}}_{p}$ into ${\underset{q}{q} p-1}_{q-1}$. It seems best however to construct this operator directly, within the framework of the spaces we are using.

We begin by looking at the mapping

$$
\begin{align*}
& \Xi\left(\omega^{\prime}, \cdots, \omega^{q+1} ; \mathbf{v}_{1}, \cdots, \mathbf{v}_{p+1}\right)  \tag{3.1}\\
& =\frac{1}{(p!)(q!)} \sum_{\sigma, \tau} \epsilon_{\sigma} \epsilon_{\tau}\left[\omega^{\tau(q+1)}, \mathbf{v}_{\sigma(p+1)}\right] \omega^{\tau(1)} \cdots \omega^{\tau(q)} \mathbf{v}_{\sigma(1)} \cdots \mathbf{v}_{\sigma(p)},
\end{align*}
$$

where $\sigma \in S_{p+1}$, the $(p+1)$-symmetric group, $\tau \in S_{q+1}$, and $\epsilon_{\sigma}$ denotes the sign of $\sigma$. The domain and range of $\Xi$ can be indicated as follows:

$$
\text { ज: } X^{q+1} \mathcal{J}_{1}^{0} \times X^{p+1} \mathcal{J}_{0}^{1} \rightarrow \Im_{q}^{\Im_{p}}
$$

It is evident that $E$ is multilinear and that it is alternating in each set of variables separately. We use the results of Bourbaki [1, Scholia, p. 7 and p. 64] to deduce the existence of a unique linear transformation $\mathbf{C}$,
such that

$$
\mathbf{C}\left(\omega^{1} \cdots \omega^{q+1} \mathbf{v}_{1} \cdots \mathbf{v}_{p+1}\right)=\Xi\left(\omega^{1}, \cdots, \omega^{q+1} ; \mathbf{v}_{1}, \cdots, \mathbf{v}_{p+1}\right) .
$$

It is this $\mathbf{C}$ that we shall call the contraction operator.
If $n$ denotes the dimension of our underlying manifold $\mathbb{M}$, then we have

$$
\begin{equation*}
\mathbf{C}(d P)=n . \tag{3.2}
\end{equation*}
$$

For $d P=\sigma^{i} \mathbf{e}_{i}$ and so

$$
\mathbf{C}(d P)=\sum\left[\sigma^{i}, \mathbf{e}_{i}\right]=\sum 1=n .
$$

If $\mathbf{v} \in \mathcal{J}_{1}^{0}$, the divergence of $\mathbf{v}$ may be defined by

$$
\begin{equation*}
\operatorname{div}(v)=\mathbf{C}(d v) \tag{3.3}
\end{equation*}
$$

If we use the notation of $[7, \S 12]$, and if $\mathbf{v}=\lambda^{i} \mathbf{e}_{i}$, then

$$
\begin{equation*}
\operatorname{div}(\mathbf{v})=\lambda_{,}^{i}{ }_{i}+\lambda^{i} \Gamma_{i}{ }_{j}^{j} \tag{3.4}
\end{equation*}
$$

In fact we have

$$
\begin{aligned}
\operatorname{div}(\mathbf{v}) & =\mathbf{C}(\mathbf{d v})=\mathbf{C}\left(d \lambda^{i} \mathbf{e}_{i}+\lambda^{i} \mathbf{d e}_{i}\right) \\
& =\mathbf{C}\left(\lambda^{i},_{j} \sigma^{j} \mathbf{e}_{i}+\lambda^{i} \Gamma_{i}{ }^{j}{ }_{k} \sigma^{k} \mathbf{e}_{i}\right)=\lambda^{i}{ }_{i}+\lambda^{i} \Gamma_{i}{ }^{j},
\end{aligned}
$$

as asserted.
4. The Ricci tensor. The operator $\mathbf{C d}^{2}$ carries $\mathcal{J}_{0}^{1}$ into $\mathcal{Y}_{1}^{0}$. We shall compute its matrix and for this shall need the notation of [7, $\$ \S 10,12]$. With $\mathbf{v}=\lambda \mathrm{e}$, we have

$$
\begin{aligned}
\mathbf{d}^{2} \mathbf{v}=\lambda \Theta \mathbf{e} & =\frac{1}{2} \lambda^{i} R_{i}^{j}{ }_{k l} \sigma^{k} \sigma^{l} \mathbf{e}_{j}, \\
\mathbf{C}\left(\mathbf{d}^{2} \mathbf{v}\right) & =\frac{1}{2} \lambda^{i} R_{i}^{j}{ }_{k l}\left\{\left[\sigma^{l}, \mathbf{e}_{j}\right] \sigma^{k}-\left[\sigma^{k}, \mathbf{e}_{j}\right] \sigma^{l}\right\} \\
& =\frac{1}{2} \lambda^{i} R_{i}^{j}{ }_{k l}\left\{\delta_{j}^{l} \sigma^{k}-\delta_{j}^{k} \sigma^{l}\right\} \\
& =\frac{1}{2} \lambda^{i}\left\{R_{i}^{l}{ }_{k l} \sigma^{k}-R_{i}{ }_{k l} \sigma^{l}\right\}=\lambda^{i} R_{i}^{l}{ }_{k l} \sigma^{k} .
\end{aligned}
$$

Thus the matrix is given by $\left\|R_{i k}\right\|$, where $R_{i k}=R_{i}{ }^{l}{ }_{k l}$, the known Ricci tensor. We may summarize in the formulas:

$$
\begin{align*}
& \mathbf{C d}^{2} \mathbf{e}_{i}=R_{i k} \sigma^{k},  \tag{4.1}\\
& \mathbf{C d}^{2} \mathbf{v}=\lambda^{i} R_{i k} \sigma^{k}, \quad \text { when } \mathbf{v}=\lambda \mathbf{e}
\end{align*}
$$

The transformation formula for $R=\left\|R_{i k}\right\|$ follows immediately from the fact that $\mathbf{C d}{ }^{2}$ is linear. If $\mathbf{e}^{*}=A \mathbf{e}$ is a change of frame, then we have

$$
\begin{equation*}
R^{*}=A R^{t} A \tag{4.2}
\end{equation*}
$$

If $c$ is a closed curve in $\mathfrak{M}$ which bounds a piece of surface $\Sigma$, then by Stoke's theorem.

$$
\oint_{C} \mathbf{C d}^{2} \mathbf{v}=\iint_{\Sigma} \mathbf{d}\left[\mathbf{C d}^{2} \mathbf{v}\right] .
$$

It is an interesting problem to characterize by local geometrical conditions when this expression vanishes identically, that is, when $\mathbf{d}\left[\mathbf{C d}^{2} \mathbf{v}\right]=0$. When this is the case, then $\mathbf{C d}^{2} \mathbf{v}$ taken over a chain $\gamma$ is a cocycle.
5. Extension of a linear transformation. An affine connection is, by definition, a certain kind of additive transformation on $\mathcal{J}_{0}^{1}$ to $\mathcal{J}_{1}^{1}$. Given an affine connection d, we showed that it has a natural extension on ${ }_{\partial}^{\gamma} p$ to ${ }_{q}^{\gamma} \underset{q}{p}$. In this section we shall do the same for a linear transformation. Thus we shall deal with the manifold $M$, the derived spaces $\mathcal{J}_{q}^{p}$, and shall not assume an affine connection is given.

We suppose given a linear transformation $\mathbf{B}$ on $\mathcal{J}_{0}^{1}$ to $\mathscr{J}_{1}^{1}$. Thus

$$
\begin{equation*}
\mathbf{B}(f \mathbf{v}+g \mathbf{w})=f \mathbf{B}(\mathbf{v})+g \mathbf{B}(\mathbf{w}) \tag{5.1}
\end{equation*}
$$

for $\mathbf{v}, \mathbf{w} \in \mathcal{J}_{0}^{1}, f$ and $g$ functions. We shall write

$$
\mathbf{B} \in \mathbf{H o m}\left(J_{0}^{1}, J_{1}^{1}\right) .
$$

We wish to extend $\mathbf{B}$ to ${ }^{r} \underset{q}{p}$. Of course this can be done in several ways, but we shall do it in a manner consistent with the way of extending an affine con-nection-the precise relationship will be clear in the next section.

First we extend $\mathbf{B}$ to $\mathcal{J}_{0}^{p}$ by the formula

$$
\begin{equation*}
\mathbf{B}\left(\mathbf{v}_{1} \cdots \mathbf{v}_{p}\right)=\sum_{\mathbf{v}_{1} \cdots \mathbf{v}_{j-1}}\left(\mathbf{B} \mathbf{v}_{j}\right) \mathbf{v}_{j+1} \cdots \mathbf{v}_{p} \tag{5.2}
\end{equation*}
$$

where $\mathbf{v}_{1}, \ldots, \mathbf{v}_{p} \in \mathcal{J}_{0}^{1}$, and by linearity. That this really defines $\mathbf{B}$ on $\mathcal{J}_{0}^{p}$ is proved the same way as Theorem 7.1 of [7] was.

Next we set $\mathbf{B}(\omega)=0$ for $\omega \in \mathcal{J}_{q}^{0}$. Finally, if $\omega \in T_{q}^{0}$ and $\mathbf{v} \in \mathcal{J}_{0}^{p}$, we set

$$
\begin{equation*}
\mathbf{B}(\omega \mathbf{v})=(-1)^{q} \omega \mathbf{B} \mathbf{v} \tag{5.3}
\end{equation*}
$$

Again applying linearity, we have defined $\mathbf{B}$ on ${ }_{q}^{r} \underset{q}{p}$.

Theorem 5.1. The transformation $\mathbf{B}$ defined above is linear on $\underset{q}{r p}$ to ${ }_{\gamma}{ }_{q+1}^{p}:$

$$
\mathbf{B} \in \mathbf{H o m}\left({\underset{\sim}{q}}_{p}^{p}, \mathfrak{J}_{q+1}^{p}\right) .
$$

If $\mathbf{v} \in \mathcal{J}_{q}^{p}$ and $\mathbf{w} \in \mathcal{J}_{s}^{r}$, then

$$
\begin{equation*}
\mathbf{B}(\mathbf{v w})=(\mathbf{B v}) \mathbf{w}+(-1)^{q} \mathbf{v} \mathbf{B} \mathbf{w} \tag{5.4}
\end{equation*}
$$

It remains to prove the identity (5.4). First let

$$
\mathbf{v}=\mathbf{v}_{\mathbf{1}} \cdots \mathbf{v}_{p}, \quad \mathbf{w}=\mathbf{w}_{1} \cdots \mathbf{w}_{r}
$$

with $\mathbf{v}_{i}, \mathbf{w}_{j}$ in $\mathrm{J}_{0}^{1}$. Then

$$
\begin{aligned}
\mathbf{B}(\mathbf{v} \mathbf{w})= & B\left(\mathbf{v}_{1}, \cdots, \mathbf{v}_{p} \mathbf{w}_{1} \cdots \mathbf{w}_{r}\right) \\
= & \sum \mathbf{v}_{1} \cdots \mathbf{v}_{i-1}\left(B \mathbf{v}_{i}\right) \mathbf{v}_{i+1} \cdots \mathbf{v}_{p} \mathbf{w}_{1} \cdots \mathbf{w}_{r} \\
& +\sum \mathbf{v}_{1} \cdots \mathbf{v}_{p} \mathbf{w}_{1} \cdots \mathbf{w}_{j-1}\left(\mathbf{B} \mathbf{w}_{j}\right) \mathbf{w}_{j+1} \cdots \mathbf{w}_{r}=\mathbf{B}(\mathbf{v}) \mathbf{w}+\mathbf{v} \mathbf{B} \mathbf{w} .
\end{aligned}
$$

Next, let

$$
\mathbf{v}=\omega \mathbf{v}^{l}, \quad \omega=\eta \mathbf{w}^{\prime}
$$

where $\omega$ and $\eta$ are $q$ and $s$ forms respectively and $\mathbf{v}^{\prime}$ and $\mathbf{w}^{\prime}$ are $p$ and $r$ vectors, respectively. Then

$$
\begin{aligned}
\mathbf{B}(\mathbf{v} \mathbf{w}) & =\mathbf{B}\left(\omega \eta \mathbf{v}^{\prime} \mathbf{w}^{\prime}\right)=(-1)^{q+s} \omega \eta \mathbf{B}\left(\mathbf{v}^{\prime} \mathbf{w}^{\prime}\right) \\
& =(-1)^{q+s} \omega \eta\left[\mathbf{B}\left(\mathbf{v}^{\prime}\right) \mathbf{w}^{\prime}+\mathbf{v}^{\prime} \mathbf{B} \mathbf{w}^{\prime}\right] \\
& =(-1)^{q} \omega \mathbf{B}\left(\mathbf{v}^{\prime}\right) \eta \mathbf{w}^{\prime}+(-1)^{q} \omega \mathbf{v}^{\prime}(-1)^{s} \eta \mathbf{B} \mathbf{w}^{\prime} \\
& =\mathbf{B}(\mathbf{v}) \mathbf{w}+(-1)^{q} \mathbf{v} \mathbf{B} \mathbf{w} .
\end{aligned}
$$

The general case follows, as usual, by linearity.
6. Algebraic combinations of affine connections. We begin this section with the following result.

Theorem 6.1. Let $\mathbf{d}_{\mathbf{1}}$ be an affine connection and $\mathbf{B}$ a linear transformation:

$$
\mathbf{B} \in \boldsymbol{H o m}\left(J_{0}^{1}, \mathcal{J}_{1}^{1}\right) .
$$

Then the operator $\mathbf{d}_{\mathbf{2}}$ defined by

$$
\begin{equation*}
d_{2}=d_{1}+B \tag{6.1}
\end{equation*}
$$

is an affine connection. The extension of $\mathbf{d}_{2}$ to ${ }_{q}^{r p}$ is the sum of the extension of $\mathbf{d}_{1}$ to ${\underset{q}{r}}_{p}^{p}$ and the extension of $\mathbf{B}$ to ${\underset{q}{r}}_{p}^{p}$. Thus (6.1) is valid when applied to any of the spaces ${ }_{q}{ }_{q}^{p}$.

Proof. We have

$$
\begin{aligned}
& \mathbf{d}_{2}(\mathbf{v}+\mathbf{w})=\mathbf{d}_{2} \mathbf{v}+\mathbf{d}_{2} \mathbf{w}, \\
& \mathbf{d}_{2}(f \mathbf{v})=\mathbf{d}_{1}(f \mathbf{v})+\mathbf{B}(f \mathbf{v})=d f \mathbf{v}+f \mathbf{d}_{1} \mathbf{v}+f \mathbf{B} \mathbf{v}=d f \mathbf{v}+f \mathbf{d}_{2} \mathbf{v}
\end{aligned}
$$

hence $d_{2}$ is an affine connection.
Next we apply the uniqueness part of Theorem 7.1 of [7]. This asserts that in order to prove that (6.1) is valid when applied to ${\underset{q}{T}}_{p}^{p}$, it suffices to show that

$$
\left(\mathbf{d}_{1}+\mathbf{B}\right)(\mathbf{v w})=\left[\left(\mathbf{d}_{1}+\mathbf{B}\right) \mathbf{v}\right] \mathbf{w}+(-1)^{q} \mathbf{v}\left[\left(\mathbf{d}_{1}+\mathbf{B}\right) \mathbf{w}\right],
$$

for $\mathbf{v} \in \mathcal{J}_{q}^{p}$, $\mathbf{w} \in \mathcal{J}_{s}^{r}$. But this is evidently the case.
It will be convenient to have a space which includes both the affine connections and the linear transformations.

Definition 6.1. The space $\mathfrak{i l}$ of additive operators consists of all operators $\mathbf{A}$ on $J_{0}^{1}$ to $J_{1}^{1}$ satisfying the single condition

$$
\begin{equation*}
\mathbf{A}(\mathbf{v}+\mathbf{w})=\mathbf{A} \mathbf{v}+\mathbf{A w} \tag{6.2}
\end{equation*}
$$

It is clear that $\mathbb{N}$ is a linear space over the ring $\mathbb{C}(\mathbb{N})$ of infinitely differentiable functions on $\mathfrak{M}$. Next, we let $\Omega$ denote the space of all linear transformations on $\mathfrak{J}_{0}^{1}$ to $\mathfrak{J}_{1}^{1}$. Thus $\Omega$ consists of all elements $\mathbf{B}$ of $\mathfrak{Z}$ which satisfy (5.1), and we see that $\Omega$ is a linear subspace of $\Re$. Finally, we denote by $\cap$ the space of all affine connections. The elements $\mathbf{d}$ of $\mathfrak{J}$ satisfy (6.2) and

$$
\begin{equation*}
\mathbf{d}(f \mathbf{v})=d f \mathbf{v}+f \mathbf{d} \mathbf{v} . \tag{6.3}
\end{equation*}
$$

Theorem 6.2. The space $\mathfrak{D}$ is a linear variety of $\mathfrak{Z}$. What is more, $\mathfrak{D}$ is a coset of $\Omega$ in $\Re$.

Proof. If $\mathbf{d}_{1}$ is an affine connection and $\mathbf{B} \in \Omega$, then $\mathbf{d}_{1}+\mathbf{B} \in \mathscr{S}$, by Theorem 6.1. Conversely, if $d_{2} \in \mathfrak{D}$, then $B=d_{2}-d_{1} \in \Omega$ since

$$
\begin{aligned}
\mathbf{B}(f \mathbf{v})=\mathbf{d}_{2}(f \mathbf{v})-\mathbf{d}_{1}(f \mathbf{v}) & =\left(d f \mathbf{v}+f \mathbf{d}_{2} \mathbf{v}\right)-\left(d f \mathbf{v}+f \mathbf{d}_{1} \mathbf{v}\right) \\
& =f\left(\mathbf{d}_{2} \mathbf{v}-\mathbf{d}_{1} \mathbf{v}\right)=f \mathbf{B} \mathbf{v} .
\end{aligned}
$$

This shows that $\mathscr{D}$ is indeed a coset of $\because$.
Corollary 6.3. If $\mathbf{d}_{1}, \cdots, \mathbf{d}_{r}$ are affine connections, $f^{1}, \cdots, f^{r}$ are functions, and $f^{1}+\cdots+f^{r}=1$, then $\mathbf{d}=f^{1} \mathbf{d}_{1}+\cdots+f^{r} \mathbf{d}_{r}$ is an affine connection.

We can get further results for combinations of connections with constant coefficients. For simplicity, we shall restrict our attention to two summands.

Lemma 6.4. Let $\mathbf{d}_{1}$ and $\mathbf{d}_{2}$ be affine connections,

$$
\mathbf{d}=t_{1} \mathbf{d}_{1}+t_{2} \mathbf{d}_{2}
$$

where $t_{1}$ and $t_{2}$ are constants such that $t_{1}+t_{2}=1$. Then

$$
\begin{align*}
& \tau=t_{1} \tau_{1}+t_{2} \tau_{2}  \tag{6.4}\\
& \Omega=t_{1} \Omega_{1}+t_{2} \Omega_{2} \\
& \Theta=t_{1} \Theta_{1}+t_{1} t_{2}\left(\Omega_{1}-\Omega_{2}\right)^{2}+t_{2} \Theta_{2}
\end{align*}
$$

Here we have used the notation of [7, §8]. The first formula is a result of the computation

$$
\tau \mathbf{e}=\mathbf{d}(d P)=t_{1} \mathbf{d}_{1}(d P)+t_{2} \mathbf{d}_{2}(d P)=t_{1} \tau_{1} \mathbf{e}+t_{2} \tau_{2} \mathbf{e}
$$

The second one is obvious, and the third follows from

$$
\begin{aligned}
\Theta & =d \Omega-\Omega^{2}=\left(t_{1} d \Omega_{1}+t_{2} d \Omega_{2}\right)-\left(t_{1}^{2} \Omega_{1}^{2}+t_{1} t_{2} \Omega_{1} \Omega_{2}+t_{1} t_{2} \Omega_{2} \Omega_{1}+t_{2}^{2} \Omega_{2}^{2}\right) \\
& =t_{1}\left(d \Omega_{1}-t_{1} \Omega_{1}^{2}\right)+t_{2}\left(d \Omega_{2}-t_{2} \Omega_{2}^{2}\right)-t_{1} t_{2}\left(\Omega_{1} \Omega_{2}+\Omega_{2} \Omega_{1}\right) \\
& =t_{1}\left(\Theta_{1}+t_{2} \Omega_{1}^{2}\right)+t_{2}\left(\Theta_{2}+t_{1} \Omega_{2}^{2}\right)-t_{1} t_{2}\left(\Omega_{1} \Omega_{2}+\Omega_{2} \Omega_{1}\right) \\
& =t_{1} \Theta_{1}+t_{1} t_{2}\left(\Omega_{1}-\Omega_{2}\right)^{2}+t_{2} \Theta_{2} .
\end{aligned}
$$

This result will be used in $\S 10$, below.
If $\mathbf{d}$ is a fixed affine connection, then as $\mathbf{B}$ runs over all linear transformations, $\mathbf{d}+\mathbf{B}$ runs over all affine connections. This tells us how to construct all of the affine connections on $\mathbb{M}$. In effect, assume that $\mathbb{M}$ is an $n$-dimensional infinitely differentiable manifold satisfying the second countability axiom. By a theorem of de Rham and Kodaira [5, p. 2], there is an open covering $\left\{\mathfrak{u}_{i}\right\}$ of coordinate neighborhoods, and a corresponding partition of unity $\sum \phi_{i}=1$, such that on each $\mathfrak{U}_{i}$, all but a finite number of the $\phi_{j}$ vanish. To construct the most general linear transformation $\mathbf{B}$, we select linear transformations $\mathbf{B}_{i}$ on $\mathfrak{N}_{i}$ (this part is a local problem) and set

$$
\mathbf{B}=\sum \phi_{i} \mathbf{B}_{i}
$$

To construct a single affine connection $\mathbf{d}$ on $M$, we select Riemannian metrics $d s_{i}{ }^{2}$ on $\mathfrak{l}_{i}$ and set

$$
d s^{2}=\sum \phi_{i} d s_{i}^{2}
$$

Then $d s^{2}$ is a metric on $\mathbb{M}$; hence it induces a (symmetric) connection $\mathbf{d}$ on $\mathbb{M}$.
We close this section with the following remark. If $\mathbf{d}_{0}, \mathbf{d}_{1}$ are affine connections, then so is

$$
\mathbf{d}_{t}=t \mathbf{d}_{0}+(1-t) \mathbf{d}_{1}
$$

for $0 \leq t \leq l$. This linear family of connections suggests the machinery used in the invariance proofs in homology theory. One is led to conjecture that any topological concept which can be defined with respect to a given affine connection will be the same for all affine connections. This opinion is supported by a recent theorem of A. Weil [4, p. 57] to be discussed below.
7. Algebraic results. A standard result states that a given connection can be decomposed into the sum of a symmetric connection and a skew-symmetric tensor and that the decomposition is unique. Before analyzing this statement in terms of our calculus, we shall need certain preliminary results.

Let us examine the formulas in [7] which define the torsion tensor. They are (12.3) and (8.4):

$$
\tau^{i}=\frac{1}{2} T_{j k}^{i} \sigma^{j} \sigma^{k}, \quad \text { with } T_{j k}^{i}+T_{k j}^{i}=0
$$

$$
\begin{aligned}
& \mathbf{d}^{2} P=\tau \mathbf{e} \\
& \tau=d \sigma-\sigma \Omega
\end{aligned}
$$

In case $e$ is a local coordinate frame, we have

$$
\sigma^{i}=d u^{i}, \quad d \sigma^{i}=0
$$

and so

$$
\begin{aligned}
& \tau=-\sigma \Omega=\left\|-\sigma^{i} \omega_{i}{ }^{j}\right\|=\left\|-\sigma^{i} \Gamma_{i}{ }_{k}{ }_{k} \sigma^{k}\right\|, \\
& T_{j k}^{i}=-\left(\Gamma_{i k}^{j}{ }_{k}-\Gamma_{k}{ }^{j}{ }_{i}\right) .
\end{aligned}
$$

Thus in this case the skew-symmetric quantities $\left(\Gamma_{i}{ }_{k}{ }_{k}-\Gamma_{k}{ }^{j}{ }_{i}\right)$ are the components of a tensor, while the symmetric quantities

$$
\frac{1}{2}\left(\Gamma_{i}^{j}{ }_{k}+\Gamma_{k}{ }^{j}\right)=\bar{\Gamma}_{i k}^{j}
$$

are the connection coefficients with respect to the frame $\mathbf{e}$ of a symmetric connection. In the general case, where $\mathbf{e}$ is not necessarily a coordinate frame, the term $d \sigma$ is present in $\tau$ and so something more complicated is to be expected.

Let us consider an element B of

$$
\Omega=\operatorname{Hom}\left(J_{0}^{1}, \mathrm{~J}_{1}^{1}\right) .
$$

With respect to a given frame e we may write

$$
\begin{equation*}
\mathbf{B e}_{i}=b_{i}{ }^{j}{ }_{k} \sigma^{k} \mathbf{e}_{j} . \tag{7.1}
\end{equation*}
$$

If $\mathbf{e}^{*}$ is another frame, then we have

$$
\begin{equation*}
B \mathbf{e}_{i}^{*}=b_{i}^{* j}{ }_{k} \sigma^{* k} \mathbf{e}_{j}^{*} . \tag{7.2}
\end{equation*}
$$

The relation between the frames being $\mathbf{e}_{i}^{*}=a_{i}{ }^{j} \mathbf{e}_{j}$, we shall set

$$
A=\left\|a_{i}^{j}\right\|, \quad C=A^{-1}=\left\|c_{i}^{j}\right\|
$$

so that

$$
\sigma^{* i}=\sigma^{j} c_{j}^{i}
$$

and we have

$$
\begin{equation*}
b_{i}^{* j}{ }_{k}=a_{i}^{r} a_{k}^{m} c_{l}^{j} b_{r m}^{l} \tag{7.3}
\end{equation*}
$$

It follows that the quantities $h_{i}{ }^{j}{ }_{k}=b_{k}{ }^{j}{ }_{i}$ satisfy the same transformation law and hence the transformation $\mathbf{B}^{*}$ defined by

$$
\begin{equation*}
\mathbf{B}^{*} \mathbf{e}_{i}=b_{k}{ }_{k}^{j}{ }_{i}^{k} \mathbf{e}_{j} \tag{7.4}
\end{equation*}
$$

is in $\bumpeq$. We shall call this the adjoint of $\mathbf{B}$.
The purpose of the last paragraph was to motivate the intrinsic procedure which will follow. We begin by introducing a new contraction operator $K$ defined by

$$
\begin{align*}
& \mathbf{K}(\mathbf{v}, \mathbf{w})=\mathbf{C}(\mathbf{w}) \mathbf{v}-\mathbf{C}(\mathbf{v w}),  \tag{7.5}\\
& \mathbf{K}: \mathcal{J}_{0}^{1} \times \mathcal{J}_{1}^{1} \rightarrow \mathcal{J}_{0}^{1} .
\end{align*}
$$

LEMMA 7.1. The mapping $\mathbf{w} \longrightarrow \mathbf{K}(\cdot, \mathbf{w})$ is an isomorphism on ${\underset{1}{1}}_{1}$ onto End $\left(J_{0}^{1}\right)$, the space of linear transformation on $\mathcal{J}_{0}^{1}$ into itself.

Proof. First we note a formula. If $\mathbf{w}=\omega^{i} \mathbf{v}_{i} \in J_{1}^{1}$ and $\mathbf{v} \in J_{0}^{1}$, then

$$
\begin{aligned}
\mathbf{K}(\mathbf{v}, \mathbf{w}) & =\mathbf{C}(\mathbf{w}) \mathbf{v}-\mathbf{C}(\mathbf{v w})=\mathbf{C}(\mathbf{w}) \mathbf{v}-\mathbf{C}\left(\omega^{i} \mathbf{v} \mathbf{v}_{i}\right) \\
& =\mathbf{C}(\mathbf{w}) \mathbf{v}-\mathbf{C}\left(\omega^{i} \mathbf{v}_{i}\right)+\mathbf{C}\left(\omega^{i} \mathbf{v}\right) \mathbf{v}_{i}=\mathbf{C}\left(\omega^{i} \mathbf{v}\right) \mathbf{v}_{i}
\end{aligned}
$$

That the mapping of Lemma 7.1 is linear is clear. We shall next prove that it is one-to-one. For suppose $\mathbf{w} \in \mathcal{J}_{1}^{1}$ and $\mathbf{K}(\mathbf{v}, \mathbf{w})=0$ for all $\mathbf{v}$. Then $\left(\omega^{i} \mathbf{v}\right) \mathbf{v}_{i}=0$ for all $\mathbf{v}$. We may assume the $\mathbf{v}_{i}$ are linearly independent and deduce that for each $i, C\left(\omega^{i} \mathbf{v}\right)=0$ for all $\mathbf{v}$. Hence each $\omega^{i}=0, \mathbf{w}=0$. Finally,

$$
\operatorname{dim}\left[\mathcal{J}_{1}^{1}\right]=\operatorname{dim}\left[\operatorname{End}\left(J_{0}^{1}\right)\right]=n^{2}
$$

and so the mapping must be an isomorphism onto.
Theorem 7.2. Let $\mathbf{B} \in$ ? Then there exists a unique $\mathbf{B}^{*} \in$ ? such that

$$
\begin{equation*}
\mathbf{K}(\mathbf{v}, \mathbf{B w})=\mathbf{K}\left(\mathbf{w}, \mathbf{B}^{*} \mathbf{v}\right) \tag{7.6}
\end{equation*}
$$

for each $\mathbf{v}, \mathbf{w} \in \mathcal{J}_{0}^{1}$. This defines the adjoint $\mathbf{B}^{*}$ of $\mathbf{B}$. The mapping $\mathbf{B} \longrightarrow \mathbf{B}^{*}$ is an involuntary automorphism of $\Omega$.

Proof. Uniqueness is readily proved. If $\mathbf{K}\left(\mathbf{w}, \mathbf{B}^{*} \mathbf{v}\right)=0$ for $\mathbf{v}, \mathbf{w} \in \mathcal{J}_{0}^{1}$, then by the lemma, $\mathbf{B}^{*} \mathbf{v}=0$ for all $\mathbf{v}$; hence $\mathbf{B}^{*}=0$. To prove existence, let $\mathbf{v}$ be fixed. Then $\mathbf{w} \longrightarrow \mathbf{K}(\mathbf{v}, \mathbf{B} \mathbf{w})$ is an endomorphism of $\jmath_{0}^{1}$. By the lemma, there is a unique element (which we denote) $\mathbf{B}^{*} \mathbf{v}$ in $J_{1}^{1}$ such that $K(\mathbf{v}, \mathbf{B} \mathbf{w})=$ $\mathbf{K}\left(\mathbf{w}, \mathbf{B}^{*} \mathbf{v}\right)$ for all $\mathbf{w} \in \bigvee_{0}^{1}$. It is easily seen that the thereby defined $\mathbf{B}^{*}$ is linear. The rest of the theorem is clear.

We can express this in terms of a frame e. The elements $\sigma^{j} \mathbf{e}_{k}$ form a basis of $J_{1}^{1}$. We find the formulas

$$
\begin{align*}
& \mathbf{K}\left(\mathbf{e}_{i}, \sigma^{j} \mathbf{e}_{k}\right)=\delta_{i}^{j} \mathbf{e}_{k},  \tag{7.7}\\
& \mathbf{K}(\mathbf{v}, \mathbf{w})=\lambda^{i} \mu_{i}^{k} \mathbf{e}_{k}, \quad \text { for } \mathbf{v}=\lambda^{i} \mathbf{e}_{i}, \mathbf{w}=\mu_{j}^{k} \sigma^{j} \mathbf{e}_{k} .
\end{align*}
$$

Suppose B and B* are given by

$$
\mathbf{B} \mathbf{e}_{i}=\mathbf{b}_{i}{ }_{k}^{j} \sigma^{k} \mathbf{e}_{j}, \quad \mathbf{B}^{*} \mathbf{e}_{r}=b_{r}^{*}{ }_{r}^{s} \sigma^{t} \mathbf{e}_{s}
$$

We apply (7.7) to the equality

$$
\mathbf{K}\left(\mathbf{e}_{r}, \mathbf{B} \mathbf{e}_{i}\right)=\mathbf{K}\left(\mathbf{e}_{i}, \mathbf{B}^{*} \mathbf{e}_{r}\right)
$$

to obtain

$$
\begin{aligned}
& b_{i}{ }_{k}^{j} \mathbf{K}\left(\mathbf{e}_{r}, \sigma^{k} \mathbf{e}_{j}\right)=b_{r}^{* s} \mathbf{K}\left(\mathbf{e}_{i}, \sigma^{t} \mathbf{e}_{s}\right), \\
& b_{i}{ }^{j}{ }_{k} \delta_{r}^{k} \mathbf{e}_{j}=b_{r}^{* s} \delta_{i}^{t} \mathbf{e}_{s} \\
& b_{i}{ }_{r}^{j} \mathbf{e}_{j}=b_{r i}^{* s} \mathbf{e}_{s} \\
& b_{i}^{j}=b_{r i}^{* j}
\end{aligned}
$$

This is what we anticipated in (7.4).
We shall call $\mathbf{B}$ symmetric if $\mathbf{B}^{*}=\mathbf{B}$ and skew-symmetric if $\mathbf{B}^{*}=-\mathbf{B}$. The
symmetric transformations B are characterized by the following theorem.
Theorem 7.3. The mapping $\mathbf{B} \longrightarrow \mathbf{B}(d P)$ is a linear transformation on

$$
\Omega=\operatorname{Hom}\left(J_{0}^{1}, \Im_{1}^{1}\right)
$$

onto $\mathfrak{J}_{2}^{1}$. Its kernel is precisely the space of symmetric elements of 亿. Thus $\mathbf{B}$ is symmetric if and only if $\mathbf{B}(d P)=0$. In general,

$$
\mathbf{B}^{*}(d P)=-\mathbf{B}(d P) .
$$

Note. The transformation $\mathbf{B}$ is defined on $\mathcal{J}_{0}^{1}$. When we write $\mathbf{B}(d P)$ we mean the extension of $\mathbf{B}$ given by Theorem 5.1 applied to the displacement vector $d P=\sigma^{i} \mathbf{e}_{i}$ of $\mathcal{J}_{1}^{1}$.

Proof. It suffices to compute $\mathbf{B}(d P)$ with respect to a frame. Let

$$
\mathbf{B} \mathbf{e}_{i}=b_{i}{ }^{j}{ }_{k} \sigma^{k} \mathbf{e}_{j} .
$$

By (5.3) we have

$$
\mathbf{B}(d P)=-\sigma^{i} \mathbf{B} \mathbf{e}_{i}=-b_{i}{ }_{k}{ }_{k} \sigma^{i} \sigma^{k} \mathbf{e}_{j}=-\frac{1}{2}\left(b_{i}{ }^{j}{ }_{k}-b_{k}{ }^{j}{ }_{i}\right) \sigma^{i} \sigma^{k} \mathbf{e}_{j} .
$$

From this, everything follows. The result implies that

$$
\operatorname{dim}[\Omega]=\operatorname{dim}\left[J_{2}^{1}\right]+\operatorname{dim}\left[\widetilde{S}_{y}\right],
$$

where $\mathscr{S}_{y}$ denotes the space of symmetric transformations. But this is evident since

$$
\operatorname{dim}[\Omega]=n \cdot n^{2}=n^{3}, \quad \operatorname{dim}\left[\mathcal{J}_{2}^{1}\right]=n\binom{n}{2}=n^{2}(n-1) / 2,
$$

and

$$
\operatorname{dim}\left[\widetilde{S}_{y}\right]=n(1+2+\cdots+n)=n^{2}(n+1) / 2
$$

Let us agree to denote by $\mathfrak{S}_{y}$ the space of symmetric transformations and by $\mathfrak{G}_{k}$ the space of skew ones. For the skew transformations we have the following result.

Theorem 7.4. B is skew-symmetric if and only if

$$
\begin{equation*}
\mathbf{K}(\mathbf{v}, \mathbf{B v})=0 \quad \text { for all } \mathbf{v} \tag{7.8}
\end{equation*}
$$

This has a familiar proof. If $\mathbf{B}^{*}=-\mathbf{B}$, then

$$
\mathbf{K}(\mathbf{v}, \mathbf{B v})=\mathbf{K}\left(\mathbf{v}, \mathbf{B}^{*} \mathbf{v}\right)=-\mathbf{K}(\mathbf{v}, \mathbf{B v})
$$

hence $\mathbf{K}(\mathbf{v}, \mathbf{B v})=0$. Conversely, if $\mathbf{K}(\mathbf{v}, \mathbf{B v})=0$ for all $\mathbf{v}$, then

$$
\begin{aligned}
& \mathbf{K}(\mathbf{v}+\mathbf{w}, \mathbf{B} v+\mathbf{B} w)=0=\mathbf{K}(\mathbf{v}, \mathbf{B} w)+\mathbf{K}(\mathbf{w}, \mathbf{B v}), \\
& \mathbf{K}(\mathbf{v}, \mathbf{B} w)=-\mathbf{K}(\mathbf{w}, \mathbf{B v})=\mathbf{K}\left(\mathbf{w}, \mathbf{B}^{*} \mathbf{v}\right)
\end{aligned}
$$

hence $\mathbf{B}^{*}=-\mathbf{B}$.
The following is easily derived.
Coollary 7.5. The spaces $\mathscr{S}_{y}$ and $\mathscr{S}_{k}$ are supplementary in $\Omega$ :

$$
\Omega=\widetilde{S}_{y} \oplus \widetilde{S}_{k}
$$

The mapping $\mathbf{B} \longrightarrow \mathbf{B}(d P)$ is an isomorphism on $\mathfrak{S}_{k}$ onto $\mathfrak{Z}_{2}^{1}$.
We note that this is correct from the point of view of dimension since

$$
\operatorname{dim}\left[\Im_{k}\right]=n(1+2+\cdots+(n-1))=n^{2}(n-1) / 2
$$

8. Symmetric connections. We recall that a connection d is called symmetric if

$$
\mathbf{d}^{2} P=\mathbf{d}(d P)=0
$$

We can now state the decomposition theorem referred to at the beginning of the last section.

Theorem 8.1. If d is an affine connection, then there exists a unique symmetric connection $\overline{\mathbf{d}}$ and a unique skew-symmetric $\mathbf{B} \in \Omega$ such that

$$
\begin{equation*}
\mathbf{d}=\overline{\mathbf{d}}+\mathbf{B} . \tag{8.1}
\end{equation*}
$$

Proof. If

$$
\overline{\mathrm{d}}+\mathrm{B}=\overline{\mathrm{d}}_{1}+\mathrm{B}_{1},
$$

then

$$
F=B_{1}-B=\bar{d}-d_{1}
$$

is symmetric since

$$
\mathbf{F}(d P)=\overline{\mathbf{d}}(d P)-\overline{\mathbf{d}_{1}}(d P)=0
$$

and skew since

$$
\mathbf{F}^{*}=\mathbf{B}_{1}^{*}-\mathbf{B}^{*}=-\mathbf{B}_{1}+\mathbf{B}=-\mathbf{F} ;
$$

hence $\mathbf{F}=0$. This proves uniqueness. The decomposition is obtained in this way: If $\mathbf{d}$ is given, then by Corollary 7.1, there is a unique skew-symmetric $\mathbf{B}$ such that

$$
\mathbf{B}(d P)=\mathbf{d}^{2} P .
$$

Setting $\overline{\mathbf{d}}=\mathbf{d}-\mathbf{B}$, we have

$$
\overline{\mathbf{d}}(d P)=\mathbf{d}^{2} P-\mathbf{d}^{2} P=0
$$

so that $\overline{\mathbf{d}}$ is symmetric.
We shall now express this decomposition in terms of a frame. For this we use the formulas of $[7, \S 12]$. We have

$$
\mathbf{d} \mathbf{e}_{i}=\Gamma_{i}^{j}{ }_{k} \sigma^{k} \mathbf{e}_{j}, \mathbf{d}^{2} P=\tau \mathbf{e}, \tau^{i}=\frac{1}{2} T_{j k}^{i} \sigma^{j} \sigma^{k} ;
$$

hence

$$
T_{j k}^{i}=h_{j k}^{i}-\left(\Gamma_{j}{ }_{k}^{i}-\Gamma_{k}{ }_{j}^{i}\right),
$$

where

$$
d \sigma^{i}=\frac{1}{2} h_{j k}^{i} \sigma^{j} \sigma^{k}, h_{j k}^{i}+h_{k j}^{i}=0 .
$$

In the decomposition $\mathbf{d}=\overline{\mathbf{d}}+\mathbf{B}$ we set

$$
\overline{\mathbf{d}} \mathbf{e}_{i}=\bar{\Gamma}_{i}{ }^{j}{ }_{k} \sigma^{k} \mathbf{e}_{j}, \quad \mathbf{B} \mathbf{e}_{i}=b_{i}{ }_{k} \sigma^{k} \mathbf{e}_{j} .
$$

We require that

$$
\mathbf{B}(d P)=\mathbf{d}^{2} P \quad \text { and } \quad b_{i}{ }_{k}+b_{k}{ }_{i}^{j}=0
$$

Since

$$
\mathbf{B}(d P)=-\sigma^{j} \mathbf{B} \mathbf{e}_{j}=-\sigma^{j} b_{j}{ }^{i} \sigma^{k} \mathbf{e}_{i}=-b_{j}{ }_{k}^{i} \sigma^{j} \sigma^{k} \mathbf{e}_{i}
$$

we deduce the relations

$$
\begin{align*}
& {b_{i}}^{j}{ }_{k}=-\frac{1}{2} T_{i k}^{j}  \tag{8.2}\\
& \bar{\Gamma}_{i}{ }^{j}{ }_{k}=\Gamma_{i}{ }^{\prime}{ }_{k}+\frac{1}{2} T^{j}{ }_{i k}-\frac{1}{2}\left[\left(\Gamma_{i}{ }_{k}{ }_{k}+\Gamma_{k}{ }^{j}{ }_{i}\right)+h^{j}{ }_{i k}\right]
\end{align*}
$$

We close this section with the following evident result.
Theorem 8.2. The space $\bigoplus_{s}$ of symmetric connections is a linear sub-
 space $\Im_{y}$ of symmetric transformations.
9. Adjoint of a connection. We have the following result.

Theorem 9.1. If $\mathbf{d}$ is a given connection, then there exists a unique connection $\mathbf{d}^{*}$, the adjoint of $\mathbf{d}$, such that
(a) $\mathbf{d}^{*}-\mathbf{d}$ is skew,
(b) $\quad \mathbf{d}^{*}(d P)+\mathbf{d}(d P)=0$.

Proof. To prove that $\mathbf{d}^{*}$ exists, we use the decomposition of Theorem 8.1,

$$
\mathbf{d}=\overline{\mathbf{d}}+\mathbf{B}
$$

and set

$$
\mathbf{d}^{*}=\mathbf{d}-\mathbf{B} ;
$$

to prove that $d^{*}$ is unique, we assume that $d_{1}^{*}$ is another. Then ( $\left.d_{1}^{*}-d^{*}\right)$ is skew and also symmetric since

$$
\left(\mathbf{d}_{\mathbf{1}}^{*}-\mathbf{d}^{*}\right)(d P)=0
$$

Thus

$$
\mathbf{d}_{\mathbf{1}}^{*}-\mathbf{d}^{*}=0, \quad \mathbf{d}_{\mathbf{1}}^{*}=\mathbf{d}^{*}
$$

On going back to the definition of a skew transformation and using (7.8), we see that either of the following are equivalent to (a) above:
$\left(\mathrm{a}^{\prime}\right) \quad \mathbf{K}(\mathbf{v}, \mathbf{d w})+\mathbf{K}(\mathbf{w}, \mathbf{d v})=\mathbf{K}\left(\mathbf{v}, \mathbf{d}^{*} \mathbf{w}\right)+\mathbf{K}\left(\mathbf{w}, \mathbf{d}^{*} \mathbf{v}\right)$,
$\left(a^{\prime \prime}\right) K(\mathbf{v}, \mathbf{d v})=K\left(\mathbf{v}, \mathbf{d}^{*} \mathbf{v}\right)$.
We now have the following result.
Theorem 9.2. The adjoint operation obeys the following rules:
(1) $\left(\mathbf{d}^{*}\right)^{*}=\mathbf{d}$.
(2) $\left[t \mathbf{d}_{1}+(1-t) \mathbf{d}_{2}\right]^{*}=t \mathbf{d}_{1}^{*}+(1-t) \mathbf{d}_{2}^{*}$.
(3) $\left(d_{1}-d_{2}\right)^{*}=d_{1}^{*}-d_{2}^{*}$.

A connection $\mathbf{d}$ is symmetric if and only if $\mathbf{d}^{*}=\mathbf{d}$.
We shall prove (3) only, the rest being evident. We set

$$
\mathbf{B}=\mathrm{d}_{1}-\mathrm{d}_{2},
$$

so that $\mathbf{B}$ is a linear transformation and we have

$$
d_{1}=d_{2}+B .
$$

Then

$$
\begin{aligned}
\mathbf{K}\left(\mathbf{v},\left(\mathbf{d}_{2}^{*}+\mathbf{B}^{*}\right) \mathbf{v}\right) & =\mathbf{K}\left(\mathbf{v}, \mathbf{d}_{2}^{*} \mathbf{v}\right)+\mathbf{K}\left(\mathbf{v}, \mathbf{B}^{*} \mathbf{v}\right) \\
& =\mathbf{K}\left(\mathbf{v}, \mathbf{d}_{2} \mathbf{v}\right)+\mathbf{K}(\mathbf{v}, \mathbf{B} \mathbf{v})=\mathbf{K}\left(\mathbf{v}, \mathbf{d}_{2} \mathbf{v}+\mathbf{B} \mathbf{v}\right)=\mathbf{K}\left(\mathbf{v}, \mathbf{d}_{1} \mathbf{v}\right) .
\end{aligned}
$$

Since $d_{1}-\left(d_{2}^{*}+B^{*}\right)$ is skew, it follows by Theorem 9.1 that

$$
\mathbf{d}_{1}^{*}=\mathbf{d}_{2}^{*}+\mathbf{B}^{*} .
$$

Let us now express the connection coefficients of $\mathbf{d}^{*}$ in terms of those of d. Using the notation of the last section we may write

$$
\begin{equation*}
\mathbf{d}^{*} \mathbf{e}_{i}=\Gamma_{i}^{* j}{ }_{k} \sigma^{k} \mathbf{e}_{j} \tag{9.1}
\end{equation*}
$$

and have

$$
\Gamma_{i}^{* j}{ }_{k}=\bar{\Gamma}_{i}{ }^{j}{ }_{k}+b_{i}{ }^{j}{ }_{k}
$$

since $\mathbf{d}^{*}=\overline{\mathbf{d}}-\mathbf{B}$. By (8.2) we have

$$
\begin{equation*}
\Gamma_{i}^{* j}{ }_{k}=\Gamma_{i}{ }_{k}{ }_{k}+T^{j}{ }_{i k} . \tag{9.2}
\end{equation*}
$$

In the special case of a local coordinate frame

$$
\mathbf{e}_{i}=\partial / \partial u^{i}
$$

we have

$$
\sigma^{i}=d u^{i}, \quad d \sigma^{i}=0,
$$

and

$$
T_{i k}^{j}=-\left(\Gamma_{i}{ }_{k}{ }_{k}-\Gamma_{k}{ }^{j}{ }_{i}\right), \Gamma_{i}^{* j}{ }_{k}=\Gamma_{k}{ }^{j}{ }_{i} .
$$

There is another way to prove Theorem 9.1 which, in view of Formula (9.2), gives additional information. We go back to the assertion in Corollary 7.5 that the mapping $\mathbf{B} \longrightarrow \mathbf{B}(d P)$ is an isomorphism on the space of skew-symmetric linear transformations onto $\mathscr{J}_{2}^{1}$, Since $d^{2} P$ is in $J_{2}^{1}$, it follows that there exists a unique skew transformation $H$ such that

$$
\begin{equation*}
\mathbf{H}(d P)=-2 \mathbf{d}^{2} P . \tag{9.3}
\end{equation*}
$$

We now assert that

$$
\begin{equation*}
\mathbf{d}^{*}=\mathbf{d}+\mathbf{H} . \tag{9.4}
\end{equation*}
$$

For the Conditions (a), (b) of Theorem 9.1 are met since on the one hand

$$
(\mathbf{d}+\mathbf{H})-\mathbf{d}=\mathbf{H}
$$

is skew, and on the other hand by (9.3)

$$
(\mathbf{d}+\mathbf{H})(d P)+\mathbf{d}(d P)=\mathbf{d}^{2} P+\mathbf{H}(d P)+\mathbf{d}^{2} P=0
$$

If we set

$$
\begin{equation*}
\mathbf{H} \mathbf{e}_{i}=\eta_{i}^{j} \mathbf{e}_{j} \tag{9.5}
\end{equation*}
$$

then according to (9.2) we have

$$
\begin{equation*}
\eta_{i}^{j}=T_{i k}^{j} \sigma^{k}, \quad \sigma^{i} \eta_{i}^{j}=2 \tau^{j} \tag{9.6}
\end{equation*}
$$

We shall now get some relations between the invariants of $\mathbf{d}^{*}$ and those of d. We first may rewrite (9.6) in the form

$$
\begin{equation*}
\sigma H=2 \tau, \text { with } H=\left\|\eta_{i}^{j}\right\| \tag{9.7}
\end{equation*}
$$

Thus $H$ is an $n \times n$ matrix of one-forms.
Before proceeding, let us note that the adjoint operation of Theorem 7.2 has a matric analogue. If

$$
K=\left\|\kappa_{i}^{j}\right\|
$$

is an $n \times n$ matrix of one forms, we may set

$$
K^{*}=\left\|\kappa_{i}^{* j}\right\|
$$

where

$$
\kappa_{i}^{j}=K_{i}^{j}{ }_{k} \sigma^{k}, \kappa_{i}^{* j}=K_{i}^{* j}{ }_{k} \sigma^{k}, K_{i}^{* j}{ }_{k}=K_{k}{ }^{j}{ }_{i}
$$

Having this, we call such a matrix skew if $K^{*}+K=0$, and symmetric if $K^{*}=K$.
We can now say that the matrix $H$ is characterized by the properties (a) $H$ is skew and (b) $\sigma H=2 \tau$. For this is the same as saying that $\mathbf{H}$ is skew and that (9.3) is valid, so Corollary 7.5 applies. Let us denote by $\Omega^{*}, \tau^{*}, \Theta^{*}$, and so on, the quantities associated with $\mathbf{d}^{*}$ which correspond to $\Omega, \tau, \Theta$, and so on. By (9.4) we have

$$
\begin{equation*}
\Omega^{*}=\Omega+H \tag{9.8}
\end{equation*}
$$

From (9.3) we obtain

$$
\mathbf{d}^{*}(d P)=\mathbf{d}(d P)+\mathbf{H}(d P)=\mathbf{d}(d P)-2 \mathbf{d}^{2} P
$$

hence

$$
\begin{equation*}
\tau^{*}=-\tau \tag{9.9}
\end{equation*}
$$

We shall next compute $\Theta^{*}$. We begin with the relation

$$
\mathbf{d}^{* 2}=(\mathbf{d}+\mathbf{H})^{2}=\mathbf{d}^{2}+(\mathbf{d} \mathbf{H}+\mathbf{H d})+\mathbf{H}^{2} .
$$

Next,

$$
\begin{aligned}
(\mathbf{d H}+\mathbf{H d}) \mathbf{e}= & \mathbf{d}(H \mathbf{e})+\mathbf{H}(\Omega \mathbf{e})=d H \mathbf{e}-H \mathbf{d} \mathbf{e}-\Omega H \mathbf{e} \\
= & (d H-H \Omega-\Omega H) \mathbf{e}, \\
& \mathbf{H}^{2} \mathbf{e}=\mathbf{H}(H \mathbf{e})=-H(\mathbf{H} \mathbf{e})=-H^{2} \mathbf{e} .
\end{aligned}
$$

But

$$
\mathbf{d}^{* 2} \mathbf{e}=\Theta^{*} \mathbf{e} \text { and } \mathbf{d}^{2} \mathbf{e}=\Theta \mathbf{e} ;
$$

hence

$$
\begin{equation*}
\Theta^{*}=\Theta+d H-H \Omega-\Omega H-H^{2} . \tag{9.10}
\end{equation*}
$$

Now let us differentiate (9.7) and make use of Formulas (8.4) and (8.5) of [7]:

$$
\begin{aligned}
& d \sigma H-\sigma d H=2 d \tau, \\
& (\tau+\sigma \Omega) H-\sigma d H=2(\sigma \Theta-\tau \Omega), \\
& \sigma d H=\sigma \Omega H+\tau H-2 \sigma \Theta+2 \tau \Omega
\end{aligned}
$$

Multiplying (9.10) by $\sigma$, substituting for $\sigma d H$ this last expression, and using (9.7) yields

$$
\sigma \Theta^{*}=\sigma \Theta+(\sigma \Omega H+\tau H-2 \sigma \Theta+2 \tau \Omega)-\sigma H \Omega-\sigma \Omega H-\sigma H^{2}
$$

(9.12) $\quad \sigma \Theta^{*}=-\sigma \Theta-\tau H$.

Since it may be of interest, we shall also give this relation in tensor notation. Let

$$
\Theta^{*}=\left\|\theta_{i}^{* j}\right\|, \theta_{i}^{* j}=\frac{1}{2} R_{i}^{* j}{ }_{k l} \sigma^{k} \sigma^{l} .
$$

Then
(9.13) $R_{i}^{* j}{ }_{k l}+R_{k}^{* j}{ }_{l i}+R_{l}^{* j}{ }_{i k}=-R_{i}{ }^{j}{ }_{k l}-R_{k}{ }^{j}{ }_{l i}-R_{l}{ }^{j}{ }_{i k}-T^{r}{ }_{i k} T^{j}{ }_{r l}-T^{r}{ }_{k l} T_{r i}^{j}-T^{r}{ }_{l i} T_{r k}^{j}$.

One easily verifies that differentiation of (9.10), (9.11), or (9.12) yields nothing new.
10. The induced two-form. Given an affine connection d, let us take any moving frame $\mathbf{e}$ and consider the matrix $\Theta$ of curvature forms. If $\overline{\mathbf{e}}$ is another frame and if, in their common region of definition, $\mathbf{e}$ and $\overline{\mathbf{e}}$ are related by $\overline{\mathbf{e}}=A \mathbf{e}$, then by [7, § 11] we have the relation

$$
\begin{equation*}
\bar{\Theta}=A \Theta A^{-1} . \tag{10.1}
\end{equation*}
$$

The elements of the $n \times n$ matrices $\Theta, \bar{\Theta}$ are two-forms and we have as a consequence of (10.1) the relation

$$
\begin{equation*}
S(\bar{\Theta})=S(\Theta), \tag{10.2}
\end{equation*}
$$

where $S$ denotes the trace.
Definition 10.1. If $\mathbf{d}$ is an affine connection on $\mathbb{M}$, then

$$
\begin{equation*}
\xi(\mathbf{d})=S(\Theta) . \tag{10.3}
\end{equation*}
$$

is the induced two-form associated with $\mathbf{d}$. It depends only on $\mathbf{d}$, and not on the particular frame used to define it locally.

Theorem 10.1. If $\mathbf{d} \mathbf{e}=\Omega \mathbf{e}$, then

$$
\begin{equation*}
\xi(\mathbf{d})=S(d \Omega)=d S(\Omega) . \tag{10.4}
\end{equation*}
$$

Consequently $\xi(\mathbf{d})$ is a closed two-form:

$$
\begin{equation*}
d[\xi(\mathbf{d})]=0 \tag{10.5}
\end{equation*}
$$

For $\Theta=d \Omega-\Omega^{2}$; hence

$$
S(\Theta)=S(d \Omega)-S\left(\Omega^{2}\right)
$$

If $\Omega=\left\|\omega_{i}^{j}\right\|$ as usual, then

$$
S\left(\Omega^{2}\right)=\omega_{i}^{j} \omega_{j}^{i}=-\omega_{j}^{i} \omega_{i}^{j}=-S\left(\Omega^{2}\right) ;
$$

hence $S\left(\Omega^{2}\right)=0$. Also

$$
S(d \Omega)=S\left(\left\|d \omega_{i}^{j}\right\|\right)=d \omega_{i}^{i}=d S(\Omega) .
$$

We next investigate the relation between the induced two-forms for different connections.

It is interesting to observe that the mapping $\xi$ is linear in the following sense.

Theorem 10.2. If $\mathbf{d}_{1}$ and $\mathbf{d}_{2}$ are connections, and $\mathbf{d}=t_{1} \mathbf{d}_{1}+t_{2} \mathbf{d}_{2}$ for constants $t_{1}$ and $t_{2}$ such that $t_{1}+t_{2}=1$, then

$$
\begin{equation*}
\xi(\mathbf{d})=t_{1} \xi\left(\mathbf{d}_{1}\right)+t_{2} \xi\left(\mathbf{d}_{2}\right) \tag{10.6}
\end{equation*}
$$

This follows from Lemma 6.4: since the matrix $\left(\Omega_{1}-\Omega_{2}\right)$ is a matrix of one-forms, the trace of its square vanishes.

Theorem 10.3. If $\mathbf{d}_{1}, \mathbf{d}_{2}$ are two affine connections on $\mathfrak{M}$, then there is a one-form $\lambda$ on $\Re$ such that

$$
\begin{equation*}
\xi\left(\mathbf{d}_{2}\right)-\xi\left(\mathbf{d}_{1}\right)=d \lambda . \tag{10.7}
\end{equation*}
$$

If $\mathbf{B}$ is the linear transformation $\mathbf{d}_{2}-\mathbf{d}_{1}$, then $\lambda$ may be taken to be the trace $S(\mathbf{B})$, which is the differential one-form defined locally by

$$
\mathbf{B} \mathbf{e}_{i}=\beta_{i}{ }^{j} \mathbf{e}_{j}, S(\mathbf{B})=\beta_{i}{ }^{i} .
$$

Consequently $\xi\left(\mathbf{d}_{1}\right)$ and $\xi\left(\mathbf{d}_{2}\right)$ define the same two-dimensional cohomology class.

Proof. Locally, $\Omega_{2}-\Omega_{1}=\left\|\beta_{i}{ }^{j}\right\|$; hence

$$
\xi\left(\mathbf{d}_{2}\right)-\xi\left(\mathbf{d}_{1}\right)=d S\left(\Omega_{2}\right)-d S\left(\Omega_{1}\right)=d S\left(\left\|\beta_{i}{ }^{j}\right\|\right)=d \beta_{i}{ }^{i} .
$$

It suffices to prove that $\lambda=\beta_{i}{ }^{i}$ is intrinsic. But $\mathbf{B}$ is linear; hence a change of frame $\overline{\mathbf{e}}=A$ e yields

$$
\left\|\bar{\beta}_{i}{ }^{j}\right\|=A\left\|\beta_{i}^{j}\right\| A^{-1} \text { so that } \bar{\beta}_{i}{ }^{i}=\beta_{i}{ }^{i}
$$

We next examine some special cases of this theorem. It is known [6, p. 30] that the most general change of connection which preserves parallelism is given by

$$
\begin{equation*}
\mathbf{d}_{2} \mathbf{v}=\mathbf{d}_{1} \mathbf{v}+\sigma_{0} \mathbf{v}, \tag{10.9}
\end{equation*}
$$

where $\sigma_{0}$ is a fixed one-form. We may write $\sigma_{0}=\sigma \psi$ with $\sigma=\left(\sigma^{1}, \ldots, \sigma^{n}\right)$ as
usual, and $\psi={ }^{t}\left(\psi_{1}, \cdots, \psi_{n}\right)$ for functions $\psi_{j}$. We define $\mathbf{H} \in \Omega$ as follows:

$$
\begin{equation*}
\mathbf{H} \mathbf{v}=\sigma_{0} \mathbf{v} \tag{10.10}
\end{equation*}
$$

Our change of connection is given by the equations

$$
\begin{equation*}
\mathbf{d}_{2}=\mathbf{d}_{1}+\mathbf{H}, \quad \Omega_{2}=\Omega_{1}+\sigma_{0} I \tag{10.11}
\end{equation*}
$$

where $I$ denotes the $n$-rowed identity matrix. We deduce

$$
d \Omega_{2}=d \Omega_{1}+d \sigma_{0} l, \Omega_{2}^{2}=\Omega_{1}^{2}+\sigma_{0} \Omega_{1}+\Omega_{1} \sigma_{0}+\sigma_{0}^{2} l=\Omega_{1}^{2}
$$

hence

$$
\begin{equation*}
\Theta_{2}=\Theta_{1}+d \sigma_{0} I, \quad d \Theta_{2}=d \Theta_{1} \tag{10.12}
\end{equation*}
$$

Consequently if $\sigma_{0}$ is closed then $\Theta_{2}=\Theta_{1}$.
Lemma 10.4. The adjoint $\mathbf{H}^{*}$ of $\mathbf{H}$ is given by

$$
\begin{equation*}
\mathbf{H}^{*} \mathbf{v}=\mathbf{C}\left(\sigma_{0} \mathbf{v}\right) d P \tag{10.13}
\end{equation*}
$$

For we have

$$
\begin{aligned}
\mathbf{K}(\mathbf{v}, \mathbf{H} \mathbf{w})=\mathbf{K}\left(\mathbf{v}, \sigma_{0} \mathbf{w}\right)=\mathbf{C}\left(\sigma_{0} \mathbf{v}\right) \mathbf{w} & =\mathbf{C}\left(\sigma_{0} \mathbf{v}\right) \mathbf{K}(\mathbf{w}, d P) \\
& =\mathbf{K}\left(\mathbf{w}, \mathbf{C}\left(\sigma_{0} \mathbf{v}\right) d P\right) .
\end{aligned}
$$

Theorem 10.5. Consider each of the changes of connection
(a) $d_{2}=d_{1}+\mathbf{H}$,
(b) $\mathbf{d}_{2}=\mathbf{d}_{\mathbf{1}}+\mathbf{H}^{*}$,
where $\mathbf{H} \mathbf{v}=\sigma_{0} \mathbf{v}$ for/ a fixed one-form $\sigma_{0}$. Corresponding to these we then have

$$
\left(\mathrm{a}^{\prime}\right) \quad \xi\left(\mathbf{d}_{2}\right)=\xi\left(\mathbf{d}_{1}\right)+n d \sigma_{0}, \quad\left(\mathrm{~b}^{\prime}\right) \quad \xi\left(\mathbf{d}_{2}\right)=\xi\left(\mathbf{d}_{1}\right)+d \sigma_{0}
$$

The proof is based on Theorem 10.3. For the change (a) the result is evident by (10.11). To prove (b) we observe that

$$
\Omega_{2}=\Omega_{1}+\psi \sigma
$$

when $\sigma_{0}=\sigma \psi$ as above. Hence

$$
S(\psi \sigma)=\psi_{i} \sigma^{i}=\sigma_{0}, \quad \xi\left(\mathbf{d}_{2}\right)=\xi\left(\mathbf{d}_{1}\right)+d \sigma_{0} .
$$

Now let us go back to the linear transformation $\mathbf{C} \mathbf{d}^{2}$ of $\S 4$ which served to define the Ricci tensor:

$$
\mathbf{C} \mathbf{d}^{2} \mathbf{e}_{i}=R_{i k} \sigma^{k}
$$

Using the ideas in $\S 5$ on extending a linear transformation to the various spaces ${ }^{\mathscr{J} p}$, we shall apply $\mathbf{C} \mathbf{d}^{2}$ to the element $d P$ of $\mathcal{Y}_{1}^{1}$. (Note that

$$
\mathbf{C d} \mathbf{d}^{2}: J_{0}^{1} \rightarrow J_{1}^{0}
$$

whereas in $\S 5$ we only considered $B: Y_{0}^{1} \longrightarrow \mathcal{J}_{1}^{1}$; consequently we are not applying the results of that section now, but are only drawing an analogy.) We have

$$
\begin{align*}
\mathbf{C} \mathbf{d}^{2}(d P) & =\mathbf{C} \mathbf{d}^{2}\left(\sigma^{i} \mathbf{e}_{i}\right)=-\sigma^{i} \mathbf{C} \mathbf{d}^{2}\left(\mathbf{e}_{i}\right)  \tag{10.14}\\
& =-\sigma^{i} R_{i k} \sigma^{k}=-\frac{1}{2}\left(R_{i k}-R_{k i}\right) \sigma^{i} \sigma^{k} .
\end{align*}
$$

Thus by skew-symmetrizing the Ricci tensor we obtain another two-form invariantly associated with the connection d. Unfortunately, this is usually not a closed two form. However we do have the following result (cf. [6, p. 9]).

Theorem 10.6. If $\mathbf{d}$ is a symmetric connection, then

$$
\begin{equation*}
\xi(\mathbf{d})=-\frac{1}{2}\left(R_{i k}-R_{k i}\right) \sigma^{i} \sigma^{k} \tag{10.15}
\end{equation*}
$$

Proof. Since d is symmetric we have $\tau=0, \sigma \Theta=0$ [7, (8.7).] Thus

$$
\sigma^{i} \theta_{i}^{j}=0, \quad R_{i}{ }_{k l} \sigma^{i} \sigma^{k} \sigma^{l}=0, \quad R_{i}{ }^{j}{ }_{k l}+R_{k}{ }^{j}{ }_{l i}+R_{l}{ }_{i k}{ }_{i k}=0 .
$$

We contract on $j$ and $l$ to obtain

$$
R_{i k}-R_{k i}+R_{l i k}^{l}=0
$$

But

$$
S(\Theta)=\theta_{l}^{l}=\frac{1}{2} R_{l}^{l}{ }_{i k}^{l} \sigma^{i} \sigma^{k} ;
$$

hence

$$
\left(R_{i k}-R_{k i}\right) \sigma^{i} \sigma^{k}+2 S(\Theta)=0
$$

It is known [6, p.31] that the most general change of connection which preserves the paths of symmetric connections is the so-called projective change of connection [6, p. 87] defined by

$$
\begin{equation*}
\overline{\mathbf{d}}=\mathbf{d}+\mathbf{H}+\mathbf{H}^{*}, \quad \mathbf{H} \mathbf{v}=\sigma_{0} \mathbf{v}, \tag{10.16}
\end{equation*}
$$

for a fixed one-form $\sigma_{0}$. Since $\left(\mathbf{H}+\mathbf{H}^{*}\right)$ is a symmetric linear transformation, this sends a symmetric connection into another such. It is an immediate consequence of Theorem 10.3 that in case of ( 10.16 ) we have

$$
\begin{equation*}
\xi(\overline{\mathbf{d}})=\xi(\mathbf{d})+(n+1) d \sigma_{0} . \tag{10.17}
\end{equation*}
$$

Still one more remark in this connection. If we set $\mathbf{B}=\mathbf{H}+\mathbf{H}^{*}$, then $\mathbf{B}$ is symmetric and

$$
\mathbf{B} \mathbf{v}=\sigma_{0} \mathbf{v}+\mathbf{C}\left(\sigma_{0} \mathbf{v}\right) d P,
$$

so that

$$
\begin{aligned}
\mathbf{B}^{2} \mathbf{v}=\mathbf{B}\left(\sigma_{0} \mathbf{v}+\mathbf{C}\left(\sigma_{0} \mathbf{v}\right) d P\right) & =-\sigma_{0} \mathbf{B} \mathbf{v}+\mathbf{C}\left(\sigma_{0} \mathbf{v}\right) \mathbf{B}(d P) \\
& =-\sigma_{0} \mathbf{B} \mathbf{v}=-\sigma_{0} \mathbf{C}\left(\sigma_{0} \mathbf{v}\right) d P
\end{aligned}
$$

hence

$$
\begin{equation*}
\mathbf{B}^{2} \mathbf{v}=-C\left(\sigma_{0} \mathbf{v}\right) \sigma_{0} d P . \tag{10.18}
\end{equation*}
$$

If $d s^{2}$ is a metric on $\mathbb{M}$ and $\mathbf{d}$ is the induced affine connection, then $\mathbf{d}$ is symmetric and the corresponding Ricci tensor is symmetric. This implies the following:

Theorem 10.7. If $\mathbf{d}$ is the connection induced by a Riemannian $d s^{2}$, then $\xi(\mathbf{d})=0$.

In view of this last result, Theorem 10.3, and our remarks at the end of § 6 , we have the corollary:

THEOREM 10.8. If $\mathbf{d}$ is any affine connection on $\mathbb{M}$, then $\xi(\mathbf{d})$ is an exact
differential form; in other words, $\xi(\mathbf{d})$ is the trivial two-dimensional cohomology class.

Chern $[2,3]$ proves this result by showing that the periods of $\xi(d)$ all vanish, but his proof requires orientability. It is interesting that the essential formulas are substantially on page 9 of [6].
11. Higher dimensional cases. We now form $\Theta^{r}$, the $r$ th power of the curvature matrix, and consider its trace

$$
\begin{equation*}
\xi_{r}=\xi_{r}(\mathbf{d})=S\left(\Theta^{r}\right) \tag{11.1}
\end{equation*}
$$

By virtue of (10.1), this defines a $2 r$-form on $\Re$. Chern [2] conjectured that this is a cohomology class and yields a topological invariant of $\mathbb{M}$ alone. In this section we shall obtain partial results towards this conjecture.

First we ned a few elementary results on products.
Lemma 11.1. If $A=\left\|\alpha_{i}{ }^{j}\right\|$ is a matrix of $p$-forms and $B=\left\|\beta_{j}{ }^{k}\right\|$ is a matrix of $q$-forms, then

$$
S(A B)=(-1)^{p q} S(B A) .
$$

For $S(A B)=\alpha_{i}{ }^{j} \beta_{j}{ }^{i}=(-1)^{p q} \beta_{j}{ }^{i} \alpha_{i}^{j}=(-1)^{p q} S(B A)$.
Corollary. If $A B=B A$ and $p \equiv q \equiv 1(\bmod 2)$, then $S(A B)=0$.
Lemma 11.2. If $A_{1}, \cdots, A_{r}$ are matrices of forms of degrees $p_{1}, \cdots, p_{r}$, respectively, then

$$
{ }^{t}\left(A_{1}, \cdots, A_{r}\right)=(-1)^{c t} A_{r}, \ldots,{ }^{t} A_{2}{ }^{t} A_{1}
$$

where

$$
c=\sum_{1 \leq i<j \leq r} p_{i} p_{j}
$$

This is easily checked by induction. In particular we have the following:
Corollary. If $A_{1}, \cdots, A_{r}$ are matrices of one-forms, then

$$
{ }^{t}\left(A_{1}, \cdots, A_{r}\right)=\epsilon_{r}^{t} A_{r}, \cdots,{ }^{t} A_{1},
$$

where $\epsilon_{r}=+1$ if $r \equiv 0,1(\bmod 4)$ and $\epsilon_{r}=-1$ if $r \equiv 2,3(\bmod 4)$.
In [7], we proved the formula (9.1):

$$
d \Theta^{r}=\Omega \Theta^{r}-\Theta^{r} \Omega
$$

which is a generalization of the Bianchi identity. From this we deduce that $\xi_{r}$ is indeed a cohomology class. In fact,

$$
\begin{aligned}
d \xi_{r} & =d S\left(\Theta^{r}\right)=S\left(d \Theta^{r}\right)=S\left[\Omega \Theta^{r}-\Theta^{r} \Omega\right] \\
& =S\left(\Omega \Theta^{r}\right)-S\left(\Theta^{r} \Omega\right)=S\left(\Omega \Theta^{r}\right)-S\left(\Omega \Theta^{r}\right)=0
\end{aligned}
$$

Theorem 11.3. The $2 r$-form $\xi_{r}$ is closed and hence defines a cohomology class on $\mathbb{P}$.

In the remainder of this section we shall concentrate on the case $r=2$. We shall begin by expressing $\xi_{2}$ locally as an exterior derivative-thus obtaining a new proof of the foregoing theorem for this special case. In the computations which follow we shall make free use of Lemma 11.1:

$$
\begin{aligned}
\mathcal{E} & =d \Omega-\Omega^{2}, \\
\Theta^{2} & =d \Omega d \Omega-d \Omega \Omega^{2}-\Omega^{2} d \Omega+S 2^{4} \\
S\left(\Omega^{2}\right) & =S\left(d \Omega d \Omega-2 d \Omega \Omega^{2}\right) .
\end{aligned}
$$

But

$$
\begin{aligned}
d\left(\Omega^{3}\right) & =d \Omega \Omega^{2}-\Omega d \Omega \Omega+\Omega^{2} d \Omega \\
S\left[d \Omega^{3}\right] & =3 S\left[d \Omega \Omega^{2}\right]
\end{aligned}
$$

and

$$
d(d \Omega \Omega)=d \Omega d \Omega
$$

hence

$$
S\left(\Theta^{2}\right)=S\left[d(d \Omega \Omega)-(2 / 3) d \Omega^{3}\right]=d S\left[\Omega d \Omega-(2 / 3) \Omega^{3}\right]
$$

Lemma 11.4. Locally we have

$$
\xi_{2}=d S \Phi_{2},
$$

where

$$
\Phi_{2}=d \Omega \Omega-(2 / 3) \Omega^{3} .
$$

Now we shall compare results for two connections $\mathbf{d}$ and $\overline{\mathbf{d}}$. We write $\overline{\mathbf{d}}=\mathbf{d}+\mathbf{B}$ defining the linear transformation B. We write

$$
\overline{\mathbf{d}} \mathbf{e}=\bar{\Omega} \mathbf{e}, \mathbf{d e}=\Omega \mathbf{e}, \mathbf{B e}=B \mathbf{e},
$$

with $B=\left\|\beta_{i}{ }^{j}\right\|$ a matrix of one-forms. Thus

$$
\bar{\Omega}=\Omega+B .
$$

We have

$$
\begin{gathered}
\bar{\Phi}_{2}=d \bar{\Omega} \bar{\Omega}-(2 / 3) \bar{\Omega}^{3}=(d \Omega+d B)(\Omega+B)-(2 / 3)(\Omega+B)^{3} \\
=(d \Omega \Omega+d \Omega B)+d B \Omega+d B B)-(2 / 3)\left(\Omega^{3}+\Omega^{2} B+\Omega B \Omega\right. \\
\left.+\Omega B^{2}+B \Omega^{2}+B \Omega B+B^{2} \Omega+B^{3}\right), \\
S\left(\bar{\Phi}_{2}\right)=S\left(\Phi_{2}\right)+S\left(d B B-(2 / 3) B^{3}+d \Omega B+d B \Omega-2 B \Omega^{2}-2 \Omega B^{2}\right) .
\end{gathered}
$$

We make the substitution

$$
d B \Omega=B d \Omega-d(B \Omega)
$$

in this to obtain

$$
S\left(\bar{\Phi}_{2}\right)=S\left(\Phi_{2}\right)+S\left(d B B-(2 / 3) B^{3}+2 d \Omega B-d(B \Omega)-2 B \Omega^{2}-2 \Omega B^{2}\right) .
$$

By differentiating we arrive at:
Lemma 11.5. Locally we have

$$
\xi_{2}(\overline{\mathbf{d}})=\xi_{2}(\mathbf{d})+d S \Psi_{2}
$$

where

$$
\Psi_{2}=(d B-B \Omega) B-(2 / 3) B^{3}+2 \Theta B-\Omega B^{2} .
$$

It is to be emphasized that in these formulas, although we deal with several connections, everything is expressed in terms of one moving frame e. We shall now investigate what happens under a change of frame,

$$
\hat{\mathbf{e}}=A \mathbf{e}
$$

From Formula (11.4) of [7] we have

$$
\hat{\Omega}=A \Omega A^{-1}+d A A^{-1}
$$

and from the fact that $\mathbf{B}$ is linear,

$$
\hat{B}=A B A^{-1} .
$$

Since $\mathbf{d}^{2}$ is linear,

$$
\hat{\Theta}=A \Theta A^{-1}
$$

Thus

$$
\begin{aligned}
\hat{\Psi}_{2}= & (d \hat{B}-\hat{B} \hat{\Omega}) \hat{B}-(2 / 3) \hat{B}^{3}+2 \hat{\Theta} \hat{B}-\hat{\Omega} \hat{B}^{2} \\
= & \left(d A B A^{-1}+A d B A^{-1}+A B A^{-1} d A A^{-1}-A B \Omega A^{-1}-A B A^{-1} d A A^{-1}\right) A B A^{-1} \\
& -(2 / 3) A B^{3} A^{-1}+2 A \Theta B A^{-1}-A \Omega B^{2} A^{-1}-d A B^{2} A^{-1} \\
& =A d B B A^{-1}-A B \Omega B A^{-1}-(2 / 3) A B^{3} A^{-1}+2 A \Theta B A^{-1}-A \Omega B^{2} A^{-1} \\
= & A\left[(d B-B \Omega) B-(2 / 3) B^{3}+2 \Theta B-\Omega B^{2}\right] A^{-1}=A \Psi_{2} A^{-1} .
\end{aligned}
$$

It follows that $\Psi_{2}$ represents a linear transformation on $J_{0}^{1}$ to $J_{3}^{1}$. To see this directly we observe that

$$
\begin{aligned}
& \mathbf{d e}=\Omega \mathbf{e}, \mathbf{B d e}=-\Omega B \mathbf{e}, \mathbf{B}^{2} \mathbf{d} \mathbf{e}=-\Omega B^{2} \mathbf{e}, \\
& \mathbf{B e}=B \mathbf{e}, \mathbf{d B e}=(d B-B \Omega) \mathbf{e}, \mathbf{B d B e}=(d B-B \Omega) B \mathbf{e} ;
\end{aligned}
$$

hence

$$
\Psi_{2} \mathbf{e}=\left(\mathbf{B d B}+\mathbf{B}^{2} \mathbf{d}+(2 / 3) \mathbf{B}^{3}+2 \mathbf{B d}^{2}\right) \mathbf{e}
$$

It is clear that $\mathbf{B}^{3}$ and $\mathbf{B d}{ }^{2}$ are linear since $\mathbf{B}$ and $\mathbf{d}^{2}$ are so (see $£ 2$ );
consequently it remains to verify that

$$
\mathbf{B d B}+\mathbf{B}^{2} \mathbf{d}=\mathbf{B}(\mathbf{d} \mathbf{B}+\mathbf{B d})
$$

is linear, and obviously it suffices to show that the (Jordan) product dB+Bd is itself linear. As usual we let $f$ be a function, $\mathbf{v} \in \mathcal{J}_{0}^{1}$, and compute:

$$
\begin{aligned}
(\mathbf{d B}+\mathbf{B d})(f \mathbf{v}) & =\mathbf{d}(f \mathbf{B} \mathbf{v})+\mathbf{B}(d f \mathbf{v}+f \mathbf{d} \mathbf{v}) \\
& =d f \mathbf{B} \mathbf{v} f \mathbf{d B} \mathbf{v}-d f \mathbf{B} \mathbf{v}+f \mathbf{B} \mathbf{d} \mathbf{v}=f(\mathbf{d} \mathbf{B}+\mathbf{B d}) \mathbf{v}
\end{aligned}
$$

exactly what is needed.
As a result of this we have proved:
Lemma 11.6. If $\mathbf{e}$ and $\hat{\mathbf{e}}$ are two frames related by $\hat{\mathbf{e}}=A \mathbf{e}$, then

$$
\hat{\Psi}_{2}=A \Psi_{2} A^{-1}
$$

The orem 11.7. If $\mathbf{d}$ and $\overline{\mathbf{d}}$ are two affine connections on $\mathbb{M}$, then $\xi_{2}(\mathbf{d})$ and $\xi_{2}(\overline{\mathbf{d}})$ define the same 4 -dimensional cohomology class on $\mathfrak{M}$. More precisely, there is a three-form $\lambda_{2}$ on $M$ such that

$$
\xi_{2}(\overline{\mathbf{d}})=\xi_{2}(\mathbf{d})+d \lambda_{2} .
$$

We merely set $\lambda_{2}=S\left(\Psi_{2}\right)$. By Lemma 11.6, this is intrinsic and so the theorem follows from Lemma 11.5.

Let us return to the case of a single connection d. It is interesting to see how the matrix $\Phi_{2}$ of Lemma 11.4 and its trace transform under change of frame. As above, we let $\hat{\mathbf{e}}=A \mathbf{e}$ and have

$$
\begin{aligned}
\hat{\Phi}_{2}= & d \hat{\Omega} \hat{\Omega}-(2 / 3) \hat{\Omega}^{3} \\
= & \left(d A \Omega A^{-1}+A d \Omega A^{-1}+A \Omega A^{-1} d A A^{-1}+d A A^{-1} d A A^{-1}\right)\left(A \Omega A^{-1}+d A A^{-1}\right) \\
& \quad-(2 / 3)\left(A \Omega A^{-1}+d A A^{-1}\right)^{3} \\
= & {\left[d A \Omega^{2} A^{-1}+A d \Omega \Omega A^{-1}+A \Omega A^{-1} d A \Omega A^{-1}+d A A^{-1} d A \Omega A^{-1}\right.} \\
& \left.+d A \Omega A^{-1} d A A^{-1}+A d \Omega A^{-1} d A A^{-1}+A \Omega A^{-1} d A A^{-1} d A A^{-1}+\left(d A A^{-1}\right)^{3}\right]
\end{aligned}
$$

$$
\begin{gathered}
-(2 / 3)\left[A \Omega^{3} A^{-1}+A \Omega A^{-1} d A \Omega A^{-1}+d A \Omega^{2} A^{-1}+d A A^{-1} d A \Omega A^{-1}\right. \\
\left.+A \Omega^{2} A^{-1} d A A^{-1}+A \Omega A^{-1} d A A^{-1} d A A^{-1}+d A \Omega A^{-1} d A A^{-1}+\left(d A A^{-1}\right)^{3}\right], \\
S\left(\hat{\Phi}_{2}\right)= \\
S\left[2 d A \Omega^{2} A^{-1}+d \Omega \Omega+3 \Omega A^{-1} d A A^{-1} d A+d \Omega A^{-1} d A+\left(d A A^{-1}\right)^{3}\right] \\
\\
\quad-(2 / 3) S\left[\Omega^{3}+3 \Omega^{2} A^{-1} d A+3 d A A^{-1} d A \Omega A^{-1}+\left(d A A^{-1}\right)^{3}\right] ;
\end{gathered}
$$

hence

$$
\begin{equation*}
S\left(\hat{\Phi}_{2}\right)=S\left(\Phi_{2}\right)+S\left[\Omega A^{-1} d A A^{-1} d A+d A \Omega A^{-1}+(1 / 3)\left(d A A^{-1}\right)^{3}\right] \tag{11.2}
\end{equation*}
$$

Theorem 11.7 is Chern's conjecture for the case $r=2$. It says in effect that $\xi_{2}$ is a 4-dimensional cohomology class dependent only on the differentiable structure of $\mathfrak{M}$. To compute it for a given differentiable structure, it suffices to compute it with respect to a suitable Riemannian $d s^{2}$. Lemma 11.2 may be of help in this. Evidently, if $M$ admits a locally euclidean metric, then $\xi_{2}$ is trivial; this is also the case for the 4 -sphere. However in general $\xi_{2}$ is not trivial. ${ }^{1}$ Also, we may point out that it is not clear that if the same topological manifold is endowed with two inequivalent differentiable structures, then the same cohomology class will result.

We shall now give some formulas for the cases $r=3$ and $r=4$. To begin with we have

$$
\begin{aligned}
& \Theta^{3}=(d \Omega)^{3}-\Omega^{2}(d \Omega)^{2}-d \Omega \Omega^{2} d \Omega+\Omega^{4} d \Omega \\
& -(d \Omega)^{2} \Omega^{2}+\Omega^{2} d \Omega \Omega^{2}+d \Omega \Omega^{4}-\Omega^{6}, \\
& \xi_{3}=S\left(\Theta^{3}\right)=S\left[(d \Omega)^{3}-3(d \Omega)^{2} \Omega^{2}+3 d \Omega \Omega^{4}\right] .
\end{aligned}
$$

Next we have

$$
\begin{aligned}
& d\left[(d \Omega)^{2} \Omega\right]=(d \Omega)^{3}, \\
& d\left[d \Omega \Omega^{3}\right]=(d \Omega)^{2} \Omega^{2}-d \Omega \Omega d \Omega \Omega+d \Omega \Omega^{2} d \Omega, \\
& d\left[\Omega^{5}\right]=d \Omega \Omega^{4}-\Omega d \Omega \Omega^{3}+\cdots+\Omega^{4} d \Omega ;
\end{aligned}
$$

[^0]hence
\[

$$
\begin{aligned}
& d S\left[(d \Omega)^{2} \Omega\right]=S\left[(d \Omega)^{3}\right], \\
& d S\left[d \Omega \Omega^{3}\right]=2 S\left[(d \Omega)^{2} \Omega^{2}\right], \\
& d S\left[\Omega^{5}\right]=5 S\left[d \Omega \Omega^{4}\right] .
\end{aligned}
$$
\]

It follows that
(11.3)

$$
\xi_{3}=d S\left(\Phi_{3}\right)
$$

where

$$
\begin{equation*}
\Phi_{3}=(d \Omega)^{2} \Omega-(3 / 2) d \Omega \Omega^{3}+(3 / 5) \Omega^{5} . \tag{11.4}
\end{equation*}
$$

Next we have

$$
\begin{gathered}
\Theta^{4}=(d \Omega)^{4}-\Omega^{2}(d \Omega)^{3}-d \Omega \Omega^{2}(d \Omega)^{2}+\Omega^{4}(d \Omega)^{2}-(d \Omega)^{2} \Omega^{2} d \Omega \\
+\Omega^{2} d \Omega \Omega^{2} d \Omega+d \Omega \Omega^{4} d \Omega-\Omega^{6} d \Omega \\
-(d \Omega)^{3} \Omega^{2}+\Omega^{2}(d \Omega)^{2} \Omega^{2}+d \Omega \Omega^{2} d \Omega \Omega^{2}-\Omega^{4} d \Omega \Omega^{2}+(d \Omega)^{2} \Omega^{4} \\
-\Omega^{2} d \Omega \Omega^{4}-d \Omega \Omega^{6}+\Omega^{8} \\
\xi_{4}=S\left(\Theta^{4}\right)=
\end{gathered}
$$

We observe the relations

$$
\begin{aligned}
& d\left[(d \Omega)^{3} \Omega\right]=(d \Omega)^{4}, \\
& d\left[(d \Omega)^{2} \Omega^{3}\right]=(d \Omega)^{3} \Omega^{2}-(d \Omega)^{2} \Omega d \Omega \Omega+(d \Omega)^{2} \Omega^{2} d \Omega, \\
& d\left[d \Omega \Omega^{2} d \Omega \Omega\right]=(d \Omega)^{2} \Omega d \Omega \Omega-d \Omega \Omega(d \Omega)^{2} \Omega+d \Omega \Omega^{2}(d \Omega)^{2}, \\
& d\left[d \Omega \Omega^{5}\right]=(d \Omega)^{2} \Omega^{4}-d \Omega \Omega d \Omega \Omega^{3}+d \Omega \Omega^{2} d \Omega \Omega^{2}-d \Omega \Omega^{3} d \Omega \Omega+d \Omega \Omega^{4} d \Omega, \\
& d\left[\Omega^{7}\right]=d \Omega \Omega^{6}-\Omega d \Omega \Omega^{5}+\cdots+\Omega^{6} d \Omega
\end{aligned}
$$

from which we deduce

$$
\begin{aligned}
& d S\left[(d \Omega)^{3} \Omega\right]=S\left[(d \Omega)^{4}\right] \\
& d S\left[(d \Omega)^{2} \Omega^{3}\right]=S\left[2(d \Omega)^{3} \Omega^{2}-(d \Omega)^{2} \Omega d \Omega \Omega\right] \\
& d S\left[d \Omega \Omega^{2} d \Omega \Omega\right]=S\left[(d \Omega)^{3} \Omega^{2}+2(d \Omega)^{2} \Omega d \Omega \Omega\right] \\
& d S\left[d \Omega \Omega^{5}\right]=S\left[2(d \Omega)^{2} \Omega^{4}+d \Omega \Omega^{2} d \Omega \Omega^{2}\right] \\
& d S\left[\Omega^{7}\right]=7 S\left[d \Omega \Omega^{6}\right]
\end{aligned}
$$

From all of these relations we now obtain

$$
\begin{equation*}
\xi_{4}=d S \Phi_{4} \tag{11.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi_{4}=(d \Omega)^{3} \Omega-(4 / 5)\left[2(d \Omega)^{2} \Omega^{3}+d \Omega \Omega^{2} d \Omega \Omega\right]+2 d \Omega \Omega^{5}-(4 / 7) \Omega^{7} \tag{11.6}
\end{equation*}
$$

12. Final solution. The general result that $\xi_{r}$ defines a cohomology class independent of the given connection has been obtained by A. Weil in a more inclusive theorem [4, p. 57]. We shall present Weil's proof for our case in an operational form which has certain points of interest in itself.

First we need some remarks on transformations and spaces. We previously defined the space $\mathcal{F}_{q}=\mathcal{J}_{q}^{0}$ of $q$-forms and now we introduce the Grassmann ring

$$
\mathcal{G}=\sum_{q=0}^{n} \oplus \mathfrak{F}_{q}
$$

of all differential forms on $\Re$. This ring has an involution $\omega \longrightarrow \omega^{\prime}$ which is defined for $\omega \in \mathcal{F}_{q}$ by $\omega^{\prime}=(-1)^{q} \omega$. The operation of exterior differentiation is then a semi-derivation in the sense that

$$
d(\omega \eta)=d \omega \eta+\omega^{\prime} d \eta
$$

Now let us consider the tangent space $\mathfrak{J}_{0}^{1}$. This is a linear space over the ring $\mathcal{F}=\mathcal{F}_{0}$ of functions. If we extend the ring of scalars to $G$ we obtain the space

$$
J f=G \otimes J_{0}^{1}=\sum_{q=0}^{n} \oplus J_{q}^{1}
$$

which may now be considered as a linear space over the ring with involution $\mathcal{G}$. A linear transformation $\mathbf{C}$ is a mapping on $\nLeftarrow$ into $\not \&$ such that

$$
\mathbf{C}(\mathbf{v}+\mathbf{w})=\mathbf{C}(\mathbf{v})+\mathbf{C}(\mathbf{w}), \quad \mathbf{C}(\omega \mathbf{v})=\omega \mathbf{C}(\mathbf{v})
$$

for $\mathbf{v}, \mathbf{w} \in \notin, \omega \in \mathcal{G}$. A semi-linear transformation $\mathbf{C}$ is a mapping on $\notin$ into $\notin \notin$ such that

$$
\mathbf{C}(\mathbf{v}+w)=\mathbf{C}(\mathbf{v})+\mathbf{C}(\mathbf{w}), \quad \mathbf{C}(\omega \mathbf{v})=\omega^{\prime} \mathbf{C}(\mathbf{v})
$$

In either case, the trace $S(\mathbf{C})$ is perfectly well defined and may be computed as usual by the rule

$$
S(\mathbf{C})=S(C), \quad \mathbf{C e}=C \mathbf{e},
$$

where $C$ is a matrix with elements in $C$. Our extension theorem for linear transformations says in part that a linear transformation $\mathbf{B}$ over $\mathcal{F}^{r}$ on $J_{0}^{1}$ to $\mathcal{J}_{1}^{1}$ may be extended uniquely to a semi-linear transformation of $\downarrow 4$. The same for affine connections says that an affine connection $d$ on $\mathscr{J}_{0}^{1}$ to $\mathscr{J}_{1}^{1}$ may be extended uniquely to a semi-derivation $\mathbf{d}$ of $\not \mathscr{A}$, this latter signifying that

$$
\mathbf{d}(\omega \mathbf{v})=d \omega \mathbf{v}+\omega^{\prime} \mathbf{d} \mathbf{v} .
$$

We note the following: If $\mathbf{d}$ and $\overline{\mathbf{d}}$ are affine connections, then $\mathbf{d}^{2}$ and $\bar{d} \bar{d}+\bar{d} \mathbf{d}$ are linear on $\mathcal{L A}_{\text {. If }} \mathbf{B}_{1}$ and $\mathbf{B}_{2}$ are semi-linear on $\mathfrak{d}$, then $\mathbf{B}_{1} \mathbf{B}_{2}$ is linear. If $\mathbf{d}$ is an affine connection and $\mathbf{B}$ is semi-linear on $\mathcal{A}$, then $\mathbf{d B}+\mathbf{B d}$ is linear. This last is proved by first observing that

$$
(d \omega)^{\prime}=-d \omega^{\prime}
$$

and making the computation

$$
\begin{aligned}
(\mathbf{d} \mathbf{B}+\mathbf{B d})(\omega \mathbf{v}) & =\mathbf{d}\left(\omega^{\prime} \mathbf{B} \mathbf{v}\right)+\mathbf{B}\left(d \omega \mathbf{v}+\omega^{\prime} \mathbf{d} \mathbf{v}\right) \\
& =d \omega^{\prime} \mathbf{B} \mathbf{v}+\omega \mathbf{d B v}-d \omega^{\prime} \mathbf{B} \mathbf{v}+\omega \mathbf{B d} \mathbf{v}=\omega(\mathbf{d B}+\mathbf{B} \mathbf{d}) \mathbf{v}
\end{aligned}
$$

We want to show that if $\mathbf{d}$ and $\overline{\mathbf{d}}$ are affine connections, then, for each $k$, $S\left(\overline{\mathbf{d}}^{2 k}\right)-S\left(\mathbf{d}^{2 k}\right)$ is an exact differential form. As usual, we set $\overline{\mathbf{d}}=\mathbf{d}+\mathbf{B}$ and we have:

Lemma 12.1. $d S\left(\mathbf{d}^{2 k} \mathbf{B}\right)=S\left[\mathbf{d}^{2 k}(\mathbf{d B}+\mathbf{B d})\right]$.
Proof. We have

$$
\left(\mathbf{d}^{2 k} \mathbf{B}\right) \mathbf{e}=\mathbf{d}^{2 k}(B \mathbf{e})=B \Theta^{2 k} \mathbf{e}, S\left(\mathbf{d}^{2 k} \mathbf{B}\right)=S\left(B \Theta^{2 k}\right) ;
$$

hence

$$
\begin{aligned}
d S\left(\mathbf{d}^{2 k} \mathbf{B}\right)=S\left[d\left(B \Theta^{2 k}\right)\right] & =S\left[d B \Theta^{2 k}-B\left(\Omega \Theta^{2 k}-\Theta^{2 k} \Omega\right)\right] \\
& =S\left[(d B-B \Omega-\Omega B) \Theta^{2 k}\right]
\end{aligned}
$$

On the other hand,

$$
(\mathbf{d B}+\mathbf{B d}) \mathbf{e}=\mathbf{d}(B \mathbf{e})+B(\Omega \mathbf{e})=(d B-B \Omega-\Omega B) \mathbf{e},
$$

which gives the result.
Now we follow the device of Weil in considering the linear series of affine connections

$$
\mathbf{d}_{t}=\mathbf{d}+t \mathbf{B}, \quad 0 \leq t \leq 1,
$$

which leads from $\mathbf{d}=\mathbf{d}_{0}$ to $\overline{\mathbf{d}}=\mathbf{d}_{1}$. We hold $\mathbf{B}$ fixed and replace $\mathbf{d}$ by $\mathbf{d}_{t}$ in the lemma to obtain:

Corollary 12.2. $d S\left(\mathbf{d}_{t}^{2 k} \mathbf{B}\right)=S\left\{\mathbf{d}_{t}^{2 k}\left[(\mathbf{d B}+\mathbf{B d})+2 t \mathbf{B}^{2}\right]\right\}$.
On replacing $\mathbf{d}_{t}$ by $\mathbf{d}+t \mathbf{B}$ and expanding, we see that the right side of the last formula becomes a polynomial in $t$ with coefficients traces of certain operators. Such polynomials may be manipulated formally in order to derive relations. One must, of course, pay attention to the noncommutativity of products of operators. In this way we may write

$$
\begin{aligned}
& (\partial / \partial t) \mathbf{d}_{t}^{2}=(\partial / \partial t)\left(\mathbf{d}^{2}+t(\mathbf{d B}+\mathbf{B d})+t^{2} \mathbf{B}^{2}\right)=(\mathbf{d B}+\mathbf{B d})+2 t \mathbf{B}^{2}, \\
& (\partial / \partial t) \mathbf{d}_{t}^{2 k+2}=\left[(\partial / \partial t) \mathbf{d}_{t}^{2}\right] \mathbf{d}_{t}^{2 k}+\mathbf{d}_{t}^{2}\left[(\partial / \partial t) \mathbf{d}_{t}^{2}\right] \mathbf{d}_{t}^{2 k-2}+\cdots
\end{aligned}
$$

hence

$$
\left(\partial / \partial_{t}\right) S\left(\mathbf{d}_{t}^{2 k+2}\right)=(k+1) S\left\{\mathbf{d}_{t}^{2 k}\left[(\mathbf{d} \mathbf{B}+\mathbf{B d})+2 t \mathbf{B}^{2}\right]\right\}
$$

which gives us:
Corollary 12.3. $(\partial / \partial t) S\left(\mathbf{d}_{t}^{2 k+2}\right)=(k+1) d S\left(\mathbf{d}_{t}^{2 k} \mathbf{B}\right)$.

One now integrates out $t$ in these polynomials to obtain

$$
\begin{equation*}
S\left(\overline{\mathbf{d}}^{2 k+2}\right)-S\left(\mathbf{d}^{2 k+2}\right)=d\left[(k+1) S\left(\int_{0}^{1} \mathbf{d}_{t}^{2 k} \mathbf{B} \partial t\right)\right] . \tag{12.1}
\end{equation*}
$$

Theorem 12.4. The cohomology class $S\left(\Theta^{k}\right)=\xi_{k}$ is independent of the affine connection for each $k=1,2, \ldots$.

These manipulations lead to certain invariants of a pair of affine connections $\mathbf{d}, \overline{\mathbf{d}}=\mathbf{d}+\mathbf{B}$. Let us write

$$
\overline{\mathbf{d}}^{2 k}=(\mathbf{d}+\mathbf{B})^{2 k}=\mathbf{d}^{2 k}+\sum_{j=1}^{2 k-1} F_{2 k, j}(\mathbf{d}, \mathbf{B})+\mathbf{B}^{2 k} .
$$

Thus $F_{2 k, j}(\mathbf{d}, \mathbf{B})$ is the sum of all monomials in $\mathbf{d}$ and $\mathbf{B}$ in which $\mathbf{B}$ appears $j$ times. Since $S\left(B^{2 k}\right)=0$ we have

$$
S\left(\overline{\mathbf{d}}^{2 k}\right)=S\left(\mathbf{d}^{2 k}\right)+\sum_{j=1}^{2 k-1} S\left[F_{2 k, j}(\mathbf{d}, \mathbf{B})\right] .
$$

The theorem tells us that the sum on the right side is an exact differential. If for convenience we also set

$$
F_{2 k, 0}(\mathbf{d}, \mathbf{B})=\mathbf{d}^{2 k} \quad \text { and } \quad F_{2 k, 2 k}(\mathbf{d}, \mathbf{B})=\mathbf{B}^{2 k}
$$

then we have:
The orem 12.5. For each $k=1,2, \cdots$, and $j=1,2, \cdots, 2 k-1$, we have

$$
S\left[F_{2 k, j}(\mathbf{d}, \mathbf{B})\right]=d S\left[(k / j) F_{2 k-2, j-1}(\mathbf{d}, \mathbf{B}) \mathbf{B}\right] .
$$

Proof. By Formula (12.1) we have

$$
\begin{aligned}
& \sum_{j=1}^{2 k-1} S\left[F_{2 k, j}(\mathbf{d}, \mathbf{B})\right]=\mathbf{d}\left[k S\left(\int_{0}^{1} \mathbf{d}_{t}^{2 k-2} \mathbf{B} \partial t\right)\right] \\
& =d S\left[k \int_{0}^{1} \sum_{j=0}^{2 k-2} F_{2 k-2, j}(\mathbf{d}, \mathbf{B}) \mathbf{B} t^{j} \partial t\right]=d\left\{\sum_{j=0}^{2 k-2}(k /(j+1)) S\left[F_{2 k-2, j}(\mathbf{d}, \mathbf{B}) \mathbf{B}\right]\right\} ;
\end{aligned}
$$

hence

$$
\sum_{j=1}^{2 k-1} S\left[F_{2 k, j}(\mathbf{d}, \mathbf{B})\right]=\sum_{j=1}^{2 k-1} d S\left[(k / j) F_{2 k-2, j-1}(\mathbf{d}, \mathbf{B}) \mathbf{B}\right] .
$$

One replaces $\mathbf{B}$ by $t \mathbf{B}$ in this relation and equates coefficients of the various powers of $t$ to obtain the desired result.

It could have been mentioned earlier that each $F_{2 k, j}(\mathbf{d}, \mathbf{B})$ is a linear transformation on $\mathfrak{W}$. This can be seen by writing

$$
\mathbf{d}_{t}^{2 k}-\mathbf{d}^{2 k}=\sum_{j=1}^{2 k} F_{2 k, j}(\mathbf{d}, \mathbf{B}) t^{j}
$$

and observing that the linearity of the left side implies that of the right. Again one "equates coefficients" to obtain the linearity of the individual terms.

Here is a problem suggested by the above investigations. Let $A$ be a nonsingular $n$-by- $n$ matrix of functions, $\Delta=d A A^{-1}$, and

$$
|t I-A|=t^{n}-a_{1} t^{n-1}+\cdots \pm a_{n} .
$$

One easily verifies the relations

$$
\begin{align*}
& d\left(\Delta^{2 r-1}\right)=\Delta^{2 r}, d\left(\Delta^{2 r}\right)=0,  \tag{12.2}\\
& d\left(\Delta^{2 r} A\right) A^{-1}=\Delta^{2 r+1}, S\left(\Delta^{2 r}\right)=0
\end{align*}
$$

We also have

$$
S(\Delta)=d a_{n} / a_{n} .
$$

The problem is to find expressions for the traces $S\left(\Delta^{2 r-1}\right)$ of odd powers of $\Delta$ in terms of the invariants $a_{1}, \cdots, a_{n}$.
13. Projective invariants. We now return to some of our earlier considerations. In this section, $\sigma_{0}$ will denote a fixed one-form, $\mathbf{H}$ the transformation of (10.10), $\mathbf{H}^{*}$ its adjoint, as given in Lemma 10.4, and $\mathbf{B}=\mathbf{H}+\mathbf{H}^{*}$, so that

$$
\begin{equation*}
\mathbf{B} \mathbf{v}=\sigma_{0} \mathbf{v}+\mathbf{C}\left(\sigma_{0} \mathbf{v}\right) d P \tag{13.1}
\end{equation*}
$$

where $\mathbf{v}$ denotes, as it always shall in this section, an element of $\mathfrak{J}_{0}^{1}$. According to (10.18) we have

$$
\begin{equation*}
\mathbf{B}^{2} \mathbf{v}=-\mathbf{C}\left(\sigma_{0} \mathbf{v}\right) \sigma_{0} d P \tag{13.2}
\end{equation*}
$$

We now let d denote a symmetric connection and shall prove the formulas

$$
\begin{align*}
& \mathbf{d B v}=d \sigma_{0} \mathbf{v}-\sigma_{0} \mathbf{d} \mathbf{v}+d \mathbf{C}\left(\sigma_{0} \mathbf{v}\right) d P  \tag{13.3}\\
& \mathbf{B d} \mathbf{v}=\sigma_{0} \mathbf{d} \mathbf{v}+\mathbf{C}\left(\sigma_{0} \mathbf{d} \mathbf{v}\right) d P-\mathbf{C}(\mathbf{d} \mathbf{v}) \sigma_{0} d P
\end{align*}
$$

The first is evident since

$$
\mathbf{d}(d P)=\mathbf{d}^{2} P=0
$$

To prove the second, one notes that each member is linear in dv, so that it suffices to prove the analogous formula in which $d v$ is replaced by an arbitrary element of $\mathscr{Y}_{1}^{1}$, or, indeed, by a generator. Thus let

$$
\mathbf{z}=\lambda \mathbf{w} \in \mathcal{J}_{1}^{1}, \text { where } \lambda \in \mathcal{J}_{1}^{0}, w \in J_{0}^{1}
$$

Then

$$
\begin{aligned}
\mathbf{B} \mathbf{z} & =\mathbf{B}(\lambda \mathbf{w})=-\lambda \mathbf{B} \mathbf{w}=-\lambda \sigma_{0} \mathbf{w}-\lambda \mathbf{C}\left(\sigma_{0} \mathbf{w}\right) d P \\
& =\sigma_{0} \mathbf{z}-\left[\mathbf{C}\left(\lambda \sigma_{0} \mathbf{w}\right)+\mathbf{C}(\lambda \mathbf{w}) \sigma_{0}\right] d P=\sigma_{0} \mathbf{z}+\mathbf{C}\left(\sigma_{0} \mathbf{z}\right) d P-\mathbf{C}(\mathbf{z}) d P .
\end{aligned}
$$

Having this, we form the new connection $\overline{\mathbf{d}}=\mathbf{d}+\mathbf{B}$, also symmetric, and have

$$
\overline{\mathbf{d}}^{2}=\mathbf{d}^{2}+\mathbf{d B}+\mathbf{B d}+\mathbf{B}^{2},
$$

so that

$$
\begin{equation*}
\overline{\mathbf{d}}^{2} \mathbf{v}=\mathbf{d}^{2} \mathbf{v}+d \sigma_{0} \mathbf{v}+\left[d \mathbf{C}\left(\sigma_{0} \mathbf{v}\right)+\mathbf{C}\left(\sigma_{0} \mathbf{d} \mathbf{v}\right)-\mathbf{C}(\mathbf{d} \mathbf{v}) \sigma_{0}-\mathbf{C}\left(\sigma_{0} \mathbf{v}\right) \sigma_{0}\right] d P \tag{13.4}
\end{equation*}
$$

To proceed, we need the following result:
Lemma 13.1. If $\lambda$ is a one-form, then $\mathbf{C}(\lambda d P)=(n-1) \lambda$.
For

$$
\mathbf{C}(\lambda d P)=\mathbf{C}\left(\lambda \sigma^{i} \mathbf{e}_{i}\right)=\mathbf{C}\left(\sigma^{i} \mathbf{e}_{i}\right) \lambda-\mathbf{C}\left(\lambda \mathbf{e}_{i}\right) \sigma^{i}=n \lambda-\lambda=(n-1) \lambda .
$$

It now follows that (13.4) implies the following formula:

$$
\begin{equation*}
\overline{\mathbf{d}}^{2} \mathbf{v}-\frac{1}{n-1} \mathbf{C}\left(\overline{\mathbf{d}}^{2} \mathbf{v}\right) d P \tag{13.5}
\end{equation*}
$$

$$
=\mathbf{d}^{2} \mathbf{v}-\frac{1}{n-1} \mathbf{C}\left(\mathbf{d}^{2} \mathbf{v}\right) d P+d \sigma_{0} \mathbf{v}-\frac{1}{n-1} \mathbf{C}\left(d \sigma_{0} \mathbf{v}\right) d P .
$$

According to (10.17) we have

$$
\begin{equation*}
\bar{\xi}=\xi(\overline{\mathbf{d}})=\xi+(n+1) d \sigma_{0} \tag{13.6}
\end{equation*}
$$

hence

$$
\begin{align*}
& \frac{1}{n+1} \bar{\xi} \mathbf{v}=\frac{1}{n+1} \xi \mathbf{v}+d \sigma_{0} \mathbf{v},  \tag{13.7}\\
& \frac{1}{n^{2}-1} \mathbf{C}(\bar{\xi} \mathbf{v})=\frac{1}{n^{2}-1} \mathbf{C}(\xi \mathbf{v})+\frac{1}{n-1} \mathbf{C}\left(d \sigma_{0} \mathbf{v}\right) .
\end{align*}
$$

Combining (13.5) and (13.7) yields

$$
\begin{align*}
\overline{\mathbf{d}}^{2} \mathbf{v}-\frac{1}{n-1} \mathbf{C}\left(\overline{\mathbf{d}}^{2} \mathbf{v}\right) d P-\frac{1}{n+1} \bar{\xi} \mathbf{v}+\frac{1}{n^{2}-1} \mathbf{C}(\bar{\xi} \mathbf{v}) d P  \tag{13.8}\\
\quad=\mathbf{d}^{2} \mathbf{v}-\frac{1}{n-1} \mathbf{C}\left(\mathbf{d}^{2} \mathbf{v}\right) d P-\frac{1}{n+1} \xi \mathbf{v}+\frac{1}{n^{2}-1} \mathbf{C}(\xi \mathbf{v}) d P
\end{align*}
$$

The operator

$$
\begin{equation*}
\mathbf{v} \rightarrow \mathbf{d}^{2} \mathbf{v}-\frac{1}{n-1} \mathbf{C}\left(\mathbf{d}^{2} \mathbf{v}\right) d P-\frac{1}{n+1} \xi \mathbf{v}+\frac{1}{n^{2}-1} \mathbf{C}(\xi \mathbf{v}) d P \tag{13.9}
\end{equation*}
$$

defined on $\mathcal{J}_{0}^{1}$ to $\mathcal{J}_{2}^{1}$ by means of the given connection $d$ is the well-known Weyl projective curvature tensor [6, p. 88] expressed in operator form. The equation ( 13.8 ) states that it is invariant under a projective change of connection.

Another invariant of this type can be obtained for the changes of connection which preserve parallelism. Let $\mathbf{d}$ be an arbitrary connection, $\mathbf{H v}=\sigma_{0} \mathbf{v}$ as above, and note

$$
\begin{align*}
& \mathbf{H}^{2} \mathbf{v}=0,  \tag{13.10}\\
& \mathbf{d H v}=d \sigma_{0} \mathbf{v}-\sigma_{0} \mathbf{d v} \\
& \mathbf{H d v}=\sigma_{0} \mathbf{d v} .
\end{align*}
$$

Thus if $\overline{\mathbf{d}}=\mathbf{d}+\mathbf{H}$ is a connection for which parallelism has the same meaning
as for d , then

$$
\overline{\mathbf{d}}^{2} \mathbf{v}=\mathbf{d}^{2} \mathbf{v}+d \sigma_{0} \mathbf{v}
$$

By Theorem 10.5 , we have $\bar{\xi}=\xi+n d \sigma_{0}$; hence

$$
\begin{equation*}
\overline{\mathbf{d}}^{2} \mathbf{v}-\frac{1}{n} \bar{\xi} \mathbf{v}=\mathbf{d}^{2} \mathbf{v}-\frac{1}{n} \xi \mathbf{v} . \tag{13.12}
\end{equation*}
$$

This shows that the transformation on $J_{0}^{1}$ to $J_{2}^{1}$ defined by

$$
\begin{equation*}
\mathbf{v} \rightarrow \mathbf{P v}=\mathbf{d}^{2} \mathbf{v}-\frac{1}{n} \xi \mathbf{v} \tag{13.13}
\end{equation*}
$$

is invariant under any change of connection which preserves parallelism. Expressed in terms of coordinates, this defines a tensor which may be called the parallel curvature tensor; it is given by

$$
\begin{equation*}
P_{i}{ }^{j}{ }_{k l}=R_{i}{ }^{j}{ }_{k l}-\frac{1}{n} R_{h}{ }_{k l}^{h} . \tag{13.14}
\end{equation*}
$$

To complete this section, we shall also find an invariant tensor for the class of transformations $\mathbf{H}^{*}$. We first have

$$
\begin{equation*}
\mathbf{H}^{*}(d P)=-\sigma_{0} d P . \tag{13.15}
\end{equation*}
$$

For

$$
\mathbf{H}^{*}(d P)=\mathbf{H}^{*}\left(\sigma^{i} \mathbf{e}_{i}\right)=-\sigma^{i} \mathbf{C}\left(\sigma_{0} \mathbf{e}_{i}\right) d P=-\sigma_{0} d P
$$

It easily follows that for $\overline{\mathbf{d}}=\mathbf{d}+\mathbf{H}^{*}$ we have

$$
\begin{align*}
& \overline{\mathbf{d}}^{2} P=\mathbf{d}^{2} P-\sigma_{0} d P,  \tag{13.16}\\
& \mathbf{C}\left(\overline{\mathbf{d}}^{2} P\right)=\mathbf{C}\left(\mathbf{d}^{2} P\right)-(n-1) \sigma_{0} ;
\end{align*}
$$

hence

$$
\begin{equation*}
\overline{\mathbf{d}}^{2} P-\frac{1}{n-1} \mathbf{C}\left(\overline{\mathbf{d}}^{2} P\right) d^{P}=\mathbf{d}^{2} P-\frac{1}{n-1} \mathbf{C}\left(\mathbf{d}^{2} P\right) d P \tag{13.17}
\end{equation*}
$$

A given affine connection $\mathbf{d}$ defines an element $\mathbf{z}=\mathbf{z}(\mathbf{d})$ of $T_{2}^{1}$ given by

$$
\begin{equation*}
\mathbf{z}=\mathbf{d}^{2} P-\frac{1}{n-1} \mathbf{C}\left(\mathbf{d}^{2} P\right) d P \tag{13.18}
\end{equation*}
$$

We have shown that $\mathbf{z}$ is unchanged when $d$ is replaced by $d+\mathbf{H}^{*}$. To compute the components of the tensor which $\mathbf{z}$ defines, we set

$$
\begin{equation*}
\mathbf{z}=\frac{1}{2} Z^{j}{ }_{j k} \sigma^{j} \sigma^{k} \mathbf{e}_{i} \tag{13.19}
\end{equation*}
$$

and have

$$
\begin{equation*}
Z_{j k}^{i}=T_{j k}^{i}-\frac{1}{n-1}\left(T_{j l}^{l} \delta_{k}^{i}-T_{k l}^{l} \delta_{j}^{i}\right), \tag{13.20}
\end{equation*}
$$

which is the case because

$$
\begin{aligned}
& \mathbf{d}^{2} P=\frac{1}{2} T_{j k}^{i} \sigma^{j} \sigma^{k} \mathbf{e}_{i}, \quad \mathbf{C}\left(\mathbf{d}^{2} P\right)=T_{j l}^{l} \sigma^{j}, \\
& \begin{aligned}
\mathbf{C}\left(\mathbf{d}^{2} P\right) d P & =T^{l}{ }_{j l} \sigma^{j} \sigma^{i} \mathbf{e}_{i}=T_{j l}^{l} \delta_{k}^{i} \sigma^{j} \sigma^{k} \mathbf{e}_{i} \\
& =\frac{1}{2}\left(T_{j l}^{l} \delta_{k}^{i}-T_{k l}^{l} \delta_{j}^{i}\right) \sigma^{j} \sigma^{k} \mathbf{e}_{i}
\end{aligned}
\end{aligned}
$$

Here $T$ is the torsion tensor as given in $\S 7$.
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[^0]:    ${ }^{1}$ See [8] where this is shown for the case of the complex projective plane by employing its elliptic metric. We are grateful to the referee for this reference.

