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1. Introduction. The object of this paper is to generalize, by means of an approach due to S. Karlin [9], a theorem originally obtained by Bellman, Harris and Shapiro [1] which may be stated in the following way:

A system is considered whose state may be described by a point $t$ in the interval $[0,1]$. A probability measure $\mu$ is given for the initial state of the system. At the end of each unit interval of time, one of the transformations $A_{3}, A_{1}$ is applied to the state $t$ with probabilities $\phi_{0}(t), \phi_{1}(t)$ respectively, where $\phi_{0}(t)+\phi_{1}(t)=1$. The transformations are defined by

$$
\begin{equation*}
A_{0} t=\lambda_{0} t, \quad A_{1} t=\lambda_{1} t+\left(1-\lambda_{1}\right), \quad 0 \leqq \lambda_{0}, \lambda_{1}<1^{1} . \tag{1.1}
\end{equation*}
$$

The assumption is made that

$$
\begin{equation*}
\phi_{0}(t)=1-t, \quad \phi_{1}(t)=t . \tag{1.2}
\end{equation*}
$$

It is clear that (1.1) and (1.2) ensure that the end-points of the interval $[0,1]$ are absorbing, that is, if the state of the system is either 0 or 1 , it remains so. Let $T \mu$ be the probability measure at the end of the first unit interval. It is then proved that as $n \rightarrow \infty, T^{n} \mu$ (that is, the probability distribution for the state of the system at time $n$ ) converges in distribution to a distribution concentrated at the points 0,1 and the form of this limiting distribution which depends on $\mu$ is obtained.

The motivation for the consideration of such a system arose from certain learning models introduced by Bush and Mosteller. These are described in detail in their recent book [2]. (Condition (1.2) means that the state of the system may be identified with the probability of applying $A_{1}$ ).

The methods used in [1] to obtain the convergence of $T^{n} \mu$ are probabilistic. Karlin [9] considers the space of continuous functions on the unit interval and obtains a bounded operator $U$ on this space whose adjoint is $T$. A convergence theorem is obtained for $U^{n}$ and the result is translated into the adjoint space (that is, the space of measures) to

[^0]obtain the required result.
Karlin [9] also considers cases where (1.2) no longer holds and obtains for a wide class of non-absorbing models the convergence of $T^{n} \mu$ to a distribution which is independent of $\mu$. These do not concern us here as the object is to consider only a class of absorbing problems, where of course the final distribution depends on the initial distribution.

We conclude this section by stating a well-known theorem [8].
Theorem 1.1. Let $\Omega$ be a compact Hausdorff space and let $\subseteq(\Omega)$ denote the Banach space of real-valued continuous functions $x(t)$ defined on $\Omega$ with

$$
\begin{equation*}
\|x\|=\max _{t \in \Omega}|x(t)| \tag{1.3}
\end{equation*}
$$

Let $\mathfrak{M}(\Omega)$ denote the space of all real-valued completely additive regular set functions $\mu(E)$ defined for all Borel sets $E$ of $\Omega$, with

$$
\begin{equation*}
\|\mu\|=\sup _{B \subset \Omega} \mu(E)-\inf _{E \subset \Omega} \mu(E) \tag{1.4}
\end{equation*}
$$

Then $\mathfrak{M}(\Omega)$ is isometric (and lattice isomorphic) to the conjugate space of $\mathfrak{C}(\Omega)$, the correspondence being given by

$$
\begin{equation*}
(x, \mu)=\int_{\Omega} x(t) d \mu(t) \tag{1.5}
\end{equation*}
$$

2. Description of the process. Let $\Omega$ be a compact metric space with metric $\rho$. Since $\Omega$ satisfies the second axiom of countability, the concepts of Baire and Borel measures coincide, and thus since the former are always regular [5], we have that the set $\mathfrak{M}(\Omega)$ of Theorem 1.1 consists of all the completely-additive (finite) set functions defined on the Borel sets of $\Omega$.

Let $\left\{\tau_{i}\right\}$ be a countable sets of points in $\Omega$ and $\left\{A_{i}\right\}$ a corresponding set of continuous transformations of $\Omega$ into itself with the following properties

$$
\begin{equation*}
A_{i} S_{i} \subset S_{i} \quad i=1,2, \cdots \tag{2.1}
\end{equation*}
$$

where $S_{i}$ is any open sphere with centre $\tau_{i}$, and

$$
\begin{array}{lc}
\lim _{n \rightarrow \infty} A_{i}^{n} t=\tau_{i} & i=1,2, \cdots  \tag{2.2}\\
& \text { for each } t \in \Omega
\end{array}
$$

that is, repeated applications of the transformation $A_{i}$ transforms $t$ in the limit into $\tau_{i}$ and moreover every open sphere with centre $\tau_{i}$ is mapped by $A_{i}$ into itself. The points $\left\{\tau_{i}\right\}$ will be referred to as boundary
points. It follows from (2.2) and the continuity of $A_{i}$, that

$$
\begin{equation*}
A_{i} \tau_{i}=\tau_{i} . \quad i=1,2, \cdots \tag{2.3}
\end{equation*}
$$

Consider a system whose state may be described by a point $t$ in $\Omega$. Let $\left\{\phi_{i}(t)\right\}$ be a countable family of continuous functions defined on $\Omega$ with the property that

$$
\begin{equation*}
0 \leq \phi_{i}(t) \leq 1, \quad i=1,2, \cdots \tag{2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{l}^{\infty} \phi_{i}(t)=1 \tag{2.5}
\end{equation*}
$$

Let $\mu(E)$ be a probability measure defined on the Borel sets of $\Omega$, giving the probability distribution of the initial state of the system. Our process consists in applying at every unit interval of time one of the transformations $\left\{A_{i}\right\}, A_{i}$ being applied with probability $\phi_{i}(t)$, where $t \in \Omega$ represents the state of the system.

Let

$$
\begin{equation*}
T \mu(E)=\sum_{i=1}^{\infty} \int_{A_{i}^{-1} E} \phi_{i}(t) d \mu(t) . \tag{2.6}
\end{equation*}
$$

It is easily seen that $T \mu(E)$ is a Borel measure. It represents the probability measure for the state of the system after unit time. $T \mu$ is defined by (2.6) for any Borel measure $\mu$ and

$$
\begin{equation*}
\|T \mu\|=T \mu(\Omega)=\mu(\Omega)=\|\mu\| \tag{2.7}
\end{equation*}
$$

More generally, if

$$
\mu \in \mathfrak{M}(\Omega), \quad \mu=\mu^{+}-\mu^{-}
$$

(2.6) defines $T \mu$ and

$$
\begin{equation*}
T \mu=T \mu^{+}-T \mu^{-} \tag{2.8}
\end{equation*}
$$

$T$ is a linear transformation of $\mathfrak{M}(\Omega)$ into itself and

$$
\|T \mu\|=\left\|T \mu^{+}-T \mu^{-}\right\| \leqq\left\|T \mu^{+}\right\|+\left\|T \mu^{-}\right\|=\left\|\mu^{+}\right\|+\left\|\mu^{-}\right\|=\|\mu\| .
$$

Thus we obtain
Lemma 2.1. $T$ is a positive linear transformation of $\mathfrak{M}(\Omega)$ into itself of norm 1 .

Now consider $x(t) \in \subseteq(\Omega)$ (cf. Theorem 1.1). A function $U x(t)$ is defined on $\Omega$ by

$$
\begin{equation*}
U x(t)=\sum_{i=1}^{\infty} \phi_{i}(t) x\left(A_{i} t\right) .^{2} \tag{2.9}
\end{equation*}
$$

Each term of this series is continuous on $\Omega$ and $\left|x\left(A_{i} t\right)\right| \leqq\|x\|$.
Since $\sum \phi_{i}(t)=1$ the convergence being uniform (by Dini's theorem), the series (2.9) is uniformly convergent and hence $U x(t) \in \mathbb{C}(\Omega)$. Clearly $U$ is a linear transformation of $\mathbb{C}(\Omega)$ into itself and $\|U x\| \leqq\|x\|$. Thus, since the functions which are constant on $\Omega$, are fixed points of $U$, we have the following.

Lemma 2.2. $U$ is a bounded positive linear transformation of $\mathfrak{G}(\Omega)$ into itself, for which the constant functions are fixed points. Moreover $\left\|U^{n}\right\|=1$ for all positive integers $n$.

Theorem 1.1 connects $\mathscr{C}(\Omega)$ and $\mathfrak{M}(\Omega)$. We now prove

Lemma 2.3. $T$ is the adjoint of $U$, that is,

$$
\begin{equation*}
(U x, \mu)=(x, T \mu), \text { for each } x \in \mathbb{C}(\Omega) \text { and } \mu \in \mathfrak{M}(\Omega) . \tag{2.10}
\end{equation*}
$$

Since $\mu=\mu^{+}-\mu^{-}$, it is clearly sufficient to prove (2.10) for the case $\mu \geqq 0$. Let

$$
\nu_{i}(E)=\int_{E} \phi_{i}(t) d \mu(t)
$$

It is easy to see that

$$
T \mu=\sum_{1}^{\infty} \nu_{i} A_{i}^{-1},
$$

the convergence being in the sense of $\mathfrak{M}(\Omega)$. Hence

$$
\begin{aligned}
(x, T \mu)=\sum_{i}^{\infty}\left(x, \nu_{i} A_{i}^{-1}\right) & =\sum_{1}^{\infty} \int x(t) d \nu_{i} A_{i}^{-1}(t) \\
& =\sum_{1}^{\infty} \int x\left(A_{i} t\right) d \nu_{i}(t) \\
& =\sum_{1}^{\infty} \int \phi_{i}(t) x\left(A_{i} t\right) d \mu(t) \\
& =(U x, \mu)
\end{aligned}
$$

since the series (2.9) converges uniformly ${ }^{3}$.

[^1]3. Absorption assumptions. ${ }^{4}$ The first additional assumption to be made is that each of a finite number of the boundary points is an absorbing point, that is, we assume
$$
\phi_{i}\left(\tau_{i}\right)=1 \quad i=1,2, \cdots, m
$$

This together with (2.3) ensure that $\tau_{i}(i=1,2, \cdots, m)$ are absorbing points. (Since $\sum \phi_{i}(t)=1$ and $\Omega$ is compact, it is not possible to extend the assumption (3.1) to an infinite number of the boundary points $\tau_{i}$ ). The assumption (3.1) is strengthened as follows:

We assume that about each absorbing point $\tau_{i}(1 \leqq i \leqq m)$, an open sphere $\sum_{i}$ may be drawn with centre $\tau_{i}$ on which the infinite product

$$
\begin{equation*}
\phi_{i}(t) \phi_{i}\left(A_{i} t\right) \cdots \phi_{i}\left(A_{i}^{n} t\right) \cdots \tag{3.2}
\end{equation*}
$$

converges uniformly (the convergence being in the sense of infinite products that is, the limit is nonzero).

Clearly assumption (3.2) together with (2.2) imply (3.1). Finally, the assumption is made that for each $t \in \Omega-\bigcup_{1}^{m} \sum_{i}$ there is a finite sequence of transformations

$$
A_{j_{1}}, A_{j_{2}}, \cdots, A_{j_{n}} \quad\left(1 \leqq j_{k}<\infty\right)
$$

where $n, j_{1}, j_{2}, \cdots, j_{n}$ depend on $t$, such that $A_{j_{n}} A_{j_{n-1}} \cdots A_{j_{1}} t$ is in one of the spheres $\sum_{i}(1 \leqq i \leqq m)$ and such that each term of the sequence

$$
\begin{equation*}
\phi_{j_{1}}(t), \phi_{j_{2}}\left(A_{j_{1}} t\right), \cdots, \phi_{j_{n}}\left(A_{j_{n-1}} \cdots A_{j_{1}} t\right) \tag{3.3}
\end{equation*}
$$

is greater than zero.
Assumptions (3.2) and (3.3) imply that no matter what the initial state of the system there is always positive probability of reaching an absorbing point after an infinite number of steps. We conclude this section with the following lemma which is a consequence of (3.1).

Lemma 3.1. U preserves the values at the absorbing points, that is,

$$
\begin{equation*}
U x\left(\tau_{i}\right)=x\left(\tau_{i}\right), \quad i=1,2, \cdots, m \tag{3.4}
\end{equation*}
$$

where $x(t) \in \mathbb{C}(\Omega)$.
Proof. Since

$$
\sum_{1}^{\infty} \phi_{l}(t)=1 \quad \text { and } \quad \phi_{l}(t) \geqq 0
$$

[^2]for each $l$, we have by assumption (3.1) that
\[

$$
\begin{equation*}
\phi_{l}\left(\tau_{i}\right)=0 \quad l \neq i, 1 \leqq i \leqq m, 1 \leqq l<\infty . \tag{3.5}
\end{equation*}
$$

\]

The result follows by (2.3) from the definition (2.9) of $U$.

## 4. Examples.

Example 4.1. Let $\left\{A_{i}\right\}$ be a countable set of transformations of $\Omega$ into itself with the property that

$$
\begin{equation*}
\rho\left(A_{i} t, A_{i} s\right) \leqq \lambda \rho(t, s) \quad i=1,2, \cdots \tag{4.1}
\end{equation*}
$$

for all pairs of points $t, s \in \Omega$, where $\lambda$ is a constant such that $0 \leqq \lambda$ $<1$.

It follows from (4.1) that the transformations $\left\{A_{i}\right\}$ are continuous and moreover there exist points $\left\{\tau_{i}\right\}$ such that (2.1) and (2.2) are satisfied.

Let $\left\{\phi_{i}(t)\right\}$ be a family of continuous functions on $\Omega$ satisfying the conditions (2.4), (2.5) and the first absorption assumption (3.1). Suppose also for each $i(1 \leqq i \leqq m)$ that there exists an open sphere $\sum_{i}$ with centre $\tau_{i}$ and radius $r_{i}$ on which $\phi_{i}(t)>0$ and satisfies a uniform Lipschitz condition ${ }^{5}$ that is,

$$
\begin{equation*}
\left|\varphi_{i}(t)-\phi_{i}(s)\right| \leqq k \rho(t, s) \quad t, s \in \sum_{i} \tag{4.2}
\end{equation*}
$$

Finally the assumption is made that one of the probability functions, say $\phi_{1}(t)$, satisfies

$$
\begin{equation*}
\phi_{1}(t)>0 \quad \text { except at the points } \tau_{i}(2 \leqq i \leqq m) \tag{4.3}
\end{equation*}
$$

Lemma 4.1. The process just described satisfies the absorption assumptions of § 3 .

Proof. We first observe that (3.1) is satisfied by hypothesis. To establish (3.2), let $t \in \sum_{i}(1 \leqq i \leqq m)$ and $\psi_{i}(t)=1-\phi_{i}(t)$.

$$
\begin{aligned}
\psi_{i}\left(A_{i}^{n} t\right) & =1-\phi_{i}\left(A_{i}^{n} t\right) & & \\
& =\phi_{i}\left(A_{i}^{n} \tau_{i}\right)-\phi_{i}\left(A_{i}^{n} t\right) & & \text { by (2.3) and (3.1) } \\
& \leqq k \rho\left(A_{i}^{n} \tau_{i}, A_{i}^{n} t\right) & & \text { by (4.2) } \\
& \leqq k \lambda^{n} \rho\left(\tau_{i}, t\right) & & \text { by (4.1) } \\
& \leqq\left(k r_{i}\right) \lambda^{n} . & &
\end{aligned}
$$

Since $0 \leqq \lambda<1, \sum \lambda^{n}$ converges and hence, by a theorem on infinite

[^3]products $\prod_{n=0}^{\infty}\left(1-\psi_{i}\left(A_{i}^{n} t\right)\right)$ converges uniformly on $\sum_{i}$. Thus $\prod_{n=0}^{\infty} \phi_{i}\left(A_{i}^{n} t\right)$ converges uniformly on $\sum_{i}$ and the assumption (3.2) is verified.

It remains to verify (3.3). Let $t \in \Omega-\bigcup_{1}^{m} \sum_{i}$. Since $A_{1}^{n} t \rightarrow \tau_{1}$, there exists $n_{0}$ such that $A_{1}^{n} 0 t \in \sum_{1}$. By (4.3), $\phi_{1}(t)>0$. Hence we take $A_{1}$ as our first transformation. If $A_{1} t \in \bigcup_{1}^{m} \sum_{i}$, then (3.3) is already verified. If not $\phi_{1}\left(A_{1} t\right)>0$ and we take $A_{1}$ as our second transformation. Proceeding in this manner a finite sequence of $A_{1}{ }^{\prime}$ s (of length $\leqq n_{0}$ ) is obtained which satisfies the assumption (3.3). Hence the lemma is proved.

Example 4.2. The example described in $\S 1$ is a particular case of the example just given.

Example 4.3. We now consider a generalization from 1 to $N$ dimensions of the learning model considered by Karlin (cf. Bush and Mosteller [2]).

Let $\Omega$ be a simplex in $E_{N}$ (Euclidean space of $N$ dimensions). Any point of $\Omega$ is given by its barycentric coordinates $t=\left(t_{1}, t_{2}, \cdots, t_{N+1}\right)$ where $t_{i} \geq 0$ and $\sum_{1}^{N+1} t_{i}=1$. The vertices $e^{i}(i=1, \cdots, N+1)$ have coordinates $e_{j}^{i}=\delta_{j}^{i}$ (Kronecker delta). Let $I$ denote the $(N+1) \times(N+1)$ unit matrix, and $B_{i}(1 \leqq i \leqq N+1)$ denote the $(N+1) \times(N+1)$ projection matrix where each element of the $i$ th row is unity and all other elements are zero. Clearly $B_{i} t=e^{i}$ for each $t \in \Omega$. Consider the family $\left\{A_{i}\right\}$ of transformations on $\Omega$ into itself defined as follows

$$
\begin{equation*}
A_{i}=\lambda_{i} I+\left(1-\lambda_{i}\right) B_{i}, \quad 0 \leqq \lambda_{i}<1, i=1,2, \cdots, N+1 \tag{4.4}
\end{equation*}
$$

that is, for $t \in \Omega$

$$
A_{i} t=\left(\lambda_{i} t_{1}, \lambda_{i} t_{2}, \cdots, \lambda_{i} t_{i}+1-\lambda_{i}, \lambda_{i} t_{i+1} \cdots \lambda_{i} t_{N+1}\right)
$$

Clearly $A_{i}$ represents a transformation which carries a point $P$ into a point $P^{\prime}$ on the line $P V_{i}$ where $V_{i}$ is the vertex $e^{i}$ and

$$
P^{\prime} V_{i}=\lambda_{i}\left(P V_{i}\right)
$$

The transformations $\left\{A_{i}\right\}$ are continuous and satisfy the conditions (2.1) and (2.2) where $\tau_{i}=e^{i}$. For the probabilities $\phi_{i}(t)$ we take

$$
\begin{equation*}
\phi_{i}(t)=t_{i} \quad i=1, \cdots, N+1 \tag{4.5}
\end{equation*}
$$

The conditions (2.4) and (2.5) are clearly satisfied. It remains to verify the absorption assumptions of §3. Since $\phi_{i}\left(e^{i}\right)=e_{i}^{i}=1$, the condition (3.1) is satisfied. To verify (3.2) we first note that since $B_{i}^{2}=B_{i}$

$$
A_{i}^{n}=\lambda_{i}^{n} I+\left(1-\lambda_{i}^{n}\right) B_{i}
$$

so that

$$
\phi_{i}(t)=t_{i}, \quad \phi_{i}\left(A_{i}^{n} t\right)=\lambda_{i}^{n} t_{i}+\left(1-\lambda_{i}^{n}\right)
$$

If $t_{i}>\varepsilon$, it is easily seen that the infinite product $\prod_{0}^{\infty} \phi_{i}\left(A_{i}^{n} t\right)$ converges uniformly.

Condition (3.3) is seen to be satisfied by noting that for any point $t$, one at least of the coordinates is nonzero, say $t_{i}$, and hence the $i$ th coordinate of $A_{i}^{n} t(n=1,2, \cdots)$ is also nonzero.
5. Returning to the general absorption process described in $\S \S 2$ and 3 , we establish by means of the assumption (3.2), the equicontinuity of the family of functions $\left\{U^{n} x(t)\right\}$ at each of the absorbing points $\tau_{i}(i=1,2, \cdots, m)$.

Lemma 5.1. Let $x(t) \in \mathfrak{C}(\Omega)$ be such that it vanishes at one of the absorbing points $\tau_{i}(1 \leqq i \leqq m)$, then for each $\varepsilon>0$, there exists a sphere $S_{i}(\varepsilon)$ with centre $\tau_{i}$, such that

$$
\left|U^{n} x(t)\right|<\varepsilon \quad n=1,2, \cdots
$$

for $t \in S_{i}(\varepsilon)$.
Proof. Without loss of generality we consider the case where $i=1$. Let

$$
f_{n}(t)=\phi_{1}(t) \phi_{1}\left(A_{1} t\right) \cdots \phi_{1}\left(A_{1}^{n-1} t\right) .
$$

$\left\{f_{n}(t)\right\}$ form a nonincreasing sequence of functions which by assumption (3.2) converges uniformly on $\sum_{1}$ to a function $f(t)$. It follows that $f(t)$ is continuous, and thus since $f_{n}\left(\tau_{1}\right)=1$ (by (2.3) and (3.1)) and therefore $f\left(\tau_{1}\right)=1$, we have that given any positive number $\delta(0<\delta<1)$, there exists a neighbourhood $V$ of $\tau_{1}$ (contained in $\sum_{1}$ ) on which $f(t)>\delta$, which implies $f_{n}(t)>\delta$ for all $n$.

Choose $\delta>1-\varepsilon /\|x\|$ and let $q$ be a positive integer such that

$$
\begin{equation*}
\frac{q-1}{q} \delta>1-\varepsilon /\|x\| . \tag{5.1}
\end{equation*}
$$

Since $x\left(\tau_{1}\right)=0$ by hypothesis, there exists a neighbourhood $V^{\prime}$ of $\tau_{1}$ such that for $t \in V^{\prime}$

$$
\begin{equation*}
|x(t)| \leqq \frac{1}{q}\|x\| \tag{5.2}
\end{equation*}
$$

Let $S_{1}(\varepsilon)$ be an open sphere with centre $\tau_{1}$ and such that $S_{1}(\varepsilon)$ $\subset V \cap V^{\prime}$.

By (2.1) if $t \in S_{1}(\varepsilon), A_{1}^{n} t \in S_{1}(\varepsilon)$ for all positive integers $n$. Hence for $t \in S_{1}(\varepsilon)$

$$
\begin{equation*}
\left|x\left(A_{1}^{n} t\right)\right| \leqq \frac{1}{q}\|x\| . \quad n=1,2, \cdots \tag{5.3}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{n}(t)>\delta \quad n=1,2, \cdots \tag{5.4}
\end{equation*}
$$

Now

$$
\begin{aligned}
& U^{n} x(t)=\sum_{i_{1}, i_{2} \cdots i_{n}} \phi_{i_{1}}(t) \phi_{i_{2}}\left(A_{i_{1}} t\right) \cdots \phi_{i_{n}}\left(A_{i_{n-1}} \cdots A_{i_{1}} t\right) x\left(A_{i_{n}} \cdots A_{i_{1}} t\right), \\
& \left|U^{n} x(t)\right| \leqq \phi_{1}(t) \phi_{1}\left(A_{1} t\right) \cdots \phi_{1}\left(A_{1}^{n-1} t\right)\left|x\left(A_{1}^{n} t\right)\right| \\
& \quad+\|x\| \Sigma^{\prime} \phi_{i_{1}}(t) \phi_{i_{2}}\left(A_{i_{1}} t\right) \cdots \phi_{i_{n}}\left(A_{i_{n-1}} \cdots A_{i_{1}} t\right)
\end{aligned}
$$

where $\Sigma^{\prime}$ denotes the summation omitting the term corresponding to

$$
i_{1}=1, \quad i_{2}=1, \cdots, i_{n}=1
$$

Replacing $\left|x\left(A_{1}^{n} t\right)\right|$ by $-\left(\|x\|-\left|x\left(A_{1}^{n} t\right)\right|\right)+\|x\|$ we obtain

$$
\begin{aligned}
\left|U^{n} x(t)\right| & \leqq-f_{n}(t)\left(\|x\|-\left|x\left(A_{1}^{n} t\right)\right|\right) \\
& +\|x\| \sum \phi_{i_{1}}(t) \phi_{i_{2}}\left(A_{i_{1}} t\right) \cdots \phi_{i_{n}}\left(A_{i_{n-1}} \cdots A_{i_{1}} t\right)
\end{aligned}
$$

or

$$
\begin{equation*}
\left|U^{n} x(t)\right| \leqq-f_{n}(t)\left(\|x\|-\left|x\left(A_{1}^{n} t\right)\right|\right)+\|x\| \tag{5.5}
\end{equation*}
$$

since $\sum \phi_{i}(t)=1$. Now let $t \in S_{1}(\varepsilon)$. Then

$$
\begin{array}{rlrl}
\left|U^{n} x(t)\right| & \leqq\|x\|-\delta\left(\|x\|-\left|x\left(A_{1}^{n} t\right)\right|\right) & & \text { by }(5.4) \\
& \leqq\|x\|-\delta\left(\|x\|-\frac{1}{q}\|x\|\right) & & \text { by }(5.3) \\
& =\|x\|\left(1-\frac{q-1}{q} \delta\right) &
\end{array}
$$

Hence the lemma is proved.

Theorem 5.1. If $x(t) \in \mathbb{C}(\Omega)$, then $\left\{U^{n} x(t)\right\}$ form an equicontinuous family of functions at each of the absorbing points $\left\{\tau_{i}\right\}(i=1,2, \cdots, m)$.

Proof. Without loss of generality, we prove the theorem for the point $\tau_{1}$. It is required to prove that given $\varepsilon>0$, there exists a sphere $S_{1}(\varepsilon)$ with centre $\tau_{1}$ such that for $t \in S_{1}(\varepsilon)$

$$
\left|U^{n} x(t)-U^{n} x\left(\tau_{1}\right)\right|<\varepsilon \quad n=0,1,2, \cdots,
$$

or equivalently by Lemma 3.1

$$
\begin{equation*}
\left|U^{n} x(t)-x\left(\tau_{1}\right)\right|<\varepsilon \quad n=0,1,2, \cdots, \tag{5.5}
\end{equation*}
$$

for $t \in S_{1}(\varepsilon)$.
Let $z(t)=x(t)-x\left(\tau_{1}\right) . \quad z(t) \in \mathscr{G}(\Omega)$ and $z\left(\tau_{1}\right)=0$. Hence Lemma 5.1 may be applied to obtain a sphere $S_{1}(\varepsilon)$ with centre $\tau_{1}$ on which

$$
\left|U^{n} z(t)\right|<\varepsilon \quad n=0,1,2, \cdots,
$$

but since $U$ preserves constant functions (by Lemma 2.2)

$$
U^{n} z(t)=U^{n} x(t)-x\left(\tau_{1}\right) .
$$

Hence (5.5) is established and the theorem is proved.
6. The convergence theorem in $\mathfrak{c}(\Omega)$. In this section, the assumption (3.3) is applied in conjunction with Theorem 5.1 to obtain the convergence of $U^{n} x(t)$ in $\mathscr{S}(\Omega)$.

Lemma 6.1. Let $\left\{S_{i}\right\}$ be spheres with centres $\left\{\tau_{i}\right\}$ such that $\overline{S_{i}} \sqsubset \sum_{i}$ $(i=1,2, \cdots, m)$. Then there exists a positive integer $n_{0}$ and a number $\delta,(0<\delta \leqq 1)$ such that for each $t \in \Omega$, there exists a sequence of $n_{0}$ transformations $A_{i_{1}}, A_{i_{2}}, \cdots, A_{i_{n_{0}}}$ (depending on $t$ ) which, when applied consecutively, transform $t$ into a point in $\bigcup_{i=1}^{m} S_{i}$, and such that the probability of the application of each transformation of the sequence $i s \geqq \delta$, that is, each term in the finite sequence

$$
\phi_{i_{1}}(t), \phi_{i_{2}}\left(A_{i_{1}} t\right), \cdots, \phi_{i_{n_{0}}}\left(A_{i_{n_{0}-1}}, \cdots, A_{i_{1}} t\right)
$$

$i s \geqq \delta$.
Proof. By assumption (3.2), it is clear that

$$
\begin{equation*}
\phi_{i}(t)>0 \quad \text { on } \sum_{i}\left(\text { and hence on } \bar{S}_{i}\right) \quad i=1,2, \cdots, m . \tag{6.1}
\end{equation*}
$$

and thus by the continuity of $\phi_{i}(t)$, there exists $\delta_{0}$ such that $0<\delta_{0} \leqq 1$ and

$$
\begin{equation*}
\phi_{i}(t) \geqq \delta_{0} \quad \text { for } \quad t \in \bar{S}_{i} \quad i=1,2, \cdots, m \tag{6.2}
\end{equation*}
$$

Let $t \in \Omega$. If $t \in \Omega-\bigcup_{1}^{m} S_{i}$, we have by the assumption (3.3) together with (2.1), (2.2) and (6.1) that there exists a finite chain of transformations $A_{j_{1}}, A_{j_{2}}, \cdots, A_{j_{n}}$, which when applied consecutively, transform $t$ into a point in one of the spheres, say $S_{l}(1 \leqq l \leqq m)$. Moreover each term in the sequence $\phi_{j_{1}}(t), \phi_{j_{2}}\left(A_{j_{1}} t\right), \cdots, \phi_{j_{n}}\left(A_{j_{n-1}} \cdots A_{j_{1}} t\right)$ is $>0$. If $t \in \bigcup_{1}^{m} S_{i}$, the same result holds for then $t \in S_{l}(1 \leqq l \leqq m)$ and thus by (2.1) and (6.1), it is sufficient to take a chain consisting of the single transformation $A_{l}$.

Consider $A_{j_{n}}^{-1} S_{l}$. This is an open set containing $A_{j_{n-1}} \cdots A_{j_{1}} t$. Since $\phi_{j_{n}}\left(A_{j_{n-1}} \cdots A_{j_{1}} t\right)>0$, there exists an open set $U_{n}$ such that

$$
A_{j_{n-1}} \cdots A_{j_{1}} t \in U_{n} \subset A_{j_{n}}^{-1} S_{l}
$$

and on which $\phi_{j_{n}}(t)>0$. By the regularity of $\Omega$, there exists an open set $V_{n}$ such that

$$
A_{j_{n-1}} \cdots A_{j_{1}} t \in V_{n} \subset \bar{V}_{n} \subset U_{n} \subset A_{j_{n}}^{-1} S_{l}
$$

$\bar{V}_{n}$ is compact and therefore there exists a positive number $\delta_{n}$ such that $\phi_{j_{n}}(t) \geqq \delta_{n}$ on $\bar{V}_{n}$ and hence in particular on $V_{n}$.

Now consider $A_{j_{n-1}}^{-1} V_{n}$. Proceeding as above, we obtain an open set $V_{n-1}$, such that

$$
A_{j_{n-2}} \cdots A_{j_{1}} t \in V_{n-1} \subset \bar{V}_{n-1} \subset A_{j_{n-1}}^{-1} V_{n}
$$

and a positive number $\delta_{n-1}$, such that $\phi_{j_{n-1}}(t) \geqq \delta_{n-1}$ on $V_{n-1}$. Proceeding in this manner, we arrive at an open set $V_{1}$ which is such that

$$
t \in V_{1} \subset \bar{V}_{1} \subset A_{j_{1}}^{-1} V_{2}
$$

and such that $\phi_{j_{1}}(t) \geqq \delta_{1}$ on $V_{1}$, where $\delta_{1}>0$.
Hence, the open set $V_{1}$ containing $t$ has the property that each point in it is transformed by the sequence $A_{j_{1}}, A_{j_{2}}, \cdots, A_{j_{n}}$ into a point of $S_{l}\left(\subset \bigcup_{1}^{m} S_{i}\right)$ and the conditional probabilities of each of the successive transformations being applied are $\geqq \delta_{1}, \delta_{2}, \cdots, \delta_{n}$ respectively.

This process is repeated for every $t \in \Omega$. For each $t$ an open set corresponding to $V_{1}$ is obtained. By the compactness of $\Omega$, we have that $\Omega$ is covered by a finite number of open sets $\Omega_{\imath}(l=1,2, \cdots, k)$, where each set $\Omega_{l}$ has the property that there is a finite chain of transformations of length $n_{l}$ (that is, $n_{l}=$ the number of transformations in the chain) which when applied successively transform each point of $\Omega_{\imath}$ into one of the sphere $S_{i}(i=1,2, \cdots, m)$ say $S_{l}$, and which has the
property that the conditional probabilities of applying the transformations of the chain are respectively $\geqq \delta_{l_{1}}, \delta_{l_{2}}, \cdots, \delta_{l_{n_{2}}}$, where each of these numbers is greater than zero.

Let $n_{0}=\max _{1 \leqq l \leqq k} n_{l}$. The length of the chain $n_{l}$ for each $\Omega_{\imath}$ may be extended to $n_{0}$ preserving the above properties. For if $t \in S_{l}(1 \leqq l \leqq m)$, $A_{l} t \in S_{l}$ by (2.1) and $\phi_{l}(t) \geqq \delta_{0}$ by (6.2).

Let

$$
\delta=\min _{\substack{1 \leqq i \leqq n \\ 1 \leqq i \leqq k}}\left(\delta_{l_{i}}, \delta_{0}\right) .
$$

With these values of $n_{0}$ and $\delta$, the lemma is established.
Lemma 6.2. Let $\left\{x_{p}(t)\right\}$ be a sequence of functions in $\mathcal{G}(\Omega)$ with the following properties

$$
\begin{equation*}
\left\|x_{p}\right\| \leqq H \quad p=0,1,2, \cdots \tag{6.3}
\end{equation*}
$$

where $H$ is a constant.

$$
\begin{equation*}
x_{p}\left(\tau_{i}\right)=0 \quad \text { for all } p \quad i=1,2, \cdots, m \tag{6.4}
\end{equation*}
$$

and
(6.5) the family of functions $\left\{U^{n} x_{p}(t)\right\}(n, p=0,1,2, \cdots)$ is equicontinuous at each of the absorbing points $\tau_{i}(i=1,2, \cdots, m)$.
Then, under these conditions

$$
\lim _{n \rightarrow \infty}\left\|U^{n} x_{p}\right\|=0
$$

where the convergence is uniform with respect to $p$.
Proof. Given $\varepsilon>0$, there exist by (6.5) spheres $S_{i}(\varepsilon)$ with centres $\tau_{i}(i=1,2, \cdots, m)$ such that for $t \in S_{i}(\varepsilon)$

$$
\left|U^{n} x_{p}(t)-U^{n} x_{p}\left(\tau_{i}\right)\right|<\varepsilon / 2 \quad \text { all } n, p
$$

Hence by (6.4) and Lemma (3.1)

$$
\begin{equation*}
\left|U^{n} x_{p}(t)\right|<\varepsilon / 2, \quad t \in \bigcup_{1}^{m} S_{i}(\varepsilon), \text { all } n, p . \tag{6.6}
\end{equation*}
$$

There is no loss in generality in assuming the spheres $S_{i}(\varepsilon)$ so chosen that

$$
\begin{equation*}
\overline{S_{i}(\varepsilon)} \subset \sum_{t} \quad i=1,2, \cdots, m \tag{6.7}
\end{equation*}
$$

Thus the spheres $S_{i}(\varepsilon)(i=1,2, \cdots, m)$ satisfy the hypothesis of Lemma 6.1. The positive integer $n_{0}$ and the positive number $\delta$ obtained
in the lemma depend here on $\varepsilon$. Let

$$
\begin{equation*}
\alpha=1-\frac{1}{2} \delta^{n_{0}} . \tag{6.8}
\end{equation*}
$$

Since $0<\delta \leqq 1$, it follows that $0<\alpha<1$. We now show that for all $p$

$$
\begin{equation*}
\left\|U^{k n} x_{p}\right\| \leqq \mu_{k} \quad k=0,1,2, \cdots \tag{6.9}
\end{equation*}
$$

where $\mu_{k}=\max \left(\alpha^{k} H, \varepsilon\right)$.
We prove (6.9) by induction. Clearly by (6.3) it is true for $k=0$. Suppose it is true for $k$.

$$
\begin{align*}
& U^{(k+1) n_{0} x_{p}(t)}  \tag{6.10}\\
& =\sum_{i_{1} i_{2} \cdots i_{n_{0}}} \phi_{i_{1}}(t) \phi_{i_{2}}\left(A_{i_{1}} t\right) \cdots \phi_{i_{i_{0}}}\left(A_{i_{n_{0}-1}} \cdots A_{i_{1}} t\right) \\
&
\end{align*}
$$

Consider $t$ fixed. By Lemma 6.1, there is associated with $t$ a finite sequence of $n_{0}$ transformations $A_{j_{1}}, A_{j_{2}}, \cdots, A_{j_{n_{0}}}$ (depending on $t$ ) which when applied consecutively transform $t$ into $\bigcup_{i=1}^{m} S_{i}(\varepsilon)$ and such that each term of the finite sequence $\phi_{j_{1}}(t), \phi_{j_{2}}\left(A_{j_{1}} t\right), \cdots, \phi_{j_{j_{0}}}\left(A_{j_{n_{0}-1}} \cdots A_{j_{1}} t\right)$ is $\geq \delta$, that is,

$$
\begin{equation*}
A_{j_{n_{0}}} A_{j_{n_{0}-1}} \cdots A_{j_{1}} t \in \bigcup_{1}^{m} S_{i}(\varepsilon) \tag{6.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi_{j_{1}}(t) \phi_{j_{2}}\left(A_{j_{1}} t\right) \cdots \phi_{j_{n_{0}}}\left(A_{j_{n_{0}-1}} \cdots A_{j_{1}} t\right) \geqq \delta^{n_{0}} \tag{6.12}
\end{equation*}
$$

In (6.10) we take inequalities with absolute values and separate out the term corresponding to the above sequence and proceed as in § 5 (between the relations (5.4) and (5.5)) to obtain by the induction hypothesis

$$
\begin{align*}
& \left|U^{(k+1) n_{0} x_{p}}(t)\right|  \tag{6.13}\\
& \qquad \begin{aligned}
\leqq & \\
\leqq \phi_{j_{1}}(t) \phi_{j_{2}}\left(A_{j_{1}} t\right) \cdots \phi_{j_{n}} & \left(A_{j_{n-1}} \cdots A_{j_{1}} t\right) \\
& \times\left(\mu_{k}-\left|U^{k n_{0} x_{p}}\left(A_{j_{n}} \cdots A_{j_{1}} t\right)\right|\right)+\mu_{k}
\end{aligned}
\end{align*}
$$

(6.6), (6.11) and (6.12) give

$$
\left|U^{(k+1) n_{0}} x_{p}(t)\right| \leqq-\delta^{n_{0}}\left(\mu_{k}-\varepsilon / 2\right)+\mu_{k} .
$$

Since $\mu_{k} \geqq \varepsilon$, we have $\mu_{k}-\varepsilon / 2 \geqq 1 / 2 \mu_{k}$. Hence

$$
\left\lvert\, U^{(k+1) n_{0} x_{p}(t) \left\lvert\, \leqq \mu_{k}\left(1-\frac{1}{2} \delta^{n_{0}}\right)=\alpha \mu_{k} \quad\right. \text { by }(6.8) . . ~ . ~}\right.
$$

Therefore

$$
\left\|U^{(k+1) n} \Delta x_{p}\right\| \leqq \alpha \mu_{k} \leqq \max \left(\alpha^{k+1} H, \varepsilon\right)=\mu_{k+1}
$$

Hence (6.9) is established. Clearly there exists $k_{0}$ sufficiently large such that $\mu_{k_{j}} \leqq \varepsilon$. Then, since $\left\|U^{n}\right\|=1$, all $n$ (Lemma 2.2), we have that for $n \geqq n_{0} k_{0}$

$$
\left\|U^{n} x_{p}\right\| \leqq \varepsilon \quad \text { all } p
$$

Hence the lemma is proved.
THEOREM 6.1. $U^{n}$ converges strongly on $\mathfrak{C}(\Omega)$, that is, there exists a continuous transformation $U_{\infty}$ of norm 1 of $\mathbb{C}(\Omega)$ into itself (which preserves constant function) such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|U^{n} x-U_{\infty} x\right\|=0 \tag{6.14}
\end{equation*}
$$

for each function $x \in \mathscr{C}(\Omega)$.
Proof. Given $x(t) \in \mathfrak{C}(\Omega)$, let

$$
\begin{equation*}
x_{p}(t)=U^{p} x(t)-x(t) \quad p=0,1,2, \cdots \tag{6.15}
\end{equation*}
$$

Clearly $x_{p}(t) \in \mathscr{S}(\Omega)$ and $\left\|x_{p}\right\| \leqq 2\|x\|$. Moreover by Lemma 3.1, $x_{p}\left(\tau_{i}\right)=0$ $(i=1,2, \cdots, m)$. Hence the hypothesis (6.3) and (6.4) of Lemma (6.2) are verified for the family $\left\{x_{p}(t)\right\}$. It remains to verify (6.5).

Given $\varepsilon>0$, we have by Theorem 5.1 that there exists spheres $S_{i}(\varepsilon)$ with centres $\tau_{i}(i=1,2, \cdots, m)$ such that for $n=0,1,2, \cdots$ we have

$$
\left|U^{n} x(t)-x\left(\tau_{i}\right)\right|<\varepsilon / 2, \quad t \in S_{i}(\varepsilon), i=1,2, \cdots, m .
$$

Hence for $t \in S_{i}(\varepsilon)(1 \leqq i \leqq m)$ and all $n, p$

$$
\left|U^{n+p} x(t)-U^{n} x(t)\right|<\varepsilon
$$

or

$$
\begin{equation*}
\left|U^{n} x_{p}(t)\right|<\varepsilon \quad \text { all } n, p, t \in \bigcup_{1}^{m} S_{i}(\varepsilon) \tag{6.16}
\end{equation*}
$$

Since $x_{p}\left(\tau_{i}\right)=0, U^{n} x_{p}\left(\tau_{i}\right)=0$ (Lemma 3.1) and thus it is clear from (6.16) that the hypothesis (6.5) of Lemma (6.2) is verified.

Hence applying Lemma 6.2 to the family $x_{p}(t)$ as defined by (6.15) we have that given $\varepsilon>0$, there exists $n$ such that

$$
\left\|U^{n} x_{p}\right\|<\varepsilon \quad p=0,1,2, \cdots
$$

or

$$
\left\|U^{n+p} x-U^{n} x\right\|<\varepsilon \text { for all positive integers } p
$$

Hence since the space $\mathscr{C}(\Omega)$ is complete, there exists an element $U_{\infty} x \in \mathscr{C}(\Omega)$ such that

$$
\lim _{n \rightarrow \infty}\left\|U^{n} x-U_{\infty} x\right\|=0
$$

$U_{\infty}$ is clearly a linear transformation of $\mathfrak{C}(\Omega)$ into itself. Since

$$
\left\|U_{\infty} x\right\|=\lim _{n \rightarrow \infty}\left\|U^{n} x\right\| \leqq\|x\|,
$$

it follows that $U_{\infty}$ is continuous and $\left\|U_{\infty}\right\| \leqq 1$. However since $U$ preserves the constant functions on $\Omega$, it is clear that $U_{\infty}$ does likewise and hence $\left\|U_{\infty}\right\|=1$. Hence the theorem is proved.
7. The form of $U_{\infty} x$. The following lemma is a direct consequence of Lemma 3.1 and Theorem 6.1.

Lemma 7.1. $U_{\infty}$ preserves the values at the absorbing points, that is,

$$
U_{\infty} x\left(\tau_{i}\right)=x\left(\tau_{i}\right) \quad i=1,2, \cdots, m
$$

where $x(t) \in \mathbb{C}(\Omega)$.
Lemma 7.2. If $x(t)$ is a fixed point of $U$ in $\mathbb{S}(\Omega)$ having the value zero at each of the absorbing points $\tau_{i}(i=1,2, \cdots, m)$, then $x(t) \equiv 0$. Two continuous fixed points of $U$ which are equal at each $\tau_{i}(i=1,2$, $\cdots, m$ ) are identical.

Proof. Let $x(t)$ be a fixed point of $U$ with $x\left(\tau_{i}\right)=0(i=1,2, \cdots, m)$. We apply Lemma 6.2 to the family of functions consisting of the single function $x(t)$. Since $U^{n} x=x$ all $n$, the conditions of the lemma are trivially satisfied and hence $\lim _{n \rightarrow \infty}\left\|U^{n} x\right\|=0$, that is, $\|x\|=0$. Therefore the first part of the lemma is proved.

If $x(t), y(t)$ are two fixed points in $\mathfrak{G}(\Omega)$ such that $x\left(\tau_{i}\right)=y\left(\tau_{i}\right)$ ( $i=1,2, \cdots, m$ ) then, applying the first part of the lemma to the function $z(t)=x(t)-y(t)$, we obtain $z(t) \equiv 0$. Hence the lemma is proved.

Lemma 7.3. Let $\psi_{i}(t)=U_{\infty} \phi_{i}(t)(1 \leqq i<\infty)$. Then $\psi_{i}(t)$ is a fixed point of $U$ in $\subseteq \subseteq(\Omega)$. If $i>m, \psi_{i}(t) \equiv 0$. If $i \leqq m, \psi_{i}(t)$ is the unique fixed point of $U$ having the value 1 at $\tau_{i}$ and the value zero at each of the other absorbing points $\tau_{j}(j \neq i, 1 \leqq j \leqq m)$. Moreover

$$
\begin{equation*}
\sum_{1}^{m} \psi_{i}(t)=1 \tag{7.1}
\end{equation*}
$$

Proof. $\quad U \psi_{i}=U U_{\infty} \phi_{i}=U_{\infty} \phi_{i}=\psi_{i} \quad(1 \leqq i<\infty)$
since $U U_{\infty}=U_{\infty}$ by Theorem 6.1. Hence $\psi_{i}$ is a fixed point of $U$. For $i>m, \phi_{i}(t)$ has the value zero at each of the absorbing points $\tau_{j}(1 \leqq j$ $\leqq m$ ) (by 3.5) and hence by Lemma $7.1 \psi_{i}(t)$ has the same property and thus, by Lemma 7.2 , is identically zero. If $1 \leqq i \leqq m$, then since $\phi_{i}(t)$ has the value 1 at $\tau_{i}$ (by (3.1)) and the value zero at each $\tau_{j}$ ( $j \neq i, 1 \leqq j \leqq m$ ) by (3.5), we have by Lemma 7.1 that $\psi_{i}$ has the same properties and hence since $\psi_{i}$ is a fixed point of $U$, by Lemma 7.2 it is the unique fixed point with these values at the vertices.

By (2.5) $\sum_{1}^{\infty} \phi_{i}(t)=1$. By Dini's theorem, the convergence is uniform so that we have in the sense of $\mathcal{G}(\Omega), \sum_{1}^{\infty} \phi_{i}=1$. Hence since $U_{\infty}$ is continuous $\sum_{1}^{\infty} \psi_{i}=1$, and since $\psi_{i}(t)=0(i>m), \sum_{1}^{m} \psi_{i}(t)=1$ and the lemma is established.

Theorem 7.1. If $x \in \mathbb{C}(\Omega)$ then

$$
U_{\infty} x=\sum_{i=1}^{m} x\left(\tau_{i}\right) \psi_{i}
$$

Proof. Let

$$
y(t)=\sum_{i=1}^{m} x\left(\tau_{i}\right) \psi_{i}(t)
$$

Clearly by Lemma $7.3, y$ is a fixed point of $U$ such that $y\left(\tau_{i}\right)=x\left(\tau_{i}\right)$ $(i=1, \cdots, m)$. By Theorem 6.1, $U_{\infty} x$ is a fixed point of $U$ and by Lemma $7.1 U_{\infty} x\left(\tau_{i}\right)=x\left(\tau_{i}\right)(i=1, \cdots, m)$. Hence by Lemma 7.2, $y=U_{\infty} x$ and the theorem is proved.

## 8. The convergence theorem in $\mathfrak{M}(\Omega)$.

Theorem 8.1. Let

$$
\mu \in \mathfrak{M}(\Omega),
$$

then

$$
T^{n} \mu \rightarrow T_{\infty} \mu
$$

where the half-arrow denotes weak-star convergence, that is,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(x, T^{n} \mu\right)=\left(x, T_{\infty} \mu\right), \quad x \in \mathfrak{C}(\Omega) \tag{8.1}
\end{equation*}
$$

where $T_{\infty}$ is a positive continuous linear tranformation of norm 1 of $\mathfrak{M}(\Omega)$ into itself. $T_{\infty}$ is the adjoint of $U_{\infty}$ and

$$
\begin{equation*}
T_{\infty} \mu=\sum_{i}^{m}\left(\int_{\Omega} \psi_{i}(t) d \mu(t)\right) \delta_{i} \tag{8.2}
\end{equation*}
$$

where $\delta_{i}$ is the probability measure with all its measure concentrated at the point $\tau_{i}$.

Proof. Theorem 6.1 gives that for $x \in \mathbb{C}(\Omega)$, we have $\lim _{n \rightarrow \infty} U^{n} x=U_{\infty} x$, the convergence being in the sense of $\mathfrak{G}(\Omega)$. It follows that $\lim _{n \rightarrow \infty}\left(U^{n} x, \mu\right)$ $=\left(U_{\infty} x, \mu\right)$ for $\mu \in \mathfrak{M}(\Omega)$. Let $T_{\infty}$ be the adjoint of $U_{\infty}$ that is, $\left(U_{\infty} x, \mu\right)$ $=\left(x, T_{\infty} \mu\right)$. Hence by (2.10) $\lim _{n \rightarrow \infty}\left(x, T^{n} \mu\right)=\left(x, T_{\infty} \mu\right)$ and (8.1) is established. $T_{\infty}$ being the adjoint of $U_{\infty}$ is a continuous linear transformation of $\mathfrak{M}(\Omega)$ into itself of norm 1 and it is clearly positive. By Theorem 7.1 $U_{\infty} x=\sum_{1}^{m} x\left(\tau_{i}\right) \psi_{i}$. Hence for $\mu \in \mathfrak{M}(\Omega),\left(U_{\infty} x, \mu\right)=\sum_{1}^{m} x\left(\tau_{i}\right)\left(\psi_{i}, \mu\right)$. Let $T^{\prime} \mu=\sum_{1}^{m}\left(\psi_{i}, \mu\right) \delta_{i} . \quad T^{\prime \prime} \mu$ is an element of $\mathfrak{M}(\Omega)$ and it is clear that $\left(U_{\infty} x, \mu\right)=\left(x, T^{\prime} \mu\right)$ for all $x \in \mathbb{C}(\Omega)$. Hence $T^{\prime}=U_{\infty}^{*}=T_{\infty}$. Thus $T_{\infty} \mu=$ $\sum_{1}^{m}\left(\psi_{i}, \mu\right) \delta_{i}$ and the theorem is proved.
9. Probability interpretation of $\psi_{i}(t)$. It is easy to see from the definition (2.9) of $U$, that $U^{n} \phi_{i}(t)$ represents the probability, that given the initial state of the system is $t$, that at the end of the $(n+1)$ st unit time interval the transformation $A_{i}$ is applied. $\psi_{i}(t)=\lim _{n \rightarrow \infty} U^{n} \phi_{i}(t)$ thus represents the limiting probability of applying $A_{i}$, given that initially the state of the system is $t$.

Another point of view is obtained from (8.2). If $\delta_{t_{0}}$ is the probability measure concentrated at the single point $t_{0}$, then $T_{\infty} \delta_{t_{0}}=\sum_{1}^{m} \psi_{1}\left(t_{0}\right) \delta_{i}$, so that $\psi_{i}\left(t_{0}\right)$ gives the probability that if the initial state is $t_{0}$, the limiting state is $\tau_{i}$.

To sum up, we have two probability interpretations for $\psi_{i}(t)$ :
(1) Limiting probability as $n \rightarrow \infty$ that at the $n$th step in the process, the transformation $A_{i}$ is applied, given that the initial state is $t$.
(2) Probability that the limiting state is $\tau_{i}$, given that the initial state is $t$.

I wish to express my thanks to the referee for some useful comments.
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