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1. Introduction. The theory of regular univalent functions in the unit circle $U_{z}$ has been developed for various subclasses, for example, the class of real univalent functions which leads to symmetric domains, the class of bounded univalent functions whose image domain lies with in the unit circle and the functions for which the image domains are convex or star-like. The approach through the calculus of variations has been used very successfully towards the solution of extremal problems belonging to the various classes and also towards the determination of the extremal domains. The purpose of the present paper is to show how the method of interior variations due to Schiffer [1] can be adapted for the following subclasses:
(i) The class $V$ of symmetric regular univalent-functions $f(z)$ in $U_{z}$ which have the form $f(z)=z+\sum_{n=2}^{\infty} a_{n} z^{n}$ with real $a_{n}$. In particular we show that if $\varphi\left(a_{2}, a_{3}, \cdots, a_{n} ; \bar{a}_{2}, \bar{a}_{3}, \cdots, \bar{a}_{n}\right)$ is a real valued function which is symmetric and analytic in $a_{\nu}$ and $\bar{a}_{\nu}(\nu=2,3, \cdots, n)$ and where $\left\{a_{n}\right\}$ are the coefficients in the power series expansion of the more general class $V_{1}$ of regular univalent functions then, under the assumption that the function $f(z)$ whose coefficients $\left\{a_{\nu}\right\}$ maximize $\varphi\left(a_{2}, \cdots, a_{n}\right.$, $\bar{a}_{2}, \cdots, \bar{a}_{n}$ ) is symmetric, the functional differential equation satisfied by $f(z)$ in the general class $V_{1}$ is the same as the functional differential equation satisfied by $f(z)$ in the class $V$.
(ii) The class $S$ of bounded univalent functions $f(z)$ in $U_{z}$ which are normalized so that $f(0)=0,|f(z)| \leq 1$ and at a fixed point $\zeta \in U_{z}$, $f(\zeta)=\omega$. In particular we find the functions which maximize or minimize $\left|f^{\prime}(\zeta)\right|$.
(iii) The class $\Sigma$ of bounded univalent functions $f(z)$ in $U_{z}$ which are real on the real axis and are normalized so that $f(0)=0,|f(z)| \leqq 1$ and at a fixed point $\zeta$ on the real axis $f(\zeta)=\omega$. In particular we find the functions which maximize or minimize $f(\eta)$ for real $\eta \in U_{z}$.

We observe that the existence and uniqueness of the solutions of these problems is assured because the families of functions belonging to the classes $V, S$ and $\Sigma$ are normal and compact.
2. Real univalent functions. Let $D$ be the image in the $W$-plane

[^0]$W=f(z) \in V$ of $|z| \leqq 1$ and let us consider the Schiffer variation
\[

$$
\begin{equation*}
W_{1}^{*}=W+a \rho^{2} \frac{W}{W_{0}\left(W-W_{0}\right)}+\bar{a}^{\rho^{2}} \stackrel{W}{W_{0}\left(W-W_{0}\right)}, \tag{1}
\end{equation*}
$$

\]

where $\bar{W}_{0}$ is an interior point of $D$. It is easily seen that for small enough $\rho$ say $\rho_{1}<\rho,\left|W-W_{0}\right|=\rho_{1}$ and $\left|W-\bar{W}_{0}\right|=\rho_{1}$ lie entirely in $D$ and $W_{1}^{*}$ is univalent on the boundary $C$ of $D$ and maps it univalently on to the boundary $C^{*}$ of the new domain $D^{*}$. Further, we see that $W_{1}^{*}=0$ for $W=0$ and that $W_{1}^{*}$ is real for real values of $W$. Thus if $W$ is a symmetric univalent function which vanishes at the origin we have obtained another neighbouring function which also has the same properties. In order to be able to add some side conditions to the function $W$ we consider the variation

$$
W^{*}=W+\rho^{2} \sum_{\nu=1}^{p}\left\{\frac{\alpha_{\nu} W}{\left(W-W_{\nu}\right) W_{\nu}}+\begin{array}{c}
\bar{\alpha}_{\nu} W  \tag{2}\\
\left(W-W_{\nu}\right) W_{\nu}
\end{array}\right\}
$$

where $p$ is an integer $\geqslant 1$. This variation is of the same type as (1) and has the independent constants $\left(\alpha_{\nu}\right)^{p}$ which can be used to satisfy the side conditions, if any.

The technique of getting the variation formula for $f(z)$ under the variation (2) is similar to that used in [2] in getting the variation formula for $f(z)$ under the variation $W^{*}=W+a \rho^{2} /\left(W-W_{0}\right)$. For the sake of completeness we mention that we first find the variation formula for the Green's function $G(W, 0)$ of $D$ under the variation (2). We thus have [3]

$$
\grave{\varrho}(W, 0)=\Re\left[\begin{array}{c}
\rho^{2}  \tag{3}\\
2 \pi i
\end{array} \int_{\Gamma} p^{\prime}(\eta, 0) p^{\prime}(\eta, W) \varphi(\eta) d \eta\right]+O\left(\rho^{3}\right),
$$

where

$$
\varphi(W)=\sum_{\nu=1}^{p}\left\{\begin{array}{c}
\alpha_{\nu} W  \tag{4}\\
\left(W-W_{\nu}\right) W_{\nu}
\end{array}+\begin{array}{c}
\bar{\alpha}_{\nu} W \\
\left(W-W_{\nu}\right) W_{\nu}
\end{array}\right\}
$$

and $p(W, \eta)$ is the analytic function whose real part is the Green's function $G(W, \eta)$ and $\Gamma$ is a curve system in $D$ which is homotopic to $C$ and such that $\varphi(W)$ is analytic in the ring system bounded by $C$ and $\Gamma$. If now $z=\varphi(W)$ is the inverse function of $W=f(z)$ then the relationship of the Green's function $G(W, \omega)$ to the function $\varphi(W)$ is given by

$$
G(W, \omega)=-\log \left|\begin{array}{c}
\varphi(W)-\varphi(\omega)  \tag{5}\\
1-\varphi(\omega) \varphi(W)
\end{array}\right| ;
$$

and in particular

$$
G(W, 0)=\log \frac{1}{|\varphi(W)|}
$$

Proceeding in this way we find that the variation formula for $f(z)$ is given by
(6) $f^{*}(z)=f(z)+\sum_{\nu=1}^{p} \alpha_{\nu} \rho^{2}\left[\begin{array}{cc}z^{\prime 2} & f^{\prime}(z) \\ 1-z t_{\nu} t_{\nu} f^{\prime \prime 2}\left(t_{\nu}\right)\end{array}+\frac{z f^{\prime}(z)}{z_{\nu} f^{\prime \prime 2}\left(z_{\nu}\right)} z_{\nu}-z\right.$

$$
\begin{aligned}
& \left.+\frac{f(z)}{f\left(z_{\nu}\right)\left(f(z)-f\left(z_{\nu}\right)\right)}\right]+\Sigma \bar{\alpha}_{\nu} \rho^{2}\left[\frac{z^{2}}{1-z \overline{\bar{z}_{\nu}}} \frac{f^{\prime}(z)}{\bar{z}_{\nu} f^{\prime 2}\left(z_{\nu}\right)}+\frac{z f^{\prime}(z)}{t_{\nu} f^{\prime 2}\left(t^{\nu}\right)} \frac{1}{t_{\nu}-z}\right. \\
& \left.+\frac{f(z)}{f\left(t_{\nu}\right)\left(f(z)-f\left(t_{\nu}\right)\right)}\right]+O\left(\rho^{3}\right),
\end{aligned}
$$

where

$$
t_{\nu}=\varphi\left(\bar{W}_{\nu}\right) \quad \text { or } \quad f\left(t_{\nu}\right)=f\left(\bar{z}_{\nu}\right)
$$

Let $f(z)$ have the following power series expansion

$$
\begin{equation*}
f(z)=z+\sum_{n=2}^{\infty} a_{n} z^{n} \tag{7}
\end{equation*}
$$

where the $a_{n}$ are real. Then denoting by $a_{n}^{*}$ the coefficient of $z^{n}$ in $f^{*}(z)$ and substituting these expansions in (6) and equating the coefficients of $z^{n}$ on both sides we get

$$
\begin{align*}
a_{n}^{*}= & a_{n}+2 \Re\left\{\rho ^ { \prime } \sum _ { \nu = 1 } ^ { \nu } \alpha _ { \nu } \left[A _ { \nu } \sum _ { m = 1 } ^ { n - 1 } \left(z_{\nu}^{m}+z_{\nu}^{-m}(n-m) a_{n-\ldots}+n_{\alpha n}+z_{\nu}^{n-1}\right.\right.\right.  \tag{8}\\
& \left.\left.+z_{\nu}^{-(n-1)}+T_{n}\left(f\left(z_{\nu}\right)\right)\right]\right\}+O\left(\rho^{3}\right),
\end{align*}
$$

where

$$
A_{\nu}=\frac{1}{z_{\nu}^{2} f^{\prime \prime}\left(z_{\nu}\right)}
$$

and $T_{n}(f(z))$ are given by the formula

$$
\begin{equation*}
\frac{f(z)}{f\left(t_{\nu}\right)\left(f(z)-f\left(t_{\nu}\right)\right)}=\sum_{n=1}^{\infty} z^{n} T_{n}\left(f\left(t_{\nu}\right)\right) . \tag{9}
\end{equation*}
$$

We remark that (8) is the variation formula for the coefficient $a_{n}$ given by (7) and for $\nu=1$ it agrees with the variation formula obtained by Schiffer [2] for $\left|\alpha_{n}\right|$ when $\alpha_{n}$ are complex. Further, if we put $\delta a_{n}$ $=a_{n}^{*} / a_{1}^{*}-a_{n}$ then $d a_{n}=\delta a_{n}+O\left(\rho^{3}\right)$ and we find that $\delta a_{n}$ in the present case is twice $\delta \alpha_{n}$ in the general case $\alpha_{n}=\alpha_{n}+i \beta_{n}$.

Now let us consider a function $\varphi\left(a_{2}, \cdots, a_{n}, \bar{a}_{2}, \cdots, \bar{a}_{n}\right)$ which is symmetric and analytic in $a_{\nu}$ and $\bar{a}_{\nu}$ and has real coefficients. Then, because $a_{\nu}=\alpha_{\nu}+i \beta_{\nu}$, we can write $F\left(\alpha_{2}, \cdots, \alpha_{n} ; \beta_{2}, \cdots, \beta_{n}\right)=\varphi\left(a_{2}, \cdots, a_{n}\right.$; $\bar{a}_{2}, \cdots, \bar{a}_{n}$ ), and the function $F$ will contain only even powers of $\beta_{\nu}$ 's and

$$
\begin{equation*}
\frac{\partial F}{\partial \beta_{v}}=0 \text { if } \beta_{2}=\beta_{3}=\cdots=\beta_{n}=0 . \tag{10}
\end{equation*}
$$

Further, the condition for the extremum of $F$ in the general case when $a_{\nu}$ are complex is

$$
\sum_{\nu=2}^{n}\left[\frac{\partial F}{\partial \alpha_{\nu}} d \alpha_{\nu}+\frac{\partial F}{\partial \beta_{\nu}} d \beta_{\nu}\right]=0,
$$

which in the limit when $\rho \rightarrow 0$ can be written as

$$
\begin{equation*}
\sum_{\nu=1}^{n}\left[\frac{\partial F}{\partial \alpha_{\nu}} \partial \alpha_{\nu}+\frac{\partial F}{\partial \beta_{\nu}} \partial \beta_{\nu}\right]=0 . \tag{11}
\end{equation*}
$$

If $a_{\nu}$ are real then in view of (10), (11) reduces to

$$
\begin{equation*}
\sum_{\nu=2}^{n} \frac{\partial F}{\partial \alpha_{\nu}} \partial \alpha_{\nu}=0 . \tag{12}
\end{equation*}
$$

We will obtain the same equation if we look for the solution of the extremumproblem in the particular class $V$ of real functions. Thus under the assumption that the extremum function is real the functional differential equation in the general case will coincide with the differential equation in the symmetric case. We know from compactness arguments that the problem $\varphi=\max$ has a solution in $V$. We also know that the same problem has a solution in the general class $V_{1}$. What we have shown is that both extremum functions satisfy the same functional differential equation. This implies that either there are many solutions of the problem in the class $V_{1}$ or that the solution lies in the class $V$. Thus in particular the coefficient problem $a_{n} \bar{a}_{n}=$ max leads to the same functional differential equation for real univalent functions as for the general class.
3. Bounded univalent functions. We now consider a variation which transforms a function of the class $S$ into another function of the class $S$. We will first obtain a variation which keeps the origin fixed and also keeps the unit circumference fixed. We will then add the side condition that for a fixed $\zeta, f(\zeta)=\omega$. Let

$$
\begin{equation*}
W_{2}^{*}=W+a \rho^{2}{ }_{W}^{W}-W_{0}-\bar{a} \rho^{2} W^{2} W_{0} W+O\left(\rho^{4}\right), \tag{13}
\end{equation*}
$$

where $O\left(\rho^{4}\right)$ can be suitably chosen and $W_{0}$ is an interior point of the image domain of $|z| \leqq 1$ by $f(z)$. For small enough $\rho$, $W_{2}^{*}$ is a univalent function of $W$ outside $\left|W-W_{0}\right|=\rho_{1}<\rho$ such that $W_{2}^{*}=0$ for $W=0$ and keeps the unit circumference $|W|=1$ fixed. In fact, to prove the latter, we observe that when

$$
|W|=1, \quad W=\frac{1}{W}
$$

and

$$
\begin{equation*}
\left|W_{2}^{*}\right|=\left[1+4 \rho^{4}\left\{\Im\left(\frac{a}{W-W_{0}}\right)\right\}^{2}\right]^{1 / 2}+O\left(\rho^{4}\right) . \tag{14}
\end{equation*}
$$

So to the order $\rho^{2}$ the unit circumference is kept fixed. By adding to (13) term of the order of $\rho^{4}$ one could make the unit circumference fixed. To see this let us denote by $D^{*}$ the boundary of the domain to which $W_{2}^{*}$ maps the unit circumference $|W|=1$. Now by the Riemann mapping theorem there exists an analytic function $S\left(W_{2}^{*}\right)$ which vanishes at the origin and maps $D^{*}$ univalently on the unit circumference $\left[S\left(W_{2}^{*}\right)\right.$ ] $=1, W_{2}^{*} \in D^{*}$. From the boundary behavior (14) of $W_{2}^{*}$ when $W_{2}^{*} \in D^{*}$ we then conclude that

$$
\left|\begin{array}{c}
S\left(W_{2}^{*}\right)  \tag{15}\\
W_{2}^{*}
\end{array}\right| \simeq 1+O\left(\rho^{4}\right)
$$

Since $\log \left|S\left(W_{2}^{*}\right) / W_{2}^{*}\right|$ is harmonic in $\left|W_{2}^{*}\right|<1$, we conclude, by the maximum principle that (15) holds everywhere inside the unit circle. Thus

$$
S\left(W_{2}^{*}\right)=S^{*}(W)=W_{2}^{*}+O\left(\rho^{4}\right)
$$

for $|W|=1$. We have thus obtained a function $S^{*}(W)$ which maps the unit circumference $|W|=1$ onto itself and differs from $W_{2}^{*}$ by $O\left(\rho^{4}\right)$.

A more general type of variation which can take care of some extra side conditions can be written in the form

$$
W^{*}=W+\sum_{\nu=1}^{n}\left[\begin{array}{c}
a_{\nu} \rho^{2} W  \tag{16}\\
W-W_{\nu}-\frac{\bar{a}_{\nu} \rho^{2} W^{2}}{1-W_{\nu} W}
\end{array}\right]+O\left(\rho^{4}\right)
$$

Taking $n=1$ we get according to the procedure outlined in $\S 2$ the following variation formula

$$
\begin{equation*}
\varphi^{*}(W)=\varphi(W)-a_{0} \rho^{2} A\left(W, W_{0}\right)+\bar{a}_{0} \rho^{2} B\left(W, \bar{W}_{0}\right) \tag{17}
\end{equation*}
$$

$$
-a_{1} \rho^{2} A\left(W, W_{1}\right)+\vec{a}_{1} \rho^{2} B\left(W, \bar{W}_{1}\right)+O\left(\rho^{1}\right)
$$

where

$$
\begin{equation*}
A\left(W, W_{0}\right)=\frac{W \varphi^{\prime}(W)}{W-W_{0}}+\frac{W_{0} \varphi^{\prime \prime}\left(W_{0}\right) \varphi(W)}{\varphi\left(W_{0}\right)\left(\varphi\left(W_{0}\right)-\varphi(W)\right)} \tag{18}
\end{equation*}
$$

and

$$
\begin{equation*}
B\left(W, \bar{W}_{0}\right)=\frac{W^{2} \varphi^{\prime}(W)}{1-W W_{0}}-\frac{\varphi^{2}(W) \overline{W_{0} \varphi^{\prime 2}\left(W_{0}\right)}}{\varphi\left(W_{0}\right)\left(1-\varphi(\bar{W}) \varphi\left(W_{0}\right)\right)} \tag{19}
\end{equation*}
$$

Since we require that for all $f(z) \in S$ and fixed $\zeta, f(\zeta)=\omega$, we must have $\varphi^{*}(\omega)=\varphi(\omega)=\zeta$. Thus we obtain the determining relation between $a_{0}$ and $a_{1}$
(20) $-a_{0} A\left(\omega, W_{0}\right)+\bar{a}_{0} B\left(\omega, \bar{W}_{0}\right)-a_{1} A\left(\omega, W_{1}\right)+\bar{\alpha}_{1} B\left(\omega, \bar{W}_{1}\right)+O\left(\rho^{2}\right)=0$.

We shall see that in general we can prescribe $W_{0}, W_{1}$ and $a_{0}$ arbitrarily and adjust $a_{1}$ such that (20) holds.

Again, as $\varphi^{\prime}(W)=1 / f^{\prime}(z)$ we see that the minimum and maximum of $\left|f^{\prime}(\zeta)\right|$ would be given by the maximum and minimum of $\left|\varphi^{\prime}(\omega)\right|$. Thus the necessary condition for the extremum of $\left|f^{\prime}(\zeta)\right|$ is

$$
\begin{align*}
& \Re\left[a_{0} \frac{A^{\prime}\left(\omega, W_{0}\right)}{\varphi^{\prime}(\omega)}-\bar{a}_{0} \frac{B^{\prime}\left(\omega, \bar{W}_{0}\right)}{\varphi^{\prime}(\omega)}+a_{1} \frac{A^{\prime}\left(\omega, W_{1}\right)}{\varphi^{\prime}(\omega)}-\bar{a}_{1} \frac{B^{\prime}\left(\omega, \bar{W}_{1}\right)}{\varphi^{\prime}(\omega)}\right]  \tag{21}\\
&+O\left(\rho^{2}\right)=0
\end{align*}
$$

where $A^{\prime}\left(\omega, W_{0}\right)$ and $B^{\prime}\left(\omega, \bar{W}_{0}\right)$ are, respectively, the derivatives of $A\left(\omega, W_{0}\right)$ and $B\left(\omega, \bar{W}_{0}\right)$ with respect to the first argument.

The extremum condition (21) can also be written in the form

$$
\begin{equation*}
a_{\imath} C\left(\omega, W_{0}\right)-\bar{a}_{0} \overline{C\left(\omega, W_{0}\right)}+a_{1} C\left(\omega, W_{1}\right)-\bar{a}_{1} \overline{C(\omega,} \overline{\left.W_{1}\right)}+O\left(\rho^{2}\right)=0, \tag{22}
\end{equation*}
$$

where

$$
C\left(\omega, W_{0}\right)=\frac{A^{\prime}\left(\omega, W_{0}\right)}{\varphi^{\prime}(\omega)}-\frac{\overline{B^{\prime}\left(\omega, W_{0}\right)}}{\varphi^{\prime}(\omega)}
$$

From (20) it is clear that for a fixed value of $a_{0}, a_{1}$ is a linear function of $a_{\mathrm{j}}$ and $\bar{a}_{\mathrm{s}}$ and can be written as

$$
\begin{equation*}
a_{1}=\frac{a_{0}\left(\overline{B_{0}} B_{1}-A_{0} \bar{A}_{1}\right)+\bar{a}_{0}\left(B_{0} \overline{A_{1}}-\overline{A_{0}} B_{1}\right)}{\left|B_{1}\right|^{2}-\left|A_{1}\right|^{2}}+O\left(\rho^{2}\right), \tag{23}
\end{equation*}
$$

if

$$
\begin{equation*}
\left|B_{1}\right|^{2} \neq\left|A_{1}\right|^{2}, \tag{24}
\end{equation*}
$$

where we have put $A_{0}=A\left(\omega, W_{0}\right), A_{1}=A\left(\omega, W_{1}\right)$, and similarly for $B_{0}$ and $B_{1}$. We will show later that (24) can always be taken to be valid. Taking the case when (24) holds, we get on substituting this value of $a_{1}$ in (22) that

$$
\begin{equation*}
a_{0}\left[C\left(\omega, W_{0}\right)+\bar{\lambda} \bar{B}_{0}-\lambda A_{0}\right]+\bar{a}_{0}\left[\overline{C\left(\omega, W_{0}\right)}+\lambda B_{0}-\bar{\lambda} \bar{A}_{0}\right]+O\left(\rho^{2}\right)=0 \tag{25}
\end{equation*}
$$

where

$$
\lambda=\overline{\overline{B_{1}} C\left(\omega, W_{1}\right)+\overline{\mathrm{A}_{1}} C\left(\omega, W_{1}\right)} .
$$

This holds for all sufficiently small values of $\rho$; hence because $a_{0}$ is arbitrary, in the limit $\rho \rightarrow 0$ the extremum function satisfies the equation

$$
\begin{equation*}
C\left(\omega, W_{0}\right)=\lambda A\left(\omega, W_{0}\right)-\bar{\lambda} \overline{B\left(\omega, \overline{W_{0}}\right)} \tag{26}
\end{equation*}
$$

where $\lambda$ is independent of $W_{0}$. Again, because $W_{0}$ is an arbitrary point from (26), the equation satisfied by the extremum function can be written in the form

$$
\begin{align*}
& \left.\begin{array}{c}
(1+\alpha)(\omega-W)-\omega \\
(\omega-W)^{2} \\
(1-\bar{\omega} W)^{2}
\end{array}\right)+\frac{\bar{\omega}(2+\bar{\alpha})(1-\bar{\omega} W)+\bar{\lambda} \omega \varphi^{\prime}(\omega)}{\omega-W}+\frac{\bar{\lambda} \omega^{2} \varphi^{\prime}(\omega)}{1-\bar{\omega} W}  \tag{27}\\
& \quad W \varphi^{\prime 2}(W)\left[-\frac{\varphi(W)}{\varphi(W)}[\varphi(W)-\varphi(\omega))^{2}-\frac{\varphi(\omega)(2-\varphi(\omega) \varphi(W))}{(1-\varphi(\omega) \varphi(W))^{2}}\right. \\
& \left.\quad+\begin{array}{c}
\lambda \varphi(\omega) \\
\varphi(W)-\varphi(\omega)+\frac{\bar{\lambda}}{\varphi^{2}(\omega)} \\
1-\varphi(\omega) \varphi(W)
\end{array}\right],
\end{align*}
$$

where

$$
\alpha=\omega \varphi^{\prime \prime}(\omega) / \varphi^{\prime}(\omega)=-f(\zeta) f^{\prime \prime}(\zeta)
$$

We now prove the following.

Lemma. For the extremum functions of the class $S$ which satisfy the equation (27), we have

$$
\begin{equation*}
\mathfrak{F}\left\{1+\omega \varphi^{\prime \prime}(\omega) \mid \varphi^{\prime}(\omega)-\lambda \omega \varphi^{\prime}(\omega)\right\}=0 \tag{28}
\end{equation*}
$$

and

$$
\begin{equation*}
\Im(\lambda \varphi(\omega))=0 \tag{29}
\end{equation*}
$$

Proof. Let us consider the variation

$$
\begin{align*}
& W^{*}=W+\frac{a_{0} \rho^{2} W}{W-W_{0}}-\frac{\bar{a}_{0} \rho^{2} W^{2}}{1-W_{0} W}+\frac{a_{1} \rho^{2} W}{W-W_{1}}-\begin{array}{c}
\bar{a}_{1} \rho^{2} W^{2} \\
1-W_{1} W
\end{array}  \tag{30}\\
&+i T \rho^{2} W+O\left(\rho^{4}\right),
\end{align*}
$$

where $T$ is real. It is easily seen that this variation keeps the origin and the unit circumference fixed and, for small enough $\rho$, is univalent on the boundary. So this is an acceptable variation. Under this variation the variation formula (17) will have the additional term $i T \rho^{2} W \varphi^{\prime}(W)$ on the right-hand side. This will give rise to an additional term $i T \rho^{2} \omega \varphi^{\prime}(\omega)$ in (19), and to $i T\left\{1+\omega \varphi^{\prime \prime}(\omega) / \varphi^{\prime}(\omega)\right\}$ in (21). Then, because (26) holds, the equation corresponding to (26) in this case will give rise to (28).

To prove (29) we observe that the derivation of the variational equation (17) leaves an arbitrariness which permits us to add a term $i k \varphi(W)$, for $k$ real, to the right hand side of (17). The addition of this term does affect the extremum condition (21), but it does appear as $i k \varphi(\omega)$ in the equation (20). The equation corresponding to (26) will then have an extra term $i k(\lambda \varphi(\omega)-\lambda \varphi(\omega)$, which must vanish since (26) has been proved to be the equation for the extremum function.

Transforming (27) in terms of $f(z)$ and using (28) and (29) we find that the extremum function statisfies the differential equation

$$
\begin{align*}
& f^{\prime 2}(z)\left(f(z)-\alpha_{1}\right)\left(f(z)-\alpha_{2}\right)  \tag{31}\\
& f(z)(f(z)-\omega)^{2}(1-\bar{\omega} f(z))^{2}
\end{align*}=D \frac{\left(z-\beta_{1}\right)\left(z-\beta_{2}\right)}{z(z-\zeta)^{2}(1-\bar{\zeta} z)^{2}}
$$

where the constants $\alpha_{1}, \alpha_{2}, D, \beta_{1}$ and $\beta_{2}$ are obtained from (27) in the following form:

$$
\begin{equation*}
D=\frac{\bar{\zeta}\left(-2|\zeta|^{2}+\lambda \zeta\left(|\zeta|^{2}-1\right)\right)}{\bar{\omega}\left(\beta\left(1-|\omega|^{2}\right)-\left(1+|\omega|^{2}\right)\right)}, \tag{32}
\end{equation*}
$$

$$
\begin{align*}
& f^{2}(z)+\frac{f(z)}{\bar{\omega}} \frac{4|\omega|^{2}+\beta\left(-1+|\omega|^{2}\right)}{\beta\left(1-|\omega|^{2}\right)-\left(1+|\omega|^{2}\right)}+\frac{\omega}{\bar{\omega}} \equiv\left(f(z)-\alpha_{1}\right)\left(f(z)-\alpha_{2}\right),  \tag{33}\\
& z^{2}+\frac{z}{\zeta}-1+4|\zeta|^{2}+|\zeta|^{4}+2 \zeta\left(1-|\zeta|^{4}\right)+\frac{\zeta}{\zeta} \equiv\left(z-\beta_{1}\right)\left(z-\beta_{2}\right),
\end{align*}
$$

and

$$
\beta=1+\omega \varphi^{\prime \prime}(\omega) / \varphi^{\prime}(\omega)-\lambda \omega \varphi^{\prime}(\omega) .
$$

One further finds from (33) and (34) that $\left|\alpha_{1} \alpha_{2}\right|=1$ and $\left|\beta_{1} \beta_{2}\right|=1$. In order to fix $\lambda$ which remains arbitrary, as yet, we need the geometry of the extremum domain. In particular we prove the following.

Theorem. If $f(z)$ is a function of the class $S$ for which $\left|f^{\prime}(\zeta)\right|$ is
either a maximum or a minimum, then $f(z)$ maps the unit circle $|z|<1$ onto a slit domain.

Proof. If the theorem were not true, then there would exist a point $W_{0},\left|W_{0}\right|<1$ such that a neighborhood of $W_{0}$ is contained in $|W|<1$ and does not belong to the image domain. In the variation (16) taking $W_{0}$ and $W_{1}$ to be two such points we get the following variation formula for $f(z)$ :

$$
f^{*}(z)=f(z)+\rho^{2} \sum_{\nu=0}^{1}\left[\begin{array}{cc}
a_{\nu} f(z) & \bar{\alpha}_{\nu} f^{2}(z)  \tag{35}\\
f(z)-f\left(z_{\nu}\right) & 1-f(z) f\left(z_{\nu}\right)
\end{array}\right]+O\left(\rho^{4}\right) .
$$

The requirement that for all $f(z), f(\zeta)=f(\zeta)=\omega$, yields that

$$
\begin{equation*}
\sum_{\nu=0}^{1}\left[\frac{a_{\nu}(\omega)}{\omega-f\left(z_{\nu}\right)}-\frac{\bar{a}_{\nu}\left(\omega^{2}\right.}{1-\omega f\left(z_{\nu}\right)}\right]+O\left(\rho^{2}\right)=0 \tag{36}
\end{equation*}
$$

and the condition for the extremum of $\left|f^{\prime}(\zeta)\right|$ leads to

$$
\begin{equation*}
\mathfrak{R}\left\{\sum_{\nu=0}^{1}\left[\frac{-a_{\nu} f\left(z_{\nu}\right)}{\left(\omega-f\left(z_{\nu}\right)\right)^{2}}-\frac{\bar{a}_{\nu}\left(2-\omega f\left(z_{\nu}\right)\right)}{\left(1-\omega f\left(z_{\nu}\right)\right)^{2}}\right]\right\}+O\left(\rho^{2}\right)=0 \tag{37}
\end{equation*}
$$

Thus, because

$$
\left|\frac{1}{\omega-f\left(z_{\nu}\right)}\right|^{2}>\left|\begin{array}{c}
\omega \\
1-\omega f\left(z_{\nu}\right)
\end{array}\right|^{2},
$$

we see that the extremal function satisfies the equation

$$
\begin{equation*}
\frac{f(z)}{(\omega-f(z))^{2}}+\frac{\bar{\omega}(2-\bar{\omega} f(z))}{(1-\bar{\omega} f(z))^{2}}=\frac{\lambda \omega}{\omega-f(z)}-\frac{\bar{\lambda} \overline{\omega^{2}}}{(1-\bar{\omega} f(z))^{2}} . \tag{38}
\end{equation*}
$$

But this is impossible since the left hand side has a second order pole at $z=\zeta$, where as the right hand side has only a first order pole.

As a consequence of this theorem it follows that (24) can always be assumed to hold. Indeed, if it were not so, we could find no point $z_{1}$ in $|z| \leq 1$ such that $\left|A_{1}\right| \neq\left|B_{1}\right|$. Hence, because $A_{1}$ and $\bar{B}_{1}$ are analytic functions of $z_{1}$ and as equality is to hold for all $z_{1}$, we have

$$
\begin{equation*}
A(\omega, f(z))=\mu \overline{B(\omega, f(z))}, \tag{39}
\end{equation*}
$$

$$
|\mu|=1
$$

(39) gives the following differential equation for $f(z)$ :

$$
\begin{align*}
& f^{\prime 2}(z)\left[\left(\omega f^{\prime 2}(\zeta)-\mu \bar{\omega}^{2} f^{\prime}(\zeta)\right)-f(z)\left(|\omega|^{2} f^{\prime \prime 2}(\zeta)-\mu \bar{\omega}^{2} f^{\prime}(\zeta)\right)\right]  \tag{40}\\
& f^{\prime \prime}(\zeta) f(\zeta) f(z)(f(z)-\omega)(1-\bar{\omega} f(z)) \\
& \quad=\frac{\zeta\left(1-\mu \overline{\zeta^{2}}\right)-z\left(|\zeta|^{2}-\mu \overline{\zeta^{2}}\right)}{z(z-\zeta)(1-\zeta z)} .
\end{align*}
$$

But the function given by the differential equation (40) does not map the unit circle onto a slit domain, because at one end of the slit $f^{\prime}(z)$ will have a first order zero. Hence the right hand side of (40) should have a second order zero on the unit circumference. Since this is obviously not so, we have shown that (24) can always be taken to be valid.

We have thus shown that all extremal functions $f(z)$ which belong to $S$, and for which $\left|f^{\prime}(\zeta)\right|$ is a maximum or minimum, satisfy the differential equation (31). As the extremal function $f(z)$ maps $|z| \leqq 1$ onto a slit domain, at one end of the slit $f^{\prime}(z)$ will have a first order zero. To this zero of $f^{\prime}(z)$ there need to be a corresponding zero on the righthand side of (31), and as it is on the unit circumference $|z|=1$, we must have $\beta_{1}=\beta_{2}=e^{i \rho}$ in (31). Further, because the slit will make an angle $\theta$ with the unit circle such that $|\theta|<\pi$, we get from simple geometric considerations and the fact that the right hand side of (31) has no pole at any point on the unit circumference that $\alpha_{1}=\alpha_{2}=e^{i \theta}$. Geometrically this means that the slit starts from the unit circumference $|W|=1$, making an angle $\pi / 2$ with it.

As a result of the equality of $\alpha_{1}, \alpha_{2}$ and $\beta_{1}, \beta_{2}$, we have from (33) and (34) that

$$
\begin{equation*}
f(\zeta) f^{\prime \prime}(\zeta)-\lambda \frac{f(\zeta)}{f^{\prime}(\zeta)}= \pm \frac{2|\omega|}{1-|\omega|^{2}}-1 \tag{41}
\end{equation*}
$$

and

$$
i \zeta=1 \mp \begin{gather*}
2|\zeta|  \tag{42}\\
1-|\zeta|^{2}
\end{gather*}
$$

Eliminating $\lambda$ from both these equations one finds that, at the fixed point $\zeta$, the extremum function satisfies the equation

$$
\begin{equation*}
\zeta f^{\prime \prime}(\zeta) f^{\prime}(\zeta)-\left(1 \mp \frac{2|\zeta|}{1-|\zeta|^{2}}\right)=\frac{\zeta f^{\prime}(\zeta)}{f(\zeta)}\left[-1 \pm \frac{2|f(\zeta)|}{1-|f(\zeta)|^{2}}\right] \tag{43}
\end{equation*}
$$

The differential equation (31) now reduces to

$$
\begin{equation*}
\underset{f(z)(f(z)-\omega)^{2}(1-\bar{\omega} f(z))^{2}}{f^{\prime 2}(z)(f(z) \bar{\omega} \pm|\omega|)^{2}} \overline{(1 \mp|\omega|)^{2}} \bar{\omega}=\frac{(1 \mp|\zeta|)^{2}}{\bar{\zeta}} \frac{(z \bar{\zeta} \mp|\zeta|)^{2}}{z(z-\zeta)^{2}(1-\zeta z)^{2}}, \tag{44}
\end{equation*}
$$

where on each side either the upper or the lower sign is to be taken at one time.

From (44) one can get the information regarding the nature of the extremum domain. On account of the slit character of the extremum domain, the unit circumference $|W|=|f(z)|=1$ is definitely a part of the boundary. Further, if $z=e^{i \theta}$ we get from (44) that

$$
\begin{gathered}
z^{2} f^{\prime 2}(z)(f(z) \bar{\omega} \pm|\omega|)^{2} \\
f(z)(f(z)-\omega)^{2}(1-\bar{\omega} f(z))^{2}
\end{gathered} \frac{(1 \mp|\omega|)^{2}}{\bar{\omega}}
$$

is real. Hence, writing $W(t)=f(z)$ and making a proper choice of the parameter $t$, we can put it in the form

$$
\begin{equation*}
W^{\prime 2} \frac{(W \bar{\omega} \pm|\omega|)^{2}}{W(W-\omega)^{2}(1-\bar{\omega} W)^{2}} \frac{(1 \mp|\omega|)^{2}}{\bar{\omega}}=C \tag{45}
\end{equation*}
$$

$C$ being some real constant. We now observe that this is an ordinary differential equation of the first order and hence has only one solution. Further, the straight line $W=r|\omega| / \bar{\omega}$, where $r$ is a real parameter, does satisfy the differential equation. Since there is only one slit, this line corresponds to the slit and we conclude that the boundary of the image domain consists of the unit circumference and a radial slit pointing inwards at the points $\pm|\omega| / \bar{\omega}$.

Taking the square root and integrating (44) we obtain

$$
\begin{align*}
& {\left[ \pm \log \frac{\sqrt{ } f(z)-\sqrt{\omega}}{\sqrt{f(z)}+\sqrt{\omega}}+\log \begin{array}{l}
1+\sqrt{\bar{\omega} f(z)} \\
1-\sqrt{\omega} \frac{f(z)}{}
\end{array}\right]+\text { const. }}  \tag{46}\\
& \quad= \pm\left[ \pm \log \sqrt{\sqrt{z}-\sqrt{\zeta}} \sqrt{z-\sqrt{\zeta}}+\log \frac{1+\sqrt{\zeta} z}{1-\sqrt{\zeta} z}\right]
\end{align*}
$$

The various possibilities arising from different combinations of signs on the two sides of (46) are to be taken in such a way that the singularities at $f(z)=\omega$ and $z=\zeta$ on the two sides of (46) balance each other. We are thus left with only four possible combinations which after some simple algebra give rise to the following equations for the extremal functions:

$$
\begin{equation*}
\frac{\left(1-|\omega|^{2}\right) \omega \cdot f(z)}{(\omega-|\omega| f(z))^{2}}=\frac{(1 \mp|\zeta|)^{2} z \zeta}{(\zeta \mp|\zeta| z)^{2}}, \tag{47}
\end{equation*}
$$

and

$$
\begin{gather*}
(1+|\omega|)^{2} \omega f(z)  \tag{48}\\
(\omega+|\omega| f(z))^{2}
\end{gather*}=\frac{(1 \pm|\zeta|)^{2} z \zeta}{(\zeta \pm|\zeta| z)^{2}}
$$

Equations (47) and (48), respectively, give rise to the following values of $f^{\prime}(\zeta)$ :

$$
\begin{equation*}
f^{\prime}(\zeta)={ }_{\zeta}^{\omega} \frac{1 \pm|\zeta|}{\zeta} \frac{1-|\omega|}{1 \mp|\zeta|} 1+|\omega|, \tag{49}
\end{equation*}
$$

and

$$
\begin{equation*}
f^{\prime}(\zeta)={ }_{=}^{\omega} 1 \mp|\mp| \zeta\left|\frac{1+|\omega|}{\zeta} 1 \pm|\zeta| 1-|\omega| .\right. \tag{50}
\end{equation*}
$$

As $|\omega| \leq|\zeta|$, one easily sees that the maximum value of $\left|f^{\prime}(\zeta)\right|$ is given by

$$
\begin{equation*}
f^{\prime}(\zeta)=\frac{\omega}{\zeta} \frac{1+|\zeta|}{1-|\zeta|} \frac{1+|\omega|}{1-|\omega|}, \tag{51}
\end{equation*}
$$

and that the function $f(z)$ corresponding to it is given by

$$
\begin{equation*}
\frac{(1+|\omega|)^{2} \omega f(z)}{(\omega+|\omega| f(z))^{2}}=\frac{(1-|\zeta|)^{2} z \zeta}{(\zeta-|\zeta| z)^{2}} . \tag{52}
\end{equation*}
$$

Also, the minimum of $\left|f^{\prime}(\zeta)\right|$ is given by

$$
\begin{equation*}
f^{\prime}(\zeta)=\frac{\omega}{\zeta} \frac{1-|\zeta|}{1+|\zeta|} \frac{1-|\omega|}{1+|\omega|}, \tag{53}
\end{equation*}
$$

and the function corresponding to it is given by

$$
\begin{equation*}
\frac{(1-|\omega|)^{2} \omega f(z)}{(\omega-|\omega| f(z))^{2}}=\frac{(1+|\zeta|)^{2} z \zeta}{(\zeta+|\zeta| z)^{2}} . \tag{54}
\end{equation*}
$$

We have thus proven the following.
Theorem. Let $S$ denote the family of regular univalent functions $f(z)$ defined in the unit circle $|z| \leq 1$ such that $|f(z)| \leq 1, f(0)=0$ and, for some fixed point $\zeta$ in $|z|<1, f(\zeta)=\omega$. Then the maximum and minimum values of $\left|f^{\prime}(\zeta)\right|$ are given by

$$
f^{\prime}(\zeta)=\begin{array}{ll}
\omega & 1 \pm|\zeta|  \tag{55}\\
\zeta & 1 \mp|\zeta| \\
1 \mp|\omega|
\end{array},
$$

and the corresponding maximizing and minimizing functions are, respectively, given by the equation

$$
\begin{equation*}
\frac{(1 \pm|\omega|)^{2} \omega f(z)}{(\omega \pm|\omega| f(z))^{2}}=\frac{(1 \mp|\zeta|)^{2} z \zeta}{(\zeta \mp|\zeta| z)^{2}}, \tag{56}
\end{equation*}
$$

where the upper signs on both sides give the maximal function and the lower signs on both sides given the minimal function. The boundaries of the maximal and the minimal domains consist of the unit circumference together with radial slits starting, respectively, at the points $\pm|\omega| / \bar{\omega}$, the end points of the slits being the images of the points $\mp|\xi| / \bar{\zeta}$ by the corresponding functions given by (56).

We now remark that we could as well have tried to solve the following problem:

In the class $S$ of regular univalent functions $f(z)$ in $|z| \leqq 1$ statisfying the normalization $f(0)=0,|f(z)| \leqq 1$ and, $f(\zeta)=\omega$ at some fixed point $\zeta$ in $|z|<1$, to find the function which maximizes $|f(\gamma)|$ at some $\eta \neq \zeta$ in $|z|<1$.

The existence and uniqueness of the solution is easily proven. It can also be readily shown that the extremal domain will be a slit damain. The variational equation for the extremum as obtained from (17) can be written as

$$
\begin{align*}
\Re i\left\{\left[\begin{array}{c}
a_{3} A\left(\omega_{1}, f\left(z_{0}\right)\right) \\
\omega_{1}
\end{array} \bar{a}_{0} B\left(\omega_{1}, f\left(z_{0}\right)\right)\right.\right. & +\frac{a_{1} A\left(\omega_{1}, f\left(z_{1}\right)\right)}{\omega_{1}}  \tag{57}\\
& \left.\left.-\frac{\bar{a}_{1} B\left(\omega_{1}, \overline{\left.f\left(z_{1}\right)\right)}\right.}{\omega_{1}}\right]\right\}=0,
\end{align*}
$$

where $\omega_{1}=f(\eta)$, and we have replaced $\varphi(\omega)$ by $\zeta$ and $W_{0}$ by $f\left(z_{0}\right)$, $\varphi\left(W_{0}\right)=z_{0}, \varphi^{\prime}\left(W_{0}\right)$ by $1 / f^{\prime}\left(z_{0}\right)$, and similarly for $W_{1}$.

By arguments similar to those which lead to the equation (26) we can again assert that if

$$
\begin{equation*}
C_{0}=\frac{A\left(\omega_{1}, f\left(z_{0}\right)\right)}{\omega_{1}}-\frac{A\left(\bar{\omega}_{1}, f\left(z_{0}\right)\right)}{\bar{\omega}_{1}}, \tag{58}
\end{equation*}
$$

then the extremum function will satisfy the equation

$$
\begin{equation*}
C_{0}=\mu A\left(\omega, f\left(z_{0}\right)\right)-\bar{\mu} \overline{B\left(\omega, f\left(z_{0}\right)\right)}, \tag{59}
\end{equation*}
$$

where $\mu$ is independent of $f\left(z_{0}\right)$.
As in the lemma we can again show that $\mu f(\zeta) \mid f^{\prime}(\zeta)$ and $\mu \zeta$ are real. The differential equation for the extremum function can now be written as

$$
\begin{align*}
& f^{\prime 2}(z)\left(f(z)-c_{1}\right)\left(f(z)-d_{1}\right) \\
& f(z)\left(f(z)-\omega_{1}\right)(f(z)-\omega)(1-\bar{\omega} f(z))\left(1-\overline{\omega_{1}} f(z)\right)  \tag{60}\\
&=K_{z(z-\eta)(z-\zeta)(1-\zeta z)(1-\bar{\eta} z)},
\end{align*}
$$

where $\left|c_{1} d_{1}\right|=1$, and $\left|e_{1} e_{2}\right|=1$ and $c_{1}, d_{1}, e_{1}, e_{2}$ and $K$ can be determined by a comparison with (59).

From geometric considerations and the fact that the extremal domain will be a slight domain, one easily deduces that $c_{1}=d_{1}=e^{i \theta}$ and $e_{1}=e_{2}=e^{i \gamma}$. These conditions lead to
(61) $\quad\left[\left(1-\left|\omega_{1}\right|^{2}\right)\left(1+|\omega|^{2}\right)-\mu_{1}\left(1-|\omega|^{2}\right)\left(1+\left|\omega_{1}\right|^{2}\right)\right]^{2}=4\left|\left(1-\left|\omega_{1}\right|^{3}\right) \omega-\mu_{1}\left(1-|\omega|^{2}\right) \omega_{1}\right|^{2}$, and

$$
\begin{equation*}
\left[\left(1-|\eta|^{2}\right)\left(1+|\zeta|^{2}\right) \alpha_{1}-\mu \zeta\left(1-|\zeta|^{2}\right)\left(1+|\eta|^{2}\right)\right]^{2}=4\left|\left(1-|\eta|^{2}\right) \zeta \alpha_{1}-\mu \zeta \eta\left(1-|\zeta|^{2}\right)\right|^{2}, \tag{62}
\end{equation*}
$$

where

$$
\mu_{1}=\mu f(\zeta) \mid f^{\prime}(\zeta)
$$

and

$$
\alpha_{1}=\eta f^{\prime}(\eta) \mid f(\gamma) .
$$

Eliminating $\mu$ from (61) and (62), we get

$$
\begin{equation*}
\frac{\zeta f^{\prime}(\zeta)\left[\left|\omega-\omega_{1}\right| \pm\left|1-\bar{\omega} \omega_{1}\right|\right]^{2}}{f(\zeta)}=\frac{\eta f^{\prime}(\eta)}{\left(1-|\omega|^{2}\right)\left(1-\left|\omega_{1}\right|^{2}\right)} \frac{[|\zeta-\eta| \pm|1-\bar{\zeta} \gamma|]^{2}}{f(\eta)} . \tag{63}
\end{equation*}
$$

From the slit character of the extremal domain and geometric considerations we prove that the boundary of the extremal domain consists of the unit circumference with a slit that starts at right angles to the circumference. But we can no longer claim that this slit is radial. Also, because the integration of (60) involves hyperelliptic integrals it is not possible to get analytically any further information about the nature of the image domain. However, if one could show that the image domain is symmetric one could obtain an explicit result at least when $\zeta$ and $\eta$ are real. We are thus lead to reformulate the problem for bounded symmetric univalent functions.
4. Symmetrtc bounded univalent functions. We now want to construct a variation which keeps the unit circumference and the real axis fixed and which maps the origin into the origin. Evidently such a variation will be a combination of the variations considered in §§ 2 and 3. One easily deduces that any such variation will be of the form

$$
\begin{equation*}
W_{1}^{*}=W+\frac{a_{0} \rho^{2} W}{W-W_{0}}-\frac{\bar{a}_{0} \rho^{2} W^{2}}{1-W_{0} W}+\frac{\bar{a}_{0} \rho^{2} W}{W-\bar{W}_{0}}-\frac{a_{0} \rho^{2} W^{2}}{1-W_{0} W}+O\left(\rho^{1}\right), \tag{64}
\end{equation*}
$$

where $O\left(\rho^{1}\right)$ can be suitably chosen.
In order to be able to get a variation which can take account of some side conditions we need to take a linear combination of the variational terms in (64) with different $a_{0}$ and $W_{0}$. Thus, we get the variation

$$
\begin{equation*}
W^{*}=W+\sum_{\nu=0}^{n}\left[\frac{a_{\nu} \rho^{2} W\left(1-W^{\nu}\right)}{\left(W-W_{\nu}\right)\left(1-W_{\nu} W\right)}+\frac{\bar{\alpha}_{\nu} \rho^{2} W\left(1-W^{2}\right)}{\left(W-W_{\nu}\right)\left(1-W_{\nu} W\right)}\right]+O\left(\rho^{4}\right) \tag{65}
\end{equation*}
$$

The variation formula for $f(z)$ in this case is

$$
\begin{align*}
& f^{*}(z)= f(z)+\rho^{2} \sum_{\nu=0}^{n}\left[\begin{array}{c}
a_{\nu} f(z)\left(1-f^{2}(z)\right) \\
\left(f(z)-f\left(z_{\nu}\right)\right)\left(1-f(z) f\left(z_{\nu}\right)\right) \\
\end{array}\right.  \tag{66}\\
&+\frac{\bar{a}_{\nu} f(z)\left(1-f^{2}(z)\right)}{\left(f(z)-f\left(z_{\nu}\right)\right)\left(1-f(z) f\left(z_{\nu}\right)\right)}+\frac{a_{\nu} f^{\prime}(z) z\left(1-z^{2}\right)}{\left(z_{\nu}-z\right)\left(1-z_{\nu} z\right) \frac{f\left(z_{\nu}\right)}{z_{\nu} f^{\prime \prime}\left(z_{\nu}\right)}} \\
&\left.+\frac{\bar{a}_{\nu} f^{\prime}(z) z\left(1-z^{2}\right)}{\left(1-\bar{z}_{\nu} z\right)\left(\bar{z}_{\nu}-z\right) \overline{\bar{z}_{\nu}} \bar{f}^{\prime \prime}\left(z_{\nu}\right)}\right]+O\left(\rho^{\prime}\right) .
\end{align*}
$$

If we require $f^{*}(\zeta)=f(\zeta)=\omega$, $\zeta$ real, we get, using that $f(z)$ is symmetric,

$$
\begin{equation*}
\Re\left[\sum a_{\nu}\left\{\frac{\omega\left(1-\omega^{2}\right)}{\left(\omega-f\left(z_{\nu}\right)\right)\left(1-\omega f\left(z_{\nu}\right)\right)}-\frac{\zeta\left(1-\zeta^{2}\right) f^{\prime}(\zeta)}{\left(\zeta-z_{\nu}\right)\left(1-\zeta z_{\nu}\right)} \frac{f\left(z_{\nu}\right)}{z_{\nu} f^{\prime \prime 2}\left(z_{\nu}\right)}\right\}\right]+O\left(\rho^{2}\right)=0 \tag{67}
\end{equation*}
$$

Also, if $\eta$ is real, then the condition for the extremum of $f(\eta)=\omega_{1}$ is

$$
\begin{equation*}
\mathfrak{R}\left[\sum a_{\nu}\left\{\frac{\omega_{1}\left(1-\omega_{1}^{2}\right)}{\left(\omega_{1}-f\left(z_{\nu}\right)\right)\left(1-\omega_{1}\right.} \overline{\left.f\left(z_{\nu}\right)\right)}-\frac{\eta\left(1-\eta^{2}\right) f^{\prime}(\eta)}{\left(\eta-z_{\nu}\right)\left(1-\eta z_{\nu}\right) z_{\nu} f^{\prime 2}\left(z_{\nu}\right)}\right\}\right]+O\left(\rho^{2}\right)=0 \tag{68}
\end{equation*}
$$

Thus the extremum function satisfies the equations (67) and (68). By Lagrange's method of multipliers we see that the equation satisfied by the extremum function is

$$
\begin{align*}
& z f^{\prime 2}(z)\left[\frac{\left(1-\omega_{1}^{2}\right)}{f(z)}-\frac{\lambda\left(1-\omega^{2}\right)}{\left(\omega_{1}-f(z)\right)\left(1-\omega_{1} f(z)\right)}-\frac{\alpha-f(z))(1-\omega f(z))}{\left(\omega-\gamma_{1}^{2}\right)}-\frac{\alpha_{1} \lambda\left(1-\zeta^{\prime 2}\right)}{(\zeta-z)(1-\zeta z)},\right. \tag{69}
\end{align*}
$$

where

$$
\alpha=\eta f^{\prime}(\gamma) / f(\gamma)
$$

and

$$
\alpha_{1}=\zeta f^{\prime} /(\zeta)^{\prime} f(\zeta)
$$

It is easily proven in this case that the image domain is a slit domain. Thus, as in $\S 3$, from geometric considerations and the fact that the image domain is a slit domain we conclude that numerators on both the sides of (69) should be perfect squares. We thus have that either

$$
\begin{equation*}
\alpha(1+\eta)(1-\zeta)=\alpha_{1} \lambda(1+\zeta)(1-\eta) \tag{70}
\end{equation*}
$$

or

$$
\begin{equation*}
\alpha(1-\gamma)(1+\zeta)=\alpha_{1} \lambda(1-\zeta)(1+\eta) ; \tag{71}
\end{equation*}
$$

and either

$$
\begin{equation*}
\left(1+\omega_{1}\right)(1-\omega)=\lambda(1+\omega)\left(1-\omega_{1}\right) \tag{72}
\end{equation*}
$$

or

$$
\begin{equation*}
\left(1-\omega_{1}\right)(1+\omega)=\lambda(1-\omega)\left(1+\omega_{1}\right) . \tag{73}
\end{equation*}
$$

The differential equation finally reduces to the form

$$
\begin{array}{r}
\frac{\left(1 \pm \omega_{1}\right)\left(\omega-\omega_{1}\right)\left(1-\omega \omega_{1}\right) f^{\prime 2}(z)(f(z) \mp 1)^{2}}{\left(1 \mp \omega_{l} f(z)\right)(\omega-f(z))\left(\omega_{1}-f(z)\right)(1-\omega f(z))\left(1-\omega_{1} f(z)\right)}  \tag{74}\\
=\frac{\alpha(1 \pm \eta)(\zeta-\eta)(1-\zeta \eta)(z \mp 1)^{2}}{(1 \mp \eta) z(\zeta-z)(\eta-z)(1-\zeta z)(1-\eta z)},
\end{array}
$$

where the upper or the lower sign on each side is to be taken at one time.

The alternative in (70), (71) and (72), (73) arises on account of the ambiguity of sign of the root in (74).

In the left hand side of (74) let us make the transformation

$$
f(z)=\mp \begin{align*}
& W+1  \tag{75}\\
& W-1
\end{align*},
$$

according as we take the upper or the lower sign in (74). Then the left hand side transforms either to

$$
\begin{equation*}
-\frac{16 W^{\prime 2} W^{2}\left(1+\omega_{1}\right)\left(\omega-\omega_{1}\right)\left(1-\omega \omega_{1}\right)}{(1+\omega)^{2}\left(1+\omega_{1}\right)^{2}\left(W^{2}-1\right)\left(W^{2}-\beta_{1}^{2}\right)\left(W^{2}-\beta_{2}^{2}\right)}, \tag{73}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{16 W^{\prime 2} W^{2}\left(1-\omega_{1}\right)\left(\omega-\omega_{1}\right)\left(1-\omega \omega_{1}\right)}{(1-\omega)^{2}\left(1-\omega_{1}\right)^{2}\left(W^{2}-1\right)\left(W^{2}-\beta_{1}^{-2}\right)\left(W^{2}-\beta_{2}^{-2}\right)}, \tag{77}
\end{equation*}
$$

respectively, where $\beta_{1}=(1+\omega) /(1-\omega)$ and $\beta_{2}=\left(1+\omega_{1}\right) /\left(1-\omega_{1}\right)$.
Similarly, making the transformation

$$
\begin{equation*}
z=\mp \frac{y+1}{y-1} \tag{78}
\end{equation*}
$$

according as we take the upper or the lower sign in the right hand side of (74), we get either

$$
-\begin{gather*}
16 \alpha y^{\prime 2} y^{2}(1+\eta)(1-\zeta \eta)(\zeta-\eta)  \tag{79}\\
\left(y^{2}-1\right)\left(y^{2}-\gamma_{1}^{2}\right)\left(y^{2}-\gamma_{2}^{2}\right)(1-\gamma)
\end{gather*},
$$

or

$$
\begin{equation*}
-\frac{16 \alpha y^{\prime 2} y^{2}(1-\eta)(1-\zeta \eta)(\zeta-\eta)}{\left(y^{2}-1\right)\left(y^{2}-\gamma_{1}^{-2}\right)\left(y^{2}-\gamma_{2}^{-2}\right)(1+\eta)}, \tag{80}
\end{equation*}
$$

respectively, where $\gamma_{1}=(1+\zeta) /(1-\zeta)$ and $\gamma_{2}=(1+\eta) /(1-\eta)$. We note that (77) is obtained from (76) by changing the signs of $\omega$ and $\omega_{1}$, and similarly (80) is obtained from (79) by changing the signs of $\zeta$ and $\eta$. Thus it is enough to consider the cases

$$
\begin{equation*}
\left.c_{1} \sqrt{W^{\prime} W} W^{2}-1\right)\left(W^{2}-\bar{\beta}_{1}^{2}\right)\left(W^{2}-\overline{\beta_{2}^{2}}\right) \quad= \pm c_{2} \frac{y^{\prime} y}{\sqrt{\left(y^{2}-1\right)\left(y^{2}-\gamma_{1}^{2}\right)\left(y^{2}-\gamma_{2}^{2}\right)}} \tag{81}
\end{equation*}
$$

where

$$
c_{2}=\left[\begin{array}{c}
\alpha(1+\eta)(\zeta-\eta)(1-\zeta \eta) \\
(1-\eta)(1+\zeta)^{2}(1+\eta)^{2}
\end{array}\right]^{1 / 2},
$$

and

$$
c_{1}=\left[\begin{array}{c}
\left(1+\omega_{1}\right)\left(\omega-\omega_{1}\right)\left(1-\omega \omega_{1}\right) \\
(1+\omega)^{2}\left(1+\omega_{1}\right)^{2}
\end{array}\right]^{1 / 2} .
$$

Putting

$$
W_{2}=W^{2}-\frac{1}{3}\left(1+\beta_{1}^{2}+\beta_{2}^{2}\right),
$$

and

$$
X=y^{2}-\frac{1}{3}\left(1+\gamma_{1}^{2}+\gamma_{2}^{2}\right),
$$

we have from (81), on integration,

$$
c_{1} v=c_{2} u+\text { const. }
$$

where $p(v)=W_{2}$ and $p^{*}(u)=X, p$ and $p^{*}$ being the Weierstrass's $p$ functions.

Since $f(0)=0, f(\zeta)=\omega$ and $f(\eta)=\omega_{1}$, we get, using the periodicity and homogeneity property of the $p$-functions,

$$
\begin{equation*}
W_{2}=\frac{c_{1}^{2}}{c_{2}^{2}} X \tag{82}
\end{equation*}
$$

Transforming back to $z$ and $f(z)$, we can write (82) in the form

$$
\begin{align*}
& {\left[\begin{array}{l}
f(z)-1 \\
f(z)+1
\end{array}\right]^{z}-1\left\{\begin{array}{l}
1 \\
3
\end{array}\left\{\binom{1-(1)}{1+(1)}^{2}+\binom{1-\left(\omega_{1}\right)}{1+\left(\omega_{1}\right.}^{2}\right\}\right.}  \tag{83}\\
& =\frac{c_{1}^{2}}{c_{2}^{2}}\left[\binom{z-1}{z+1}^{2}-\frac{1}{3}\left\{1+\left(\frac{1-\zeta}{1+\zeta}\right)^{2}+\binom{1-\eta}{1+\eta}^{v}\right\}\right] .
\end{align*}
$$

Since $f(0)=0$ we have from (83) that

$$
\begin{equation*}
1-\frac{1}{3}\left\{1+\left(\frac{1-\omega}{1+\omega}\right)^{2}+\left(\frac{1-\omega_{1}}{1+\omega_{1}}\right)^{2}\right\}=\frac{c_{1}^{2}}{c_{2}^{2}}\left[1-\frac{1}{3}\left\{1+\binom{1-\zeta}{1+\zeta}^{2}+\left(\frac{1-\eta}{1+\eta}\right)^{2}\right\}\right] . \tag{84}
\end{equation*}
$$

This gives us $\omega_{1}$, but it involves $\alpha$ which is not yet known in terms of $\zeta$, $\omega$ and $\eta$. Towards this we observe that on subtracting (84) from (83) we have

$$
\frac{4 f(z)}{(f(z)+1)^{2}}=\frac{c_{1}^{2}}{c_{2}^{2}(1+z)^{2}},
$$

and because $f(\zeta)=\omega$ we have

$$
\begin{equation*}
\frac{\omega}{(1+\omega)^{2}}=\frac{c_{1}^{2}}{c_{2}^{2}(1+\zeta)^{2}}, \tag{85}
\end{equation*}
$$

and finally

$$
\begin{equation*}
\frac{f(z)(1+\omega)^{2}}{\omega(1+f(z))^{2}}=\frac{z(1+\zeta)^{2}}{(1+z)^{2} \zeta} \tag{86}
\end{equation*}
$$

Now, putting $z=\eta$ and $f(\gamma)=\omega_{1}$, we get for $\omega_{1}$ the required equation

$$
\begin{equation*}
\frac{(1+\omega)^{2}\left(\omega_{1}\right.}{\omega(1+\omega)^{2}}=\frac{\eta}{(1+\eta)^{2}} \quad(1+\zeta)^{2} \tag{87}
\end{equation*}
$$

Observing that all the possible extremal functions could be obtained by changing the signs of $\omega, \omega_{1}, \zeta$ and $\eta$ and taking all the combinations, we see that

$$
\begin{equation*}
\frac{(1 \pm \omega)^{2}}{\omega} \frac{f(z)}{(1 \pm f(z))^{2}}= \pm \frac{z}{(1 \pm z)^{2}} \frac{(1 \pm \zeta)^{2}}{\zeta}, \tag{88}
\end{equation*}
$$

gives all the extremal functions and

$$
\begin{equation*}
\frac{(1 \pm \omega)^{2} \omega_{1}}{\omega\left(1 \pm \omega_{1}\right)^{2}}= \pm \frac{\eta}{(1 \pm \eta)^{2}} \frac{(1 \pm \zeta)^{2}}{\zeta} \tag{89}
\end{equation*}
$$

the corresponding values of $\omega_{1}$, where at one time either the upper or the lower sign is to be taken on each side of (88) and (89).

Further, on account of the continuity and univalence of $f(z)$ on the
real axis, $f(z)$ will have the same sign or different sign as $z$ according as $\omega$ has the same or different sign as $\zeta$. Thus (88) and (89), respectively, reduce to

$$
\begin{equation*}
\frac{(1 \pm \omega)^{2}}{\omega} \frac{f(z)}{(1 \pm f(z))^{2}}=\frac{z}{(1 \pm z)^{2}}(1 \pm \zeta)^{2}, \tag{90}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{(1 \pm \omega)^{2}}{\omega} \frac{\omega_{1}}{\left(1 \pm \omega_{1}\right)^{2}}=\frac{\eta \quad(1 \pm \zeta)^{2}}{(1 \pm \eta)^{2}} \quad \zeta \quad . \tag{91}
\end{equation*}
$$

The following different cases need to be considered: (i) $\omega>0$, $\zeta>0$ and $\eta>0$ (ii) $\omega>0, \zeta>0$ and $\eta<0$ (iii) $\omega>0, \zeta<0$ and $\eta>0$ and (iv) $\omega>0, \zeta<0$ and $\eta<0$. We observe that (ii) can be easily deduced from (i) for in this case $\omega_{1}<0$, and the maximum and the minimum of $\omega_{1}$ in this case will be the same as the minimum and maximum of $\omega_{1}$ in (i). A similar relationship exists between (iii) and (iv). So we need to consider only the two cases (i) and (iii).

We now observe that if $|x|<1$ and $x$ is real then $x+1 / x$ is a monotonic decreasing function of $x$, and also that

$$
\begin{equation*}
\frac{\eta+1 / \eta-2}{\zeta+1 / \zeta-2} \lessgtr \frac{\eta+1 / \eta+2}{\zeta+1 / \zeta+2} \tag{92}
\end{equation*}
$$

according as $\eta \gtrless \zeta>0$.
With these considerations we can prove the following.
Theorem. Let $\Sigma$ be the class of bounded, symmetric univalent functions $f(z)$ which are normalized so that $|f(z)| \leqq 1,|z| \leqq 1, f(0)=0$ and $f(\zeta)=\omega$ where $\zeta$ is a fixed real point in $|z|<1$. Further let $\omega>0$, $\zeta>0$ and for some real point $\eta$ let $f(\eta)=\omega_{1}$. Then the maximum and the minimum values of $\omega_{1}$, when $\eta>\zeta$, are given by

$$
\begin{gather*}
\omega_{1}+1 / \omega_{1} \pm 2=  \tag{93}\\
\omega+1 / \omega \pm 2
\end{gather*}=\frac{\eta+1 / \eta \mp 2}{\zeta+1 / \zeta \mp 2},
$$

and the corresponding maximizing and minimizing functions are respectively given by

$$
\begin{equation*}
\underset{\omega}{(1 \pm \omega)^{2}} \frac{f(z)}{(1 \pm f(z))^{2}}=\frac{z}{(1+z)^{2}} \frac{(1 \mp \zeta)^{2}}{\zeta} \tag{94}
\end{equation*}
$$

where the upper signs on both sides give the maximum and the lower signs the minimum. However, if $\eta<\zeta$ then the maximum and minimum values given by (93) and the corresponding function given by (94) are interchanged.

If $\omega<0, \zeta<0$ and $\eta>0$ then the maximum and the minimum values of $\omega_{1}$ are given by

$$
\begin{equation*}
\frac{\omega_{1}+1 / \omega_{1} \pm 2}{\omega+1 / \omega \pm 2}=\frac{\eta+1 / \eta \pm 2}{\zeta+1 / \zeta \pm 2}, \tag{95}
\end{equation*}
$$

and the corresponding maximizing and minimizing functions are given by

$$
\begin{equation*}
\underset{\omega}{(1 \pm \omega)^{2}} \frac{f(z)}{(1 \pm f(z))^{2}}=\frac{z}{(1 \pm z)^{2}} \frac{(1 \pm \zeta)^{2}}{\zeta}, \tag{96}
\end{equation*}
$$

where, as before, the upper sign on both sides gives the maximum and the lower sign gives the minimum.

The boundary of the extremal domain in each case consists of the unit circumference with a radial slit starting either at $W=1$ or $W=-1$. The length of the slit differs in various cases.

My thanks are due to Professor M. Schiffer for his interest and help in the progress and completion of the paper.
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