
ON INTEGRATION OF 1-FORMS

MAURICE SION

U Introduction* It has been noted by several people that in order
to define the integral of some differential 1-form ω along a curve C, the
latter need not be of bounded variation. For example, in the extreme
(and trivial) case where ω is the differential of some function /, the
integral can be defined as the difference of the values assumed by /
at the end-points of C. No condition on C is necessary. H. Whithney
[4], with J. H. Wolfe, by the introduction of certain norms, has found
general abstract spaces of curves along which the integral of 1-forms
satisfying certain conditions can be defined. In fact, H. Whitney con-
siders integration of p-forms with p > 1. In a previous paper [2], we
obtained rather awkward conditions for a decent integral to exist that
depended on the number of higher derivatives of ω on C.

In this paper, we consider 1-forms ω possessing ' higher derivatives '
on C in a sense somewhat different from that due to H. Whitney [3]
which we used previously. A Lipschitz type condition on the remainders
of the Taylor expansion is imposed (see 4.1.). We define the a-variation
of a curve as the supremum of sums of αth powers of chords (see 2.7)
and show that the integral of ω along C exists if the ^-variation of C
is bounded, where a is related to the number of ' higher derivatives '
of ω on C. Under somewhat stronger hypotheses on C, we show that
this integral is an anti-derivative of ω on C.

2, Notation and basic definitions* Throughout this paper, N is a
positive integer and we use the following notation.

2.1. E denotes Euclidean (N + l)-space.

( JV \l/2
Σaϊ) for xe E.
ί-0 /

2.3. diam U = sup{d : d = | | x — y \\ for some x e U and y e U}

2.4. φ is a continuous function on the closed unit enterval to E and
C = range φ.

2.5. £f is the set of all subdivisions of the unit interval, i.e. functions
ϊ7 on {0,1, , k) for some positive integer k such that:

Γ(0) = 0, T(k) = 1, T(i - 1)< T(i) for i = 1, . . . , k

2.6. [Γ/α, b]= {i:a< T(i - 1 ) < T(i) < b}

2.7. Fβ(α,6) = sup Σ \\ψ(W - 1) - φ(T(i))\\*
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3 Properties of Va.

3.1. LEMMA. IfO<a<b<c<l, then

Va{a, b) + VJp, c) < a(a, c) < Va(a, b) + VJb, c) + (diam C)*

3.2. LEMMA. If a < β and Va(a, b) < oo, then Vβ(a, 6) > CXD.

Proof. Since yα(α, b) < oo, there is an integer % such that there
are at most n elements i e [Γ/α, δ] with || y>(T(i - 1)) - ψ(T(i)) || > 1 for
any T e £f. For any other i e [Γ/α, δ] we have

ί - 1)) - ψ{T{ΐ)) ||β < || sp(Γ(i - 1)) - φ(T(i)) II- .

Hence,

, 6) < Fα(α, 6) + n(diam Cf < oo .

4, Integration of 1-forms. In this section, we first define the kind
of differential form we shall be dealing with. Our definition is a variant
of Whitney's definition of a function m times differentiate on a closed
set [3]. Next, we choose a special sequence of subdivisions and proceed
to define the integral of the form over the curve C by taking sums of
polynomials of degree m and then passing to the limit. Under condi-
tions involving the generalized variation Va, we show that the integral
exists and possesses, in particular, the properties of linearity and ' anti-
derivative '.

Throughout this section, m is a positive integer, η > 0, K > 0.

4.1. The Differential Form. Let

for any (N + l)-tuple k .
N

i = ϋ

A differential 1-form ω on C is a function on the set of all (N + 1)-
tuples k, for which kt is a non-negative integer for i = 0, , N and
1 < <τk < m, to the set of real-valued functions on C such that

where

IRJp, y)\< K\\x- y\\™^-*κ for x e C and y e C .

It is important to note that, in case m = 1 and η > 0, ω is a dif-
ferential form on C satisfying a Holder condition. If however m > 1,
then ω is also a closed differential form on C, that is, dω — 0 on C,
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By taking m = 1 and η = 1, we get the sharp forms considered by
Whitney. The conditions we impose on C, however, are quite different
and, we feel, in practice easier to check than those obtained in [4].

4.2. The sequence of subdivisions. We define first, for each {n + 1)-
tuple of non-negative integers (s0, , sn), a point ί(s0, , sn) by recur-
sion on n and on sw. These will be the end-points of the wth subdivision
of the unit interval.

4.2.1. DEFINITION. ί(0) = 0, t(l) = 1 ,

tfaf f sn, 0) = t(sQ, , sn) ,

ί(s0> > sΛ, j + 1) = sup {u : t(sQ, , sn, j) < u < t(s0, , sn + 1)

a n d | | <p(u') - <f(t(s0, • • • , « ^

for any non-negative integers n and j .
We shall denote by T the sequence of subdivisions of the unit

interval such that :

range Tn — {u : u = £(s0, , O for some ^-tuple (s0, , sw)} .

4.2.2. LEMMA. For any non-negative integers n and j , we have

t(8Q9 ,sn)< t(sQ, , sn, j) < t(sQ, , sn + 1) .

4.2.3. LEMMA. For any positive integer n, i e [TJO, 1], j e [ZV3/0,1]
: Tn+1 is a refinement of Tn, i.e. range Tn c range Γn+1

if Γn(i - 1) < u < TJi),

then

1
\\ψ(Tn(i-l))-φ(u)\\<

2 n >

if

Tn-ti -1)< Tn(i - 1)< Tn{i) < Tn-tf) ,

then

\\φ{Tn(i-ϊ))-φ{Tn{i))\\ = ~ .

4.2.4 LEMMA. If F(x, y) is a real number whenever 0 < x < y < 1,
a 6 range Tn, b e range Γn, αw.cZ a <b, then

Σ *χrn+1(< - i), τn+1(i)) = Σ Σ
/] j € [ Γ / δ ] i [ / r a D
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4.3. The integral of ω. First, we define \ωdψ as the limit of
J&

certain sums of polynomials.

4.3.1. Definitions.

P(a,b) =P'(φ(a),φ(b)),

Sn(a, b) = Σ i T O * - 1), Γn(ί)) ,

S b

ωdψ and some of its
a

properties under conditions involving Va(a, b) for some a < m + η, we
introduce the following.

4.3.2. Definitions.

R{x, y, z) - P'(x, y) + P'(y, z) - P'(χ, z) .

m -1

Jf = gΣ , , , .

β — m + η -

4.3.3. L E M M A . // x, y, z e C, \\x - y \\ < δ and \\y - z\\ < δ, then

\R(x,y,z)\

Proof. Let h(v) = P'(x, v) for v e E. Then, h is a polynomial of
degree m. Let Or = {k:k is an (N + l)-tuple of non-negative integers
and 1 < σk < r).
For k e Or and p 6 Or, let p > k iff p4 > kt for i = 0, , N, and let

0KOVQ

then

= Σ g)
(p0 - ko)

Hence, by Taylor's formula

h(z) = h(y) + Σ ( < t " f
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+ Σ <Γ Σ
N - kN)

1}.
On the other hand from 4.3.1 and 4.1 we have

JN

= Σ |Γ
ka\-- kN\

Σ
ep>k

uo — κ>*) ί \pN

• ^o)fc° * (ZN ~

Σ

Making use of the condition on i2fc(a?, 2/) stated in 4.1, we get

37/γ. oA 4~ P'ίoj cΛ — P Y / Ϊ Ά\ <f V - ^ I 2/ ~ ^ | | β "" σ f c II ̂  "^ , y) -\r jr {y, z) — Jr {X, z) \ <^ 2-ι ^—, , — r
fceom ^ o ! ' kN !

4.3.4 LEMMA. Suppose \\x{0) - x(i) \\ < A and \\x(i - 1) - φ*) || <
A for i = 1, , p, whereas \\ x(i — 1) — α ('i) | | = A/rfor i = 1, , p — 1,

αZZ α (ΐ) e C.

= 1

Proof.

V
I 

I
I

-l),φ'))-P^

"V P ' / ^ O 1 ̂  />
* - l

p - 1

ί - 1

(0), x(p))

-1)) + 1

•
/— ) — X\

< Mr*A*-

(x(0), x(p))

P

i = l

yX[ v ~~~ JL ), X\ΊJ 1 )

"1 li "̂ Γ 1\/Tιy(^ ΛB~~&

a<< - 1) -

- P'(»(0), a

P

xyi) 11 .

4.β-*ί —

— X{%) II

4.3.5 LEMMA. Lei n > 1, α e rangeΓ n > 6 e rangeΓ n , a < b,

\Tn-.λ\a, 6] = 0 . Then

I Sn(a, b) - P(a, b) | < M5βVβ(a, b) .

Proof. Let

α' = sup{^ : u e range Ϊ V J and u < a}

br = sup{^: % e range Tw_x and ̂  < 6} .



282 MAURICE SION

First, suppose a <br <b. Then a! < a and, by 4.2.3

|| φ(u) - φ(af) | | < -A_ for α' < u < V
Li

| | f(u) - φ(b') 1| < - L - for 6' < M < & .

Hence

II tfΓΛi)) - ?(α) 11 < - 2 | - for i e [TJa, δ] ,

|| ψ{Tn{i)) - Ψ(V) 11 < φ-{ for i e [Γ./6', 6] ,

|| Ψ(Tn(i - 1)) - Ψ(TJj)) || = A for i e [ΓB/α, δ], Γn(i) ^ &', Γn(») Φ b .

LΛ

Replacing a by β in 4.3.4 and using 4.3.3 and 3.1, we see that

1 Sn(a, b) - P(a, 6) I = I Sn(a, b') + Sn(V, b) - P(a, b) \
< I SJa, b') - P(a, &') I + | Sn(b', b) - P(b', b) | + \P(a, b') + P(b', b) - P(a, b)|
< MWVβia, V) + M2t>Vβ(b', b) + MVβ(a, b) < M5βVβ(a, b) .

Next suppose b' < a. Then, for * e {TJa, 6],

n(* - l)) - ^

Hence, by 4.3.4,

I Sn(a, b) - P(a, b) I < MtfVβ(a, b) .

4.3.6 LEMMA. Let a e range Tn, b e range 21,,, α < b. Then,

1 SU(α, 6) - Sn(a, b) \ < M2«Va(a,

Proof. Using 4.2.4, 4.2.3 and 4.3.4, we see that

\Sn+1(a,b)-Sn(a,b)\

Γ Σ P(τn+ι(i - l), r.+1(»)) - P(Γ.o"Σ
[/

Σ

) Σ II P(ZVi(i ~ 1)) ~ ψ(Tn+ι{i)) \\« < M2*Va(
2 n J ί t / i

4.3.7. THEOREM. / / 0 < a < b < 1, a < β, Va(a, b) <
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< co .
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\ ωdψ

Proof. Let

an = inf {u : u e range Tn and α < ^} ,

δ'w = sup{% : u 6 range Tn and % < δ} .

If α = δ, the theorem is trivial. If a < δ, for % sufficiently large,
we have

a < a'n+1 < a'n < b'n < b'n+1 < b ,

[Γn/α, < ] = 0 and [TJK, δ] = 0 ,

II ̂ (αUi)^ ~ (Oil < ^ and || ψψn) - ψ(b'n+1) \\ <— .

Hence

I S n + 1 ( a , b) - SΛ(a, b)\ = \ S n + ι ( a ' n + 1 , b'n+1) - Sn(a'n, b'n)\
i nr / t t \ i or / f far \ \ O (}jr yj \ O (πr 7/ \ I

^ I £>n+l(an+lf 0>n) ~ P(θ>n + l9 an) I + I ̂ w + lί^w* % ) — Sn((lf

n, b'n) \

+ I Sn+ι(b'n, K+1) I - P(b'n, 6i+1) I + I P « + 1 , < ) I + lPφ'n, b'n+ι I < (by 4.3.5, 4.3.6)

< .

where

M'= sup
fc0

Therefore, for any positive integer p we have

Σ II Sn+P(a, b) - Sn(a, δ) I < Σ I Sn+Q+ι(a, δ) - Sn+q(a, b) |

Σ

Σ

±

Since, by 3.2, Vβ(a, δ) < co, with the help of 3.1 we see that Vβ(a, <) -> 0
and Vβ(b'n, δ) -> 0 as ^ -> co. Thus, the Sn(a, δ) form a Cauchy sequence

and \ ίϋcẐ < co.

4.3.8. THEOREM. Suppose δ > 0, a < β, L < c o , ^(δ) || < 1,
and

VJίa,b)<L\\φ(a)--φ(b)\\Λ

whenever 0 < a < b < 1 α̂ ίZ b — a < δ. Then, for some Mr < 00,
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I f' ωdψ - P(α, b) <M'\\φ(a)-φ(b)\\«

whenever 0 < a < b < 1 and b — a < d.

Proof. Given 0 < a < b < 1 and b - α < d, let

α£ = inf {̂  : ̂  6 range Tα and a < u} ,

δj = sup{w : ̂  e range Tq and ^ < 6}

and let n be the integer such that [Γ^/α, δ] = 0, \Tn\a, δ] Φ 0.
Given ε > 0, we can choose p so that

I f δ

ωdψ - S n + P ( a ' n + P , b'n+p) < e
I Ja

and

|P(α,δ)-Pα+,,δU)l<s

and

III ψ(a) - Ψ{b) | | - | | φ(a'n+p) - φ(b'n+p) | | | < ε .

Hence we need only to show that

I Sn+P(a'n+P, b'n+p) - P(af

n+P, b'n+p) \ < M'\\ φ(a'n+p) - φ(b'n+p) \\«

for some M* < CΌ and all positive integers p.
We can check that

\Sn+p(a'n+p, b'n+p) — P(a'n+py b'n+p) \

< I Sn(a'n, Vn) - P{a'n, b'n) I + \P(a'n+p, a'n) + P « , K) - P « + p , δQ |

+ i p « + p , δ;) + p(δ;, δt+J>) - P K + P , 6;+p) |
p-l

/ i i l-t VW'n + pj Cvn+k+l) ~Γ -^^V^n+fc+u U>n+k) -^\W'n+p> ^n+k) I
fc = ϋ

fc> On + p) I

+ I ̂ n+fc + l(^n+fc> ^n+fc) ^n + Λ^n+ky On + KJ 1}

Now, we observe that

for < + p < M < v < a'n+k ,

II Ψ(u) - φ(v) II < φ; f o r &»+* < % < v < b'n+p ,

L-̂  n+kl^n+k + lf ^n+kl = " ?

L-L n + klbn + k> ^w + fc + lJ = = ^

Hence by 4.3.5, 4.3.3, 4.3.6 we have
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« , b'n)

P\Q>n + p> bn + p ) I

+v, K) +

Σ

P- + 1 + 2-) Σ ( ^ r

+ 2 + (2 e - + 1 + 2-)) Σ

where

M' =
Λ) Σ (-—T + Ί

< oo, then4.3.9. THEOREM. // 0 < a < b < c < 1,1 Γ ωcẐ  + f° ω

5 c r& re

ωdψ = \ ωd^ + \ ωd^ .
α Jα J&

Proof. Let

«Λ — sup{^ : u e range Tn and % < 5}

b'n = inf {% : u e range Tw and b < u} .

We have l i m ^ P O C 6̂ ) = 0 and for sufficiently large n

Sn(a, c) = Sfn(a, 6) + P(αJ, 6i) + Sn(6, c) .

Taking the limit on both sides we get the desired result.

4.3.10. REMARK. If ω and ω are both 1-forms in the sense of 4.1,
then so is (ω + ω) and

S & Γb Γb

(ω + ω')dφ = \ ωcẐ  + \ ω'dφ
a Jα Jαprovided the right hand side is bounded. This is an immediate conse-

quence of the definitions.
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