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l Introduction,

Consider the finite difference equation

(l 1) va = vxx + άk?vxaϊ

devised by von Neumann for the numerical solution of the wave equation

d2u d2n
(1.2)

dt2 dx2

An essential property of any finite difference approximation to a dif-
ferential equation is the convergence of solutions of the difference equa-
tion to the solution of the corresponding differential equation as h,k—>0.
It turns out that a sufficient condition for a difference approximation
to be convergent is that it be consistent and stable (cf. Lax and Richt-
myer [3]). Roughly speaking, a difference approximation to a differen-
tial equation is consistent when the difference equation converges to
the differential equation, and it is stable when the solutions of the dif-
ference equation can be estimated (in a suitable norm) in terms of the
prescribed data. A finite difference approximation to a hyperbolic dif-
ferential equation is said to be unconditionally stable when it is stable
for all positive values of the mesh ratio R = k/h; it is said to be con-
ditionally stable when it is stable for some values of R, but not uncon-
ditionally stable.

O'Brien, Hyman and Kaplan [5] determined completely the stability
properties of the difference equation (1.1). They showed that (1.1) is
unconditionally stable when a > 1/4, and conditionally stable when
a < 1/4 (the mesh ratio limitation being R < (1 — 4α)~i). This reduces
to a classical result of Courant, Friedrichs and Lewy [1] when a = 0.

It is well known that the implicit backward difference approxima-
tion

(1-3) Vΰ = vxx

to the wave equation (1.2) is unconditionally stable (cf. [5]). However,
the unconditionally stable approximation (1.3) involves an error of ap-
proximation which is of order k + k2, while the conditionally stable ap-
proximation
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1 See section 2 for notation.
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(1.4) Vft = vz-x

leads to an error of order k2 + h2. The error incurred when the wave
equation (1.2) is approximated by the von Neumann difference equation
(1.1) is of order k2 + h2 for all values of the parameter a.

The difference approximation (1.4) was extended to a difference
analogue of the hyperbolic differential equation

(1.5) | J = φ, ί)Jϊ + b{x, ί A + c(x, ί A + d(x, t)n + e(x, t)
ut OX OX Ot

by Courant, Friedrichs and Lewy, and shown to be conditionally stable,
the mesh ratio limitation being 1 — aR2 > 0. The implicit backward
difference approximation (1.3) has been extended to difference analogues
of equations of the form (1.5) by Lees [4], and shown to be uncondi-
tionally stable. Both extensions preserve the order of magnitude of the
error of approximation.

There are two natural extensions of the von Neumann difference
equation (1.1) to a difference analogue of the hyperbolic differential
equation (1.5). We consider both of these extensions of (1.1), and give
sufficient conditions that they be unconditionally stable. Both of these
extensions lead to an error of approximation of order k2 + h2 for all
values of the parameter a. Unfortunately, our method of proving sta-
bility gives no information about the conditional stability of the von
Neumann difference approximations to (1.5).

We establish the stability theorems by showing that the solutions
of the von Neumann difference approximations to (1.5) satisfy an energy
inequality similar to the classical energy inequality of Friedrichs and
Lewy [2]. It is the energy inequality which allows us to handle differ-
ential equations with variable coefficients the case of constant coefficients
can be treated by Fourier analysis (cf. [3]).

2 Preliminary remarks. Let Ωh be a rectangular lattice with
mesh widths h and k = Rh fitted to the region

β: 0 < a? < 1,0 < ί < T .

More precisely, Ωh is the set of all points of intersection of the coordi-
nate lines

x = nh, n = 0,1, , N,

t = mk, m = 0,1, , M ,

where Nh = 1 and Mk = T. The quantity R is called the mesh ratio
of the lattice.
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Let

J*(m, I) = {{xy t)eΩh\x — ih and mk <t<lk)

and put

Ωh=
N\JΔ\k,M-k).

S = l

Denote by T±nh and T±mJc the translation operators defined as follows:

T±nnV(x, t) = ?;(# ± wft, ί) ,

T±mjcV(x, t) = v(x, t ± mk) .

For the first order partial difference quotients of functions v(x, t) we
employ the following notation:

Difference quotients of order higher than the first are fo
peated application of the above formulas, for example,

tfώ - 1 ( 2 \ - 2 + T-h)v .

We shall use von Neumann's finite difference method to approximate
the sufficiently smooth solutions of the following mixed initial-boundary
value problem

(2.1) | ί£ = a(x, i ) f i + b(x, t)^ + c(x, t)^ + d(x, t)u + e(x, t),
(JO OX OX Ou

(0 < x < 1, 0 < t < T) ,

u(x, 0) = f(x)

^-{x, 0) = g{x)

(2.2) M

u(0, t) = ft^ί)

Mil, t) = hx{t).

We assume that the functions b, c, d and e are continuous in Ω, and
that there exist constants ct, (ί = 0,1, 2, 3) such that

(2.3) 0 < c0 < α(», ί) < Cj in β ,
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(2.4) I a(x, t) ~ a(x, Ί)\ < c2\ x — x | + c3\ t — ~t | .

We also assume that the functions g, h0 and hλ are continuous and that
/ is twice continuously differentiate.

The first finite difference approximation of (2.1) is

(2.5) vt-t = a(x, t)vx~ + ak2vx*ft + b(x, t)vx + c(xf t)vt + d(x, t)v + e{x, t) ,

where a is a parameter to be specified later.
The initial and boundary conditions (2.2) are approximated as fol-

lows :

v{x, 0) = f{x)

v(x, k)=f(x) + kg(x) + £.[a(x, 0)f"(x) + b(x, 0)f'(x)

Δ
( 2 * 6 ) + c(x, 0)g(x) + d(x, 0)f(x) + e(x, 0)]2

v(0, t) = hit)

v(l91) = hλ(t) .

As a second approximation to (2.1), we take

(2.7) Vft = a(x, t)vxx + a(x, t)ak2vxxt~t + b(x, t)vx

+ c(x, t)vi + d(x, t)v + e(x, t) .

Both of these difference equations are of the implicit type when
a > 0, i.e., their solution, subject to the auxilliary conditions (2.6), re-
quires the inversion of a linear system of (N — 1) algebraic equations
in the same number of unknowns at each time step.

3 Energy inequalities• In this section, we derive sufficient con-
ditions for the solutions of the difference equations (2.5) and (2.7) to
satisfy an energy inequality. As a corollary of the energy inequalities,
we prove the existence of a unique solution to the systems (2.5), (2.6),
and (2.7), (2.6).

Before giving the energy inequalities, we prove several preliminary
results.

LEMMA 1. The function E(t) = (1 + βk)-tllc, (β > 0) satisfies the
following conditions:

(i) EΊ

(ii) TkE = (1 + βk)-Έ < E ,

(iii) E~\t) < eβt .
2 This approximation is taken to insure that the approximation error is of uniform

order of magnitude over the region ΏA,
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Proof. Properties (i) and (ii) are readily verified, and property (iii)
follows by exponentiating the inequality

t\k log (1 + βk) < βt .

The next three lemmas give finite difference analogues of certain
differential identities employed in the proof of the classical energy in-
equality of Friedrichs and Lewy.

LEMMA 2. If E(t) = (1 + βk)~tllc, (β > 0), and v(x, t) is any func-

tion defined on Ωh, then the following identity holds:

(3.1) Eviv* = ϊ[(TkE)vl]-t +

Proof. We have that

MYt = vtva + (T^vt)vt-t = 2vtvft - (vt - T^vt)vt~t = 2vtvt~t - k(vtϊf .

Similarly,

[v2

tγt = 2inυa + HvΰY .

Hence,

viva = i[v2

tγt .

Therefore

Evtυa = il(TkE)vl\ - i(T,Eytvl

which reduces to (3.1) in view of property (i) of Lemma 1.

LEMMA 3. Let E(t) = (1 + βk)~tl1c, and let v(x, t) be any function

defined on Ωh. Then the following identity holds:

(3.2) Evtavxx = (

Proof. We have

Evtavx- = (vtEavxγx - (vtEa)xvx

= (vtEavx)x - Eavxv-t - (Γ_

= (vtEavx)x — (T-hvt)v~Eax -

+ -5- (Ea)tv£ H S α ^ .
z 2
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Combining this identity with a similar representation for Ev-tavx-x we
obtain (3.2).

LEMMA 4. Let E(t) = (1 + βk)~tlk, and let v(x, t) be any function

defined on Ωh. Then the following identity holds:

(3.3) Ev-tavzxft = (Evtavxti)z - Eax(T-hvϊ)vxa - i[(TkEa)vlt]-t + i(Ea)tvlt .

The proof of this lemma is similar to the proof of Lemma 3, and will
be omitted.

In order to present the energy inequalities in a convenient form,

we introduce several norms. If v(x, t) is defined on Ωhf then

\\v\\l,t = hΣiv
t(nhf t)
171 = 1

J V - 1

For functions defined on Ω we introduce the maximum norm

MQ = max\v(x, ί)| .
Ω

THEOREM 1. (Energy Inequality) Let v(x, t) be a solution of the
difference equation (2.5) in Ωh. Assume that v(x, t) vanishes z/°(0, M)
and dN(0, M). If the quantity

(3.5) 4α - a(x, t)

is bounded away from zero in Ω, then there exists a constant c depend-
ing only on a, T, cif (i = 0,1, 2, 3) and the coefficients of (2.1) such that
for all sufficiently small k

(3.6) \\v\\lt<c[\\v\\lk J

Proof.'6 We have

hkΣ Evi[vtj — avxx — ak2vxxa — bvx — cvt — dv — e] = 0 .

Let Δh = Ωh{JdN(k, M — k). Since v vanishes on JN(0, M), we can write
the preceding equation in the form

(3.7) hkΣ Evϊ[vt-t - avxx - ak2vx-xtϊ] = iB(v) ,

where
3 The basic idea in the proof is made more transparent by taking b = c = d = e = 0.
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(3.8) B(v) = 2Λ&Σ Evί[bvi + cv\ + dv + β] .

Using the identities of Lemmas 2, 3 and 44, we can write (3.7) as

(3.9) hkΣ [(TkE)vl]ι + h{(T-*Ea)v~}t + iKT.Ea)^

- m(T«Ea)vl] + aV[{TkEa)v\t]-t = Λ(t;) + B(v) ,

where

(3.10) R(v) - Σ {

In deriving (3.9), we have used the fact that

= ^ Σ (T.kE(T)a(x, T)vl{%, T) - hΣ Φ, ΰ)vl{x, k)
x^h x-h

which follows from our assumption that v(x, t) vanishes on J°(0, M) and
Δ^(0, M).

Summation with respect to t yields the following formulas.

(3.11)

(3.12)

(3.13)

(3.14)

= feΣ #(2>(a; f Γ)[«3(a?, Γ) - 2t^», T)vx{x, T - k) + i;2

;(a;, Γ - fc)]

Nh

- hΣ> E(k)a(x, k)[v\(x, k) - 2v-x(x, k)v-x(x, 0) + vl(x, 0)]
x = h

(3.15) hKΣι<xfc[(T*E)v\&

Nh

| ; , Γ) - 2v;(x, Γ ) φ , T - k) + v\{x, T - k)]

= ΛΣ E(T)a{x, T)v\(x, T- k)-hΣ, E(k)a(x, k)v\(x, 0)
Ί h

(*, fc) - 2v-x(x, k)v-x(x, 0) + irx(x, 0)] .

It follows now from (3.9), (3.11)-(3.15) that

* In Lemma 4, we take a = 1.
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E(T)\\v-t\\l.τ + A g [2aE(T)irx{x, T - k)
2 x = h

+ {2aE(T) - k(E(T)a(x, T))-t}vl(x, T)

+ {2E(T)a(x, T) - AaE(T)}v-x(x, T)vx(x, T - k)]

(3.16) = \\vt\\lΛ + 4 Σ [2<xE(k)a(x, k)vl(x, 0)

+ {2aE(k) - k(E(k)a(x, k))Ί}vl{x, k)

+ {2E(k)a(x, k) - ±aE{k)}v~x{x, k)v~x{x, 0)] + R(v) + B(v) .

Consider the real quadratic form

(3.17) Q(ξ, U) = 2aEξ2 + (2Ea - AaE)ξη + (2aE - k{Ea)i)η* .

Now,

(Eayt = Et(T^a) + Ea~t = E{-β{T^a) + αj)

by property (i) of Lemma 1. Therefore

(3.18) 2aE - k(Ea)t > E2a

if βa > aι .

It follows from (3.17) and (3.18) that by choosing β large enough

(3.19) Q(ξ, ΎJ) > E(2aξ> + 2{a - 2a}ξη + 2arf) .

In view of our assumption concerning the expression (3.5), we see that
the right side of (3.19) is a positive definite quadratic form, and

(3.20) Q(|, η) > Eμo(ξ> + η*) ,

where

μ0 = min [4a — α, α] .

Also, there is a constant μλ such that

(3.21) Q{ξ, rj) < Eμλ(? + η*) .

Hence, combining (3.16), (3.20) and (3.21) we fined that

(3.22) E{T)\\vΊ\\lτ + E(T)μoi{\\v~x\\lτ + | | ^ | | 0 V J

, + B(v) .

If we shown that there is a constant B such that

(3.23) R(v) + B(v) < kB\\vι\\lk + kΣ*\\e\\

for all sufficiently small k, then (3.6) will follow.
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It is readily verified that

B(v) < hk%E(\b\z + \c\-Q + \d\Έ + l)v]
Ω

Since

fcΣ
r-fc

and

vτ + E(k)vl(x, k)

it follows that there are constants Bx and B2 such that

(3.24) B(v)

Using (3.10), it is not difficult to show that

(3.25) R(v) <
1 + /Sfc I to

da
dx

at-

for a suitable constant J53. It follows now from (3.24) and (3.25) that
we can choose β such that for all sufficiently small k (3.23) holds. This
completes the proof of Theorem 1.

Restating Theorem 1, we have

COROLLARY 1. If ka — a is bounded away from zero in Ω, then
the von Neumann difference equation (2.5) is unconditionally stable for
all sufficiently small k.

THEOREM 2. If Aa — a is bounded away from zero in Ω, then for
all sufficiently small k, the finite difference equation (2.5) with the
auxiliary conditions (2.6) possesses a unique solution.

Proof. At the end of §2, we remarked that the system (2.5), (2.6)
is equivalent to a system of (N — 1)(M — 2) linear equations in the
same number of unknowns. It is sufficient to prove that the associated
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homogeneous system of equations has only the trivial solution. The
homogeneous system is obtained by putting β, v(x, 0), v(x, k), v(0, t) and
v(l,t) equal to zero. From Theorem 1 we conclude that | |i; | | l t ί = 0,
which implies that v — 0 in Ωh. Hence, the associated homogeneous
system has only the trivial solution.

We now state without proof the following approximation theorem.

THEOREM 3. Let u{x, t) be of class C4 in Ω and satisfy the mixed
initial boundary value problem (2.1), (2.2). Let 4a — a be bounded away

from zero in Ω and let v(x, t) denote the solution of the von Neumann
approximation (2.5), (2.6). Then for all sufficiently small k there ex-
ists a constant B4 independent of h and k such that

max \u(x, t) - v(x, t)\ < B4(h2 + k2) .

We now consider the finite difference equation (2.7). The preceding
theorems can all be extended to this difference equation provided that
we modify the range of the parameter a.

THEOREM 4. (Energy Inequality) Let v(x, t) be a solution of the
difference equation (2.7) in Ωh. Assume that v(x, t) vanishes on J°(0, M)
and JN(0, M). If

(3.26) 4α - 1 > 0 ,

then there exists a constant c independent of h and k such that

(3.27) |M| ,t <

The proof of Theorem 4 is quite similar to the proof of Theorem 1.
Only slight changes in the proof are required due to the fact that we
must use the full form of Lemma 4.
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