
PERMANENTS OF CYCLIC MATRICES

M. F . TlNSLEY

1. Introduction. Let A=[aij] be an nxn matrix with non-negative
real entries. The permanent of A, written P(A), is defined by

(1-1) P(A) = Σ s ^ α.^

where the summation extends over the nl permutations of the integers
ii> h> '"fin. Thus the permanent and determinant are alike in definition
except for sign changes. However unlike the determinant, the properties
of the permanent function are little understood. The object of this
paper is to determine for a certain class of matrices those matrices A
for which the permanent and determinant are equal in absolute value.
This property we write P(A) = | D(A) |. For such matrices the permanent
may then be evaluated by the determinant.

Let A = [ay] be an n x n matrix composed of O's and Γs with row
and column sums equal to s. Let Σ = [σtJ] be a permutation submatrix
of A. This means that Σ is a permutation matrix of order n such that
σkl — 1 implies akl — 1. With Σ we associate a permutation Σ' of the
letters 1, 2, , n

(1.2) Σf (i) = j if and only if συ = 1 .

It follows by definition then that P(A) = | D(A) | if and only if every
Σf is even or else every Σr is odd.

By a theorem due to Kόnig (1), the matrix A may be written as a
sum of s permutation matrices,

(1.3) A = πλ + π2 + . + πs .

For convenience we will say that A is defined by the s permutations
π[, π[, •••, π's. If π'kπj = π)π'k for each j and k, then A will be called
abelian. If for ί = 1, 2, , s, π\ = (1,2, , rif1 where 0 ^ d% < w, then
A is cyclic and will be said to be defined by the difference dlf d2, , ds

moan.
Now let C be the 7 x 7 cyclic matrix defined by the differences

0,1,3, mod 7. The main result of the paper may be stated as follows:
Let A be an n x n abelian matrix with s ^ 3 ones in each row and

column. Then P(A) = | D(A) | if and only if s = 3, n = 7β and upon
permutations of rows and columns A is transformed into the direct
sum of C taken e times.
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Most of the results of this paper are taken from the author's
doctoral thesis written at the Ohio State University under the super-
vision of Prof. H. J. Ryser. Theorem 1, 2, 3 and 6 are from that source,
the proof of Theorem 6 being essentially altered here.

2 Representation of Cycles* Let A be a 0,1 matrix of order n
with s ones in each row and column. By (1.3) we may write A = πx +
π2 + + πs. The matrix B = π~ι A has ones on the main diagonal
and possesses the same permanent and, apart from sign, the same
determinant as A. Thus there is no loss in supposing A has ones on
the main diagonal. If now Σ is a permutation submatrix of A any cycle
of Σ' also corresponds to a permutation submatrix of A. Hence
P(A) = I D(A) I if and only if all such cycles are even. We shall refer
to these cycles as the cycles of A.

If P(A) = I D(A) I and B = A — πs then B has the same property
since any term in the expansion of D(B) also contributes to D(A). Thus
any results for matrices A with P(A) = | D(A) | and s = 3 will also apply
to matrices with t >̂ 3 ones in each row and column. It develops, at
east for the class of abelian matrices, that the analysis for s = 3 is all
lthat is necessary.

For the remainder of §§ 2, 3 and 4 only cyclic matrices will be
considered. Let A be cyclic of order n and defined by the differences
0, dx and d2 mod n. Reading mod n, a cycle of A must have the form

α > a + dh • a + dh + dh > > a + dh + dh+ + dtj .

Here the dijc's are dx or d2 and dh + dh + + dtj = 0 (mod n). Now
arrange the difc's in a circle as follows:

Then no consecutive selection of t of the dtk's, 0 < t < j , has a sum
divisible by n. Otherwise there would be a cycle within a cycle.

Conversely, let dtl, d<2, , dtj be a sequence formed from dγ and d2

such that dh + di2+ + dtj = 0 (mod n) and, when arranged in a
circle, no proper consecutive selection of the dij6's has a sum divisible
by n. Then for each 6 = 1, 2, , n,

b > b + dh > b + dh + dh > > b + dh + dh+ + dtj
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is a cycle of A.
Now for a cycle a —> a + dh —* a + dH + dtj —• —> α + diχ + + d4 ,

let ajfc denote the number of times that dk occurs among diχ1 dh, , dtj.
Then j = xx + #2 and

(2.1) dxxλ + d2a;2 = 0 (mod n) .

DEFINITION. We say that the solution (x19 x2) of the congruence
dxx + d2y ΞΞ 0 (mod w) represents a cycle of the matrix A. More precisely,
let dλx' + <22τ/' ΞΞ 0 (mod ri), where 0 <̂  xf, y' and 0 < xr + /̂'. Suppose
there exists some arrangement of x* α's and y' β's in a circle with the
following property; For all other solutions #*, y* of (2.1) such that
0 <̂  ίc* ^ as', 0 ^ ]/* ^ i/' and 0 < x* + 7/*, no consecutive selection of
x* + 2/* α's and β's totals exactly x* α's. Then the solution (»', y')
represents a cycle. If no such arrangement exists {xf, yf) does not re-
present a cycle.

Note that if (y19 y2) represents a cycle then the cycle has length
yx + y2 and hence is even or odd according as yx + y2 is odd or even.
Thus to determine if P(A) = | D{A) \ it suffices to study the solutions of
(2.1).

EXAMPLE 1. The 7 x 7 matrix C defined by the differences 0,1, 3
mod 7 has permanent equal to determinant. For consider the solutions
of x + 3y EΞE 0 (mod 7): (4, 1), (1, 2), (5, 3), (2, 4), (6, 5), (3, 6), (0, 7), (7, 0).
One readily shows that (2, 4) can not represent a cycle and that only
(4,1), (1, 2), (0, 7) and (7, 0) may. Since the sums 4 + 1, 1 + 2, 0 + 7
are odd it follows that P(C) — \D(C)\. Similarly one shows that the
7 x 7 matrix defined by the differences 0,1, 5 mod 7 has permanent
equal to determinant.

3 Primitive Solutions* In this section we study a general con-
gruence

(3.1) ax + by = 0 (mod n) ,

where a and b are positive integers not necessarily distinct and x, y are
non-negative integers.

Let (x19 yt) and (x2, y2) be solutions of (3.1). We write (xlf j/i)^(a?2» 2/2)
provided xλ ;> x2, yx >̂ y2 and (xlf yx) = (x2, y2) if xx = x2 and yλ = ί/2.

Furthermore, we write (α?lf j/χ) > (α;2, j/2) provided ^ x > α?a, yx ^ j / 2

 o r

»1 ^ «2, I/! > I/2-

Now let (flj0, yQ) be a solution of (3.1) such that both x0 and j / 0 are
positive.

DEFINITION. (X0, yQ) will be called primitive if for every solution
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« y[) such that (0, 0) ^ (x'o, y'o) ^ (x0, y0) either (x'o, y[) = (0, 0) or

W, 2/0 = (α0, 2/o)
Suppose now that the n x n matrix A is defined by the three dif-

ferences 0, dlf d2 mod n. From the definition and the discussion of § 2
it follows that primitive solutions of the congruence dλx + d2y == 0 (mod n)
must represent cycles of A. Thus the study of primitive solutions is
suggested as a starting point in our investigations. The first theorem
concerns the determination of the primitive solutions of (3.1).

Let n = nt (mod d) and d = dx (mod %), where 0 <£ dx < nλ < d < n.
To simplify the notation we shall set F = n\d and G = d/Wj.

THEOREM 1. // the primitive solutions of x' + dxy' = 0 (mod n±) are
those solutions for which y' = i, j , k, , then the primitive solutions of
x + dy = 0 (mod n) are those solutions for which

y - 1, 2, , [F], [([iG] + 1)F], [([jG] + 1)F], [([ΛG] +

Ifn = 0 (mod d), ίfeew ίfeβ primitive solutions ofx + dy^0 (mod w)
are ίfeose solutions with y — 1, 2, , [JP7] — 1.

Proof. Clearly the solutions of x + dy = Q (mod w) with y = 1, 2, - -,
[-F] — 1 are primitive, since as y increases the corresponding x decreases.
If n is divisible by d then these are all the primitive solutions. If
n Ξ£ 0 (mod d) then the solution with y — [F] is also primitive. If, in
addition, dλ = 0 then nx is the greatest common divisor of n and d, and
(^1, [F]) is a primitive solution of x + % == 0 (modw). Moreover, if
(#o> 2/o) is another solution and y0 > [i^7], then (#„, l/0) is n o t primitive
since α;0 must be a multiple of n l β Thus in proving the theorem, both
nx and dx may be supposed not zero.

Assume now that [F] < v Φ [iF], i = 1, 2, , d — 1. Let (^, ^ )
be the solution of a? + dy = 0 (mod n) with yλ — v. Then there is a
solution (#', 2/') where (0, 0) < {x', y') < (xlf yλ) and yf — [jF] for some
3,1 ^ i ^ d - 1. To show this let i be such that [jF] < v < [{j + 1)F].
Since [F] ^ [{j + 1)F] - [jF] ^ [F] + 1, we have v = [jF] + r,r^[F].
Then a?! — (i + l)w — ([jF] + r)d. Now the cc' corresponding to y' — [jF]
is jn — [jF]d. Thus if we set x' = ^ — [i-F]d and i/' = [jF], then

»!-« '= {(i + ϊ)n - ([jF] + r)d} - {jn - [jF]} = n-rd^n- [F]d > 0

and (xf, yf) < (x19 yj. As a consequence, to determine the primitive
solutions of the congruence x + dy = 0 (mod n) it suffices to consider
those solutions with y — [iF], i = 1, 2, , d — 1.

LEMMA 1. 7/ 0 <: αέ < d < n (i = 1, 2, , d — 1) then
( 1 ) in^a% (mod d) ΐ/ and onίi/ if a% + d[iF] = 0 (mod n). For
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0 ^ ai < d < n and in = a% (mod d) (i = 1, 2, , d — 1),
( 2 ) x0 = αy, 7/0 = [gF] is α primitive solution ofx + dy^O (mod w)

i/ and owi?/ i/ ax, a2, , aq-λ are all > ag > 0.

Proof. (1) Necessity If m == â  (mod d) then in = at + utd for
some w4, and ut = (m — α^/d = [iF]. Substituting [iF] for uifat + d[iF] —
in == 0 (mod w).

Sufficiency. If at + dfiFl^O (modw) then since m ^ d [ i F ] > ( i —
we have αέ + d[iF] = m. Thus m = at (mod d).

( 2 ) Necessity. Let x0 = Λσ, ΐ/0 — [^^1 be a primitive solution of
x + dy = 0 (mod w) and a?', yf another solution. If 0 < yf < ?/0, then we
must have x'>xQ. Thus for yf = [jF](j = 1, 2, , g — 1), α̂  = x' > α?0 = αα.

Sufficiency. If (x0, i/0) is not primitive then there is a solution
(x19 yx) such that (0, 0) < (xlf yλ) < (x0, yQ). If now yx ^ [F], then by the
earlier remarks of this section there is a solution (xf, yf) such that
(0, 0) < (xf, y') ^ (x19 yλ) and y' = [ iF] for some i, 1 ^ i ^ d - 1. Since
yf < y0 we have j < g. But also since a?' ^ #0> we have α̂  ̂  αα. If
l/i < l^L then α! < xx so aλ < xQ = ag and 1 < g. In either case we
contradict aly a2, , α ^ > α9.

Now consider the following table of values defined for each k —
0,1,2, - . . , ^ - 1 .

([kG] + I K - kd [kG] + 1

C4-1) ([kG] + 2 K - kd [kG] + 2

P + i)GK - fed p + 1)G]

It follows readily that for the at of Lemma 1, at == m = m x = 6έ (mod d),
that 0 < &£ ̂  d and that δ« increases with i. Here i is understood as
limited to those values in the table. Now (k + l)d ^ [(k + \)G\nλ implies
[(k + l)G]nλ — kd tίd where equality holds only if (k + l)d Ξ= 0 (mon wj.
Thus bi — at unless i = [(fe + 1)G] and (fc + l)d = 0 (mod nj. In this
case at = 0 and 64 = d.

Now let (α,, [jF]) be a primitive solution of the congruence
x + dy = 0 (modw). The integer j" must occur as some i in table (4.1).
Since Ẑ  increses with ί, we must have j" = [kG] + 1, for some fe, 0 ^
k ^nx — 1.

Finally, fed = 0 (mod n) implies fe is divisible by u = ^/(d, w). Thus
since (0,[wGF]) is a solution, those solutions (ai9 [iF]), where i = [feG] + l
and fed = 0 (mod^), are not primitive.

Next consider the solution of xf + dxy
r == 0 (mod nλ). For fe =
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1, 2, , nx — 1 define ak == — kd = — kdλ (mod nx) where 0 ^ ak < n l β

Then the nontrivial solutions are (a191), (α2, 2), , ( α n ] r l , nx — 1).

LEMMA 2. Let 1 <̂  fc, ϊ < w wfcere άcZ cmd Id are not divisible by
nx. If e = [kG] + 1 and f = [ZG] + 1, then

ae - af = ak - at .

Proof. ae — be — enx — kd and as — bs — fnλ — Id while

ak — nx — {kd —

and

at = nx — {Id —

Thus ae - af = ([kG] - [lG])nλ + (I - k)d = ak - a%.

Now we may prove the theorem. List the primitive solutions of
χ + dy = 0 (mod n) as (n - d, 1), (n - 2d, 2), , (nx, [ί7]) = (a19 [F]),
(ah, [j\F]), ( α v [j2F]), , (α^, [i f lF]), where by primitivity a, > ah > ah >
" > ajυ > 0 and 1 < j \ < j 2 < < i«. We have seen that each j t

must have the form [kG] + 1 where kd ^ 0 (mod wj. For 1 ^ p ^ v
define kp by setting j p = [kpG] + 1 and consider the following solutions
of x' + dλy' = 0 (mod nj:

By Lemma 2, ακ l > αK2 > > aκ . We cannot have aκ = 0 for then
^ d Ξ 0 (mod n^).

If for some u,l ^Lu tίv, ( α v /cM) is not a primitive solution of
%' + ώj?/' = 0 (mod Wj), then there is a solution (α r, r) such that
(0, 0) < (ar, r) < (av ku). Set H = l/(d, %) = l/(dlf ^ ) . If α r = 0 then
rcίj = 0 (mod n j and ku > ĴHΓ.

But then j u ^ K ίίG] + 1 - dH + 1 and (0, [dHF]) < (α^, [juF]),
contradicting the primitivity of (aJu, [juF]).

If ar>0 then by Lemma 2, if/=U[rG] + l, (0, 0)<(α / f [/^])<(α^, [jMF])
again contradicting the primitivity of (aju, [juF]). Thus for 1 ^ p ^ v,
(aκ , kp) is a primitive solution of x' + ώxi/' s 0 (mod nj. To complete
the proof of the theorem we must show that there are no others.

Suppose (aq, q) is a primitive solution of xf + dxy
f = 0 (mod nλ).

Since alf a2, •• ,α α _ 1 are >aq > 0, Lemma 2 implies that α [ 0 ] f l , α [ 2 β ] + 1,
• , α [ ( β_1 ) β ] + 1 are > aίqGΊ+1. Also αCββ]+1 = ([?G] + I K - qd and so is > 0.
Now for each t, 1 <̂  t ^ g, α [ ί β ] > 0 for otherwise id would be divisible
by nx and at would be 0. Morever,

aλ = nx> [G]nx + (nλ - d) = α [ 0 ] + 1 .

Hence by the discussion of the tables of (4.1) with & = 0,1, , q — 1
we may conclude that
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a19 a29 , aίqΘ1 are > aίqgni > 0 .

In Lemma 1 set g — [qG] + 1. This means that (ag, [gF]) is primitive.
Thus q was one of the kp's and the theorem is proved.

As a collollary we give a more convenient computational form of
the primitive solutions.

COROLLARY. Let (x, y) be a solution of x + dy = 0 (mod n) such
that y=[([iG] + l)F]. Then y=[F]([iG] + l) + i and x=n1-(id-[iG]n1).

Proof. Let n = qxd + n19 0 < nx < d. Then qx = [F].

([iG] + l)n = qAίiG] + 1) + nx([%G\ + 1) ,

and

V = Qi([iG] + 1) + [G-\[iG] + 1)] .

Since id < nλ([iG] + 1) ^ id + nx < (i + l)d, we have y = q^iG] + 1) + i.
Now write x = ([iG] + l)n — yd. By substituting [F]([iG] + 1) + i

for y we obtain x = n[iG] + n — d[F][iG] — d[F] — id. Then substituting
[F]d + n± for n and clearing gives x — nx — (icZ — [ίG]^).

In the notation of Theorem 1, let n > d > nx > ά̂  > 0. Again let
.F = ^/d and G = d\nx. Let

= (n19 [F])

and

(a?,, V.) = (n1-d + [G]nu [F]([G] + 1) + 1) = {nx - dlf

By Theorem 1 and Corollary, (x19 yx) and (x2, y2) are primitive solutions
of x + dy = 0 (mod n). Concerning them we shall now prove the follow-
ing useful theorem:

THEOREM 2. If (x', yr) is a solution of x + dy Ξ= 0 (mod n) and
(0, 0) < (a;', y') < (xx + x29 yx + y2), where (x19 yj and (x29 y2) are the above
mentioned primitive solutions, then either (xf

9 yf) = (x19 yj or (xr

9 y
r) =

Proof. To prove the theorem we need the following lemma.

LEMMA. Suppose there exist primitive solutions (x19 yx) and (x29 y2)
of x + dy = 0 (mod n) such that xx + x2 <: n9 yx + y2 ^ n and there is
no other primitive solution (x\ y') for which (xr

9 y') < (xλ + x29 yx + y2).
Then there is no other solution (x*, y*) such that (0, 0) < (x*9 y*) <
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Proof of lemma. Let (0, 0) < (a?*, j/*) < (xλ + x2, yx + y2) where (x*9 y*)
is a solution of x + dy == 0 (mod w). Clearly y* Φ 0 since a?* must be
less than w. If there are solutions (&*, #*) with a?* = 0 and (0, 0) <
(as*, y*) < (xx + α?a, yx + 2/2) then select the one with y* minimal. Then
(Xi + x3, yx + y2 — V*) is a solution and by primitivity y* > y19 y2. This
implies yx + y* — V* < 2/*, 2/i, 2/2 But now the choice of y* implies that
there must be a primitive solution (xr, yr) ^ (xλ + x29 y1 + y2 — #*). Such
a primitive solution cannot be (x19 yλ) or (x2, y2), and this contradicts the
hypothesis. Hence we have shown that an arbitrary solution (#*, y*)
which satisfies (0, 0) < (x*, y*) < (x1 + x29 yλ + y2) can have neither x* = 0
nor y* = 0.

Thus the solution (α?*, ί/*) must contain a primitive solution. This
means for i — 1 or 2, α̂  ̂  ίc* and yt ^ y*. For this i, (aj* — a?ι, 7/* — ^ )
is a solution. Either both x* — ccέ and y* — ?/« are zero or neither is
zero. If x* Φ xt and y* Φ yt then for j = 1 or 2, #* — a?4 ^ ^ and
y* — y%^ yj9 Again, either both x* — x% — x3 and y* — yt — y3 are zero
or neither is zero. Continuing, we obtain

x* = Clxλ + c2x2 and j / * = c1y1 + c2τ/2 ,

where cλ and c2 are non-negative integers. If (x19 y±) = (x29 y2) then
x* — cx19 y* = cyλ where c = cx + c2. In this case c would be 1 or 2 and
the lemma follows. If (x19 yλ) Φ (x29 y2) we may let xλ > x2, y1 < y2. Then
xx > x2 and x* ^ ^ + #2 imply cx ^ 1 while yx < i/a and y* <Lyλ + y2

imply c2 ^ 1. This proves the lemma.

We must show that the solutions (x19 yx) and (x29 y2) of the theorem
satisfy the hypothesis of the lemma. One readily verifies that xλ + x2

and yx + y2 are less than n. Let (a;*, 2/*) be a primitive solution such
that (0, 0) < (a;*, i/*) < (xλ + cc2,2/x + y2). To prove the theorem it suffices
to show that x* ^ xλ and /̂* ^ τ/2. Now consider the solution (ίc3, τ/3)
where

» - [F]([2G] + 1) + 2 .

By Theorem 1 and its corollary there is no primitive solution (a?', yf)
such that y2<y' < ys. We have

- [G] - 1) + 1 ^ [F]([G] - 1) + 1 ^ 1 .

From this it follows that y* ^y2.
Now if [î 7] = 1, then x* ^ a?le If [F] > 1, consider the solution

(flc0, i/o) = (n — [ί7]^) + dy [F] — 1. There is no primitive solution (as", y")
such that a?0 > x" > xx.
Furthermore

xQ — xλ — x2 — n — [F]d + d — (n — [F]d) — (nx — d + [G]^)

= 2d - nλ - wJG] > 0.
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Hence x* <£ xx. Thus x* ^ a?! and #* <; τ/2 so that (x*, j/*) equals (xx, 3/j)
or (cc2, ?/2). The theorem follows from the lemma.

4* Application. Let A be a cyclic 0,1 matrix of order n defined
by differences 0, 1 and d mod n.

As covered in § 2, to show P(A) > | D(A) | it is necessary and suf-
ficient to show the existence of a solution (x', yf) of x + dy Ξ= 0 (mod n)
such that (xf, yf) represents a cycle and x' + yf is even. The problem
of determining when a solution (x', #'), 0 < a?' + 2/', represents a cycle
may be described as follows. Suppose there exists some arrangement
of xf α's and y1 /3's in a circle with the following property: For each
solution (x*, y%) < (%', yf), no selection of x* + /̂* consecutive α's and
/3's totals exactly x* α's (or 2/* /3's). Then (x', ?/') represents a cycle.
If no such arrangement is possible then (x', yf) does not represent a cycle.

For the purposes of this section it is not necessary to solve com-
pletely this problem in arrangements. In an important class of d and
n Theorem 2 yields two primitive solutions (xly yλ) and (x2, y2) having the
property that there is no other solution (x', y') such that (0, 0) < (x', y') <
{xx + x2, yx + y2). Thus if there is an arrangement of xx + x2 a's and
Vi + VΪ /5?s in a circle such that no selection of xλ + yx consecutive α's and
β's totals exactly xx α's (or yx β's) then (xx + x2, yx + y2) represents a
cycle. Under these circumstances we have P(A) > \D(A)\. For (xly yλ)
and (x2, y2) represent cycles, and if xx + yx and x2 + y2 are both odd then
Xi + x2 + Vι + 1/2 is even. The proof of Theorem 3 is based upon this
device.

THEOREM 3. Let A be a cyclic 0, 1 matrix of order n defined by
the differences 0, 1, d mod n. Then P(A) = \ D(A) \ if and only if n = 7
and d = 3 or 5.

Proof If n = 7 and d = 3 or 5 then P(A) - | D(A) | by Example
1. We assume P(A) = \ D(A) \ and will show n = 7 and d = 3 or 5. If
n or d is even then P(A) > \D(A)\. For if n is even the permutation
(1, 2, , n) is odd. The solution (#', ̂ /') = (n — d, 1) is primitive so if
n is odd and d is even then xf + ?/' = n — d + 1 is even. Thus we may
assume that both n and d are odd. As before we set F = w/d and
G = d/nx.

We may also assume that [F] = 1.
For if [F] ^ 2 then d < n/2 and w - d + 1 > n/2 + 1. Thus

[n(n -d + I)-1] = 1. Now

A = 1+ P + Pd

where P is a permutation matrix and Pn — I. Since Aτ ~ I + P" 1 + P~(ϊ

and 5 = PAT = / + P + p«+i-«, it follows that P(A) - | Z)(A) | if and
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only if P(B) = \D(B)\. Thus if [F] ^ 2, we may study the matrix B
with [n(n — d + I)"1] = 1. Hence we may assume [F] = 1. Note that
if n = 7, cί = 3 then w - d + 1 == 5.

We may assume further that in the notation of Theorem 1,
n>d>n1>d1^tl. For if dx — 0 then nx is the greatest common divisor
of n and d. Since nx — n — d and since w, cϊ are odd, nx would have to
be both even and odd.

Finally, we may assume [G] > 1. For if [G] = 1, consider the
primitive solution {x', y') = (wx — cij, [iΠ([G] + 1) + 1). Since d is odd
and d = ^ + dlf xf + yf ^ nx + dx + 1 = 0 (mod 2).

In the remainder of the proof let (xx, yj and (x2, y2) denote the
primitive solutions (nlf 1) and (nx — dlf [G] + 2) respectively, as in
Theorem 2.

The proof will be completed by showing that if n and d are not 7
and 5 respectively, then (x1 + x2f yx + τ/2) represents a cycle. Several
cases will be considered.

Case la yx + y2 = 0 (mod xx + α?2).

Consider the following circular arrangement of xx + x2 α's and yλ +
where r denotes the quotient (yx + y^l(xx + ίc2)

If a selection of ί = xx + ^ consecutive α's and /3's totals scj. α's

then it totals at least (xλ — l ) r j8's. Let s represent (2nx — di)"1. Since

[G] ^ 2,

(xx - l ) r - (% - l)β([G] + 3) ^ 5s(^ - 1) > 1 = V l .

Thus for case P(A) > \D(A)\.

Case lb yt + y2^ 0 (mod xx + x2) and ^ + a:2 < yx + τ/2. Consider
the following circular arrangement of xx + x2 a's and yx + /̂2 /9's. To
simplify the notation we set u = [(^x + 2/a)/(a?i + oo2)].
Since ^ + y2 — 1 ^ (^ + x2)u, we have ^ + y2 - 1 - (xx + x2 - l)u > u.
Thus if 1 ^ ί ^ 05x + x2 — 1, a selection of consecutive α's and /5's which
totals ta's will total at most yλ + #2 — 1 — {xx + x2 — l)u + tu + 1 =
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u+lβ's

Let t = x2 and set s — ( 2 ^ — d^~ι. It suffices to show that
y2 > y± + y2 — (xx + x2 — x2 — l)u and thus to show {nx — 1)[([G] + 3)s] > 1.
This will be true if nx> 2.

If n, = 2 then dx - 1 and {nλ - 1)[([G] + 3)s] - [1/3([G] + 3)]. This
is > 1 unless [G] = 2. But then dx = 1, nx = 2 = [G], and ' ~
together imply d = 5 and n — Ί.

Case 2 xx + x2 ^ yx + τ/2.
Consider the following circular arrangement of α?s and β's.

We are supposing throughout the proof that (x19 yλ) = (nlf 1) and

(x2, y2) = (% - d l f [G] + 2).

Let

u =
Vl

and set ίx = ί3 = ίB = = 0. For each i — 1, 2, , [u/2] we wish to
select ί2l so that 0 ^ ^ ^ ^ — 2 τ ; —1 and ίa+*4+*βH =0?! + ^—(y i+y 2 )v .
For then any selection of consecutive α's and β's which totals yx = 1 α
will total less than n2 = ^ /8's.



1078 M. F. TINSLEY

To show that the ί's may be so selected it suffices to prove that

uv + Γ— p ! — 2v-l)^:x1 + x 2 .

Let q = ([G]+S). We must show that

q[{2nx - djq-1] + [ γ ί ] ( ^ - 2[(2rc1 - djq'1] - 1) ^ 2 ^ - dλ .

The left side equals

(5.1)

and is ^ [(l/2)g](^1 - 1). This is ^ 2% - dx unless dx = 1 and [G] = 2.
If di = 1 and [G] = 2, then (5.1) becomes

However,

ΓO/IΛ 1 ~l

- 2 < 2nx - 1

and %! > 1 together imply that nx — 2 and hence that d = 5, n = 7.
Thus (5.1) ^ 2wx — di unless d = 5 and n = 7.

5. The Main Theorem* In this section we shall obtain a genera-
lization of Theorem 3 by means of elementary group theory. Let α, b
be elements of a multiplicative group G.

A ii orcί is by definition either void and written 1 or a succession
cλc2 cq where ct(i = 1, 2, , g) is α or b. Two words are equal pro-
vided they are identical term wise. If Wx = cxc2 *- cr and ΐ^2 =
cr+1cr+2 c r + s are words then the product word WΊW2 is defined as
cxc2 c rc r + 1 cr+s. If Wo is the void word and W is any word then
by definition WQW = WW0 — W. K non-void word W = cxc2 ct will
be called a relation between a and b if cλc2 ct, considered as an element
of G, is the identity 1. The relation will be said to have length t.
Finally, W is a minimal relation provided W is a relation and any
expression of W as a product W — WXW2WZ with TΓ2 a relation implies
that T7 = Tf2.

THEOREM 4. Lei G be a finite group generated by two distinct
elements a and b. Suppose H is a normal subgroup of G and in the
homomorphism G —> GIH, a-+a and b —> δ. If there is a minimal rela-
tion between a and b in GIH having even length then there is a minimal
relation between a and b in G having even length.
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Proof. Let W be a minimal relation between a and b in GjH having
even length. Replace each a and δ in W by a and b respectively, thus
obtaining a word W on a and b. Then W regarded as a group element
is in H. We may suppose that for some u > 1, the word Ww+1 can be
written in the form ΫFM+1 = W^W^W^ where W2 is a minimal relation,
but Ψ w cannot. The theorem will be proved by showing that either
Wλ = W3 = Wo, the void word, or W — WλW3 and consequently that
W2 is a minimal relation of even length.

By the choice of u, there are words W[, W'3 such that

W2 = WίW^Wί and W= WXW[ = W[WZ .

If W[ Φ W2 then either
( 1 ) W[ = WfWs where Wt is a non-void word, or
( 2 ) Wi = IF4 Wβ, W3 = W5W6, W = W,W5W6 where W4, W6, W6 are

not void. Since the word W2 is a relation, both the group elements W
and WJVz are in iί .

Thus if (1), W — WΊW*W3 implies the group element W* is in H.
This contradicts the minimality of the relation W unless W1 — W3 — TF0,
the void word.

If (2), the group element Wδ must be in H, contradicting the

minimality of W.
With the aid of Theorem 4 the following generalization of Theorem

3 will now be proved:

THEOREM 5. Let I (the identity), P and Q be disjoint permutations
on the letters 1,2, , n such that PQ — QP and let A be the 0, 1 matrix
of order n defined by them. Suppose the permutation group G generated
by P and Q is transitive. Then P(A) = | D(A) | if and only if upon
simultaneous permutations of rows and columns A is transformed into
the cyclic 7 x 7 matrix C defined by differences 0, 1, 3 mod 7.

Proof. The sufficiency is a consequence of Theorem 3. The necessity
will be proved by induction on n. If n — 3 then P(A) > | D(A) \ and
the theorem is true. Let B be of order N, 3 ^ N < n, and defined by
the disjoint permutations J, Pf Qf where the group G' generated by P'
and Qf is transitive and abelian. Moreover, let P(B) — \D(B)\. Then
the induction hypothesis asserts that B is transformable into C by
simultaneous permutations of rows and columns.

Since G is abelian, G is regular and of order n. Hence i, ip, ip\ ,
iP»i9 iP

xiQf . . . iPxiQyif . . . f JPWIPVW- i s a cycle i f a n ( J o n l y if pxiQvipxiQv, . . .

is a minimal relation between P and Q. Thus P{A) = | D(A) \ if and
only if every minimal relation between P and Q has odd length.

If G is not cyclic then G is homomorphic to an elementary p group
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G of type (p, p). Under this homomorphism, denote the images of P

and Q by P and Q, respectively. Since P and Q must be independent

generators of G, the relation (PQ)P is minimal. Thus by Theorem 4

there is a minimal relation between P and Q having even length. Hence

P(A)>\D(A)\.
Now suppose G is cyclic, P(A) = | D(A) | and consider two cases: (1)

G is generated by P and (2) Neither P nor Q generate G.

Case 1. Since G is transitive P must be a cycle of length n. Thus
there is a permutation JB such that R~ΨR = (1, 2, , w). Consider the
n x n cyclic matrix A* defined by J, RιPR, R~ιQR. A* is obtained from
A by simultaneous permutations of rows and columns so by Theorem 3,
A* and hence A is transformable into C. Note here that the cyclic
7 x 7 matrix defined by differences 0,1, 5 mod 7 is transformable into C.

Case 2. For this case n must be divisible by at least two distinct
primes plf p2. We show first that n = pxp2. Let Hlf H2 be subgroups
of G having orders px and p2 respectively. If Hx does not contain any
of P, Q, PQ~ι consider the homomorphism G—>G' where G' is the regular
representation of GIHλ Let P—>P',Q—*Q' and form the n\px x n\px

matrix A' defined by I, P' and Q'. The group G' is generated by P', Qf

and is cyclic and transitive. Moreover, P', Q' and I are disjoint permu-
tations. By Theorem 4 every minimal relation in G' between Pf and Qf

must have odd length. Thus P{A') = | D(A') | and, by the induction
hypothesis, A* is transformable into C. Hence p2 = 7 and w = pxp2.

If both iJi and H2 contain one of the three elements P, Q, PQ~ι

then since P and Q generate G, G = Hλ x ii2. Hence again w = PiP2.
We may thus suppose that P has order px and Q has order p2. Now

consider the n x n matrix A* difined by /, Q"1, PQ~X.
Since P(A) = |D(A) | we have P(A*) = |D(A*) | . However Q"1 and

PQ-1 generate G and PQ" 1 has order n. By Case 1 then n must be 7
so that Case 2 does not arise.

COROLLARY 1. Let I, P, Q be disjoint permutations on the letters
1, 2, , n such that PQ = QP and let A be the 0,1 matrix of order n
defined by them. Then P(A) = | D(A) | if and only if n — Ίe and upon
simultaneous permutations of rows and columns A is transformed into
the direct sum of C taken e times.

Proof. By the theorem it is sufficient to prove the necessity for
the case that the group G generated by P and Q is intransitive.

Let the letters 1, 2, « ,w be divided into t>l transitivity sets
containing Nlf N2, « ,iV( letters, respectively. Then upon simultaneous
permutations of rows and columns A is transformed into the direct sum
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of t matrices Alf A2, , At such that for 1 ^ j <^ t, A5 is of order Nj
and defined by disjoint permutations J, PJ9 Qj. Moreover P3Q5 — QJPJ.

Applying the theorem to each Aj(j = l f 2, , ί) proves the corollary.

COROLLARY 2. Let A be an abelian matrix of order n with 4 ones
in each row and column. Then P(A) > |Z)(A)|.

Proof. Without loss we suppose A is defined by permutations /,
P, Q, R where P, Q and R comute pair wise.

If P(A) = I D(A) I then Corollary 1 implies that n — Ίe and there is
a permutation X such that the n x n matrix defined by /, X~ιPX, X~λQX
is the direct sum of C taken β times. Now on the letters 1, 2, •••, 7,
XΨX and X~XQX must be the cycles (1,2, . .-,7) and (1,2, « ,7)3

since these are the only cycles of C having length 7. Thus on the
letters 1, 2, , 7, X~ιRX must equal (1, 2, , 7)d for some d ^ 0, 1, 3
(mod 7). The matrix formed from the first 7 rows and columns of the
transformed A is then cyclic and defined by the differences 0, 1, 3, d
mod 7. Furthermore by Theorem 3, d = 5. However the 7 x 7 cyclic
matrix B defined by differences 1, 3, 5 mod 7 has P(B) > | D(B) |. Thus
we cannot have P(A) = \D(A)\.

It seems to be a plausible conjecture that in Corollaries 1 and 2
the condition that A be abelian may be omitted. Little progress has
been made in proving this but it is hoped that in time the full result
will yield.

The final theorem will concern the determination of all cyclic matrices
A for which P(A) = \D(A)\.

A perfect difference set mod n is by definition a set of integers
dlf d2, , dκ, n — 1 = k(k — 1), such that every integer 1, 2, , n — 1
is congruent mod n to exactly one of the numbers dt — dj(l ^ i, j ^ k).
Difference sets have been studied extensively in connection with cyclic
projective planes and designs (2.3) but for present purposes we are
interested only in a unique role played by the perfect difference set
mod 7.

It is readily verified that if A is a 7 x 7 cyclic matrix with P(A) =
I D(A) I then A is defined by a perfect difference set mod 7. Also if Ax

and A2 are defined by perfect difference sets mod 7 then A1 may be
changed into A2 by permutations of rows and columns.

THEOREM 6. Let A by a cyclic 0,1 matrix of order n defined by
the differences 0, du d2 mod n. Then P(A) = | D(A) \ if and only if
n = 7e, dλ = ed[, d2 — ed[, where 0, d[, d2 is a perfect difference set mod 7.

Proof. The sufficiency is a consequence of the following lemma.
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LEMMA. Let B be cyclic of order n and defined by the differences
dιy d2, , ds mod n. For e Ξ> 1 a positive integer, let Be be the cyclic
matrix of order en defined by the differences edlf ed2 , eds mod en.
Then by simultaneous permutations of rows and columns Be may be
transformed into the direct sum of B taken e times.

Proof. Let Bt denote the n x n matrix formed from the intersections
of the rows t, e + t, , (n — l)e + t and columns t, e + t, , (n — l)e + t
of Be. Here t is a fixed integer on the interval 1 ^ t ^ e, We prove
Bt = B.

Suppose 1 ^ i, j ^ n. There is a 1 in row (i — l)β + t, column
(j — l)e + t of Be if and only if for some k, 1 <̂  k ^ s,

(j — l)e + t = (i — l)e + ί + edκ (mod ew) .

This congruence holds if and only if j == i + cίκ (mod w). Thus for each
t, 1 ^ ί ^ e, Bt — B. Thus the matrix 5 e contains e principal minors
I?, and these minors are disjoint from one another. This means that by
simultaneous permutations of rows and columns we may write Be in the
desired form.

The proof of the necessity is by induction. The theorem is true
for n = 3. Let B be cyclic of order iV(3 <. N < ri) and defined by dif-
ferences 0, α, b mod N and suppose that P(B) = \ D(B) |. Then the induc-
tion hypothesis asserts that N = 7Ϊ, α = α'Z and 6 = δ'ϊ where 0, α.', br

form a perfect difference set mod 7.
Now let P(A) = I J5(A) | and consider the permutation group G

generated by (1,2, « , ^ ) d l and (1,2, - *,n)d\ If G is transitive then
Theorem 6 follows by Theorem 5. If G is intransitive then (dlf d2, n) —
t > 1 and we may define a cyclic matrix B of order n\t by the differences
0,dJt,d2lt mod n/t. By the lemma, P(5) = | D(B) \. The induction
completes the proof.
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