
ABSTRACT COMMUTATIVE IDEAL THEORY

R. P. DlLWORTH

1. Introduction. Several years ago, M. Ward and the author [4]
began a study in abstract form of the ideal theory of commutative rings.
Since it was intended that the treatment should be purely ideal-theoretic,
the system which was chosen for the study was a lattice with a com-
mutative multiplication. For such multiplicative lattices, analogues of
the Noether decomposition theorems for commutative rings were
formulated and proved. However the theorems corresponding to the
deeper results on the ideal structure of commutative rings were not
obtained; the essential difficulty being the problem of formulating
abstractly the notion of a principal ideal. This difficulty occurred in a
mild form in treating the Noether theorem on decompositions into primary
ideals. In fact, in the above mentioned paper, a weak concept of
' 'principal element'' was introduced which sufficed for the proof of the
decomposition theorem into primaries. Nevertheless, the definition had
serious defects and it was immediately obvious that it was not adequate
for the further development of the abstract theory.

In this paper, I give a new and stronger formulation for the notion
of a "principal element'', and, in terms of this concept, prove an abstract
version of the Krull Principal Ideal Theorem. Since there are generally
many non-principal ideals of a commutative ring which are "principal
elements" in the lattice of ideals, the abstract theorem represents a
considerable strengthening of the classical Krull result.

It seems appropriate at this point to include a brief description of
the new "principal elements" and to sketch their relationship to principal
ideals.

Let L be a lattice with a multiplication and an associated residuation.
The product of two lattice elements A and B will be denoted by AB
and the residual, by A : B. An element M of L is said to be meet
principal if

(1.1) (A f] B:M)M^AM Π B all A, B e L .

Similarly, M is said to be join principal if

(1.2) (A U BM):M^ A:M U B all A, B e L .

Finally, M is said to be principal if it is both meet and join principal.
Now let L be the lattice of ideals of a commutative ring R and

let M = (m) be a principal ideal of R. If x e AM Π B, then x e B and
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x = am where a e A. It follows that ae B: M and hence that
a e A Π B : M. Thus x = ame(A n B: M)M. According to (1.1), M is
meet principal. Next let y e (A U BM): M. Then ym e A U BM and
hence ym = a + bm where a e A and b e B. Thus a — (y — b)m,
y — b e A : M, and hence 7/ = (y — b) + b e A : M U B. It follows that
M is also join principal. Hence every principal ideal is indeed a principal
element in the lattice of ideals.

It will be shown in §7 that in polynomial rings, properties (1.1)
and (1.2) in fact characterize the principal ideals. In more general rings
there may be many nonprincipal ideals which are principal elements of
the lattice of ideals. Thus if R is the ring of integers in an algebraic
number field, then A : B is the quotient (A Π B)/B and every ideal
satisfies (1.1) and (1.2). We note that since distinct prime ideals of R
are noncomparable, the conclusion of the Krull Principal Ideal Theorem
also holds for all ideals in this ring.

2 Preliminary definitions and results* Throughout the paper, ele-
ments of a multiplicative lattice will be denoted by latin capitals, U and
Π will denote the lattice operations and a will denote the latice inclusion
relation with ZD being reserved for proper inclusion. The lattices to be
studied will be complete with unit element / and with null element 0.

A lattice is said to be multiplicative if there is defined on the lattice
a commutative, associative, join distributive, multiplication. We shall
also require that / be the identity element for multiplication. Such a
multiplicative lattice also has a residuation satisfying the basic relations

(2.1) 4 3 ( A : B)B

(2.2) A a XB implies A : B a X .

Further important properties of the residuation and multiplication
are the following

(2.3) A 3 β i f and only if A : B = /

(2.4) (AC) B):C = (A:C)Π(B:C)

(2.5) A : (BC) = (A:B):C

(2.6) A:B^A

(2.7) A:I= A

(2.8) (AB) :BΏA

(2.9) (A{J B):C^(A:C)U (B:C)

(2.10) (A n B)C S (AC) Π (BC)

(2.11) (An B ) : B = A : B

(2.12) A:(AU B) = A : B

(2.13) A : ( B [J C ) = A : B n A : C
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(2.14) UAUC = B{JC = I, then (AB U C ) = J

(2.15) If A U C = I, then ( 4 n ΰ ) U C = S U C

(2.16) (A1[j U Λn)*i+" +*» S Afi U U Ai» .

Now let L denote a multiplicative lattice satisfying the ascending
chain condition. An element P e L is prime if the following condition
is satisfied for all A, BeL

(2.17) P^AB implies P a A or P 2 -B .

The element I is trivially a prime according to this definition. However,
"prime" will normally refer to prime elements distinct from /.

An element Q e L is primary if for all A, B e L

(2.18) Q 2 AB implies Q 3 A or Q 3 ff for some integer k .

Many of the results relating prime and primary ideals in a commu-
tative ring carry over directly to multiplicative lattices. Thus if Q is
a primary element of L, the join PQ of all elements X such that
I s g Q for some integer s is a prime element containing Q. It is
easily verified that PQ is the minimal prime containing Q. Furthermore,
Q Ξ3 PQ for some integer k. The prime PQ is called the prime associated
with Q and it is characterized by the properties

(2.19) PQ^Q 2 PQ for some integer k

(2.20) Q 2 4 S implies Q 2 A or Pρ 2 5 .

If Pρ =2ϋ A, it is easily verified that Q : A = Q. Also if Q2 and Q2 are
primary elements associated with the same prime P, then Qx (Ί Q2 is
likewise a primary element associated with P.

An element A is said to have a primary decomposition if there
exists primaries Qlf , Qm such that

(2.2i) A = QX n n Qm .

If superfluous Q{ are removed and the primaries associated with the
same prime are combined we obtain a reduced primary decompsition in
which distinct primaries are associated with distinct primes. Such a
primary decomposition is called a normal primary decomposition. The
fundamental theorem on primary decompositions is proved exactly as in
the commutative ring case and may be stated as follows:

Any two normal decompositions of an element A have the same
number of components and the same set of associated primes.

Let A = Qi n Π Qn be a normal decomposition of A and let

Plf •••, Pn denote the associated primes. A subset © of {Ply ••-, Pn} is
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isolated if P{ e © implies Pά e © whenever Pi a Pό. The element A^ =
Π {Qi I Pi e ©} is called an isolated component of A. The fundamental
result on isolated components is the following:

The element A<& depends only upon A and © and not upon the
particular normal decomposition.

For let A = Q[ (Ί Ω Q'n be a second normal decomposition and let
A'g = n {QilP.e©}. If we set £ ' = Π {Q}|Pi0©}, then ftϋ =
A ^ n ΰ ' a 4£B\ Now if Pi e ©, then P< g £' since otherwise P, a Q} 2 P*
and hence P{ a P, so that P, e © contrary to Pά $ ©. It follows that
Qi a ^ for all i such that P< e ©. Thus ^ @ - Π {Q̂  | P< e ©} a A'&. Si-
milarly AQ a A@ and hence A@ = A@.

There are multiplicative lattices satisfying the ascending chain con-
dition in which elements fail to have primary decompositions.1 On the
other hand it is well known that every element of a lattice satisfying
the ascending chain condition has a decomposition into meet irreducibles.
Since a meet irreducible can have a primary decomposition only if it is
itself primary, it follows that the elements of L will have primary
decomposition if and only if every meet irreducible element of L is
primary. Suitable condition which insure that meet irreducibles will be
primary involve properties of principal elements. These will be discussed
in the following section.

It should be pointed out that the relationship between prime and
primary elements can be developed in multiplicative lattices which are
compactly generated. These include multiplicative lattices satisfying
the ascending chain conditions as a very special case.

3. Noether lattices* In §1, the notions of meet principal elements,
join principal elements, and principal elements were introduced. We
begin by developing some elementary properties of these elements.

LEMMA 3.1 An element M is meet principal if and only if

(3.1) (A n B : M)M = AM n B all A, Be L .

For (AΓ\ B: M)M s AM Π (B: M)M s AM Π B by 2.10 and 2.1

LEMMA 3.2 An element M is join principal if and only if

(3.2) (A U BM) :M= A:M U B all A, Be L .

For (A U BM) : l 2 i : l U (BM): M 3 A : M U B by 2.9 and 2.8.
Setting A = I in 3.1 and A = 0 in 3.2 gives the following corollaries

Ward-Dilworth [4] contains several examples.
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COROLLARY 3.1. If M is meet principal, then

(3.3) (B:M)M=Bn M allBeL.

COROLLARY 3.2. // M is join principal, then

(3.4) (BM): M = B U (0 : M) all Be L.

In particular, if M a B, then (B: M)M = B and if B 2 0 : M, then
(J5M): M = B respectively.

LEMMA 3.3. 1/ M1 and M2 are meet principal, then MλM2 is meet
principal.

For

[An B: (MιMi)]M1M2 = [A Π (B: M2): MJMM

= (AM, n B: ikf2)M2 = AMλM% n B

by (2.5) and (3.1).

LEMMA 3.4. // Mλ and M2 are join principal, then MXM2 is join
principal.

For

{A U BMM): (MM) = [(A U BMXM2): ΛfJ : Mx

= [A : ikf2 U BM±] :Mί = (A:M2):M1\J B = A: (M,M2) U 5

by (2.5) and (3.2).

COROLLARY 3.3. If M1 and M2 are principal, then MλM2 is principal.
The conditions which insure that every meet irreducible is primary

are formulated in the following theorem.

THEOREM 3.1. Let L be a modular, multiplicative lattice satisfying
the ascending chain condition. Furthermore let every element of L be
a join of meet principal elements. Then every meet irreducible element
is primary.

Proof. Let Q be meet irreducible and let Q a AM where Q g A
and M is meet principal. Then by (2.13) (A U Q): M S (A U Q): M2 S
• s (A U Q): M"fc £ - By the ascending chain condition there exists
& such that

(A U Q): Mfc = (A U Q): Mfc+1 .
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Now let C = (A U Q) Π (Mk+1 U Q) .
Then C: Λf *+1 = (A U Q): ikP+1 n (M fc+1 U Q): ΛP+ 1 = (A U Q): Λί *+1 n I =

(A U Q): Mk+1 = (A U Q): ΛP by (2.4).
By Lemma 3.3 Λf* and Λf*+1 are meet principal and hence by

(3.3) (C: Mk+1)M*+1 = C f] ikP+1 and [(A U Q): Λf *]M* = (A U Q) Π Mfc.
Thus by modularity we have C = (ΛP+1 U Q ) Π C = Q U ( C n Mfc+1) =
Q U (C: M*+1)M*+1 = Q U [(A U Q): M*]ikP+1 = Q U [(A U Q) Π M«]M
g C U ( 4 U Q)M - Q U AM U QikΓ g Q s C.

Hence

Q = C - ( 4 u Q ) n (M fc+1 U Q) .

Since Q is meet irreducible and Q Φ A U Q we must have Q = M fc+1 U Q
and hence Q Ξ? Jlf *+1. Now let Q a AB where ζ> g A. Then 5 is a join
of meet principal elements, say B = M1 U U Λfr. Thus Q a Aikίi for
i = 1, « , r . Hence there exists k% such that Q a M\κ Let fc =
&!+•••+&,. Then by (2.16) Q 3 F and it follows that Q is primary.

In Ward-Dilworth [4], a multiplicative lattice satisfying the ascending
chain condition in which every irreducible is primary was called a "Noether
lattice." Since these conditions are not sufficient for the results of
commutative ideal theory we shall strengthen the definition as follows:

DEFINITION 3.1. A multiplicative lattice L is a Noether lattice if
the following conditions are satisfied:

(1) L is modular
(2) L satisfies the accending chain condition
(3) Every element of L is a join of principal elements.
From the results of §1 we conclude the lattice of ideals of a Noetherian

ring is a Noether lattice.

Theorem 3.4 implies that every irreducible element of a Noether
lattice is primary. From the results of §2, it follows that every element
of a Noether lattice has a normal primary decomposition.

Now let A = Q± Π Π Qn be a normal decomposition of A and
let {Plf •••, Pn} be the associated primes. If B is an arbitrary element
of I/, then {Pi \ P{ U B Φ 1} is clearly an isolated set of primes. Let AB

denote the corresponding isolated component of A. We prove now an
abstract version of the intersection theorem.

THEOREM 3.2. (Intersection Theorem) If A and B are elements of
a Noether lattice, then n k (A U Bk) = AB.

Proof. According to the definition of isolated components AB =

Π {Qi\Pi U BΦI). Let AS = n {QAPJ U B = I}. Now P5 U B - /
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implies P) U B = /for all k by (2.14) and hence Q5 U B = I. But then

A%= n {QylPy U 5 = /}3/7{Q i |Py U 5 - / }

and hence A% U 5 = I by (2.14). From (2.14) we get AB U Bk = Jail &.
Hence A \J B* = (AB n A*) [J B* = AB U Bk by 2.15. Thus A [J Bk ^ AB

all Jfc and hence Πk(AΌBk)^AB.
Next let n k(A U 5fc) a M where Λf is principal.

Let A U 5M = i^ Π Π Rm be a normal decomposition of A U ΰilί
with associated primes P/, « P^. Then i?; a - β ^ and hence either
R, a M or P̂ ' a JB. But if P/ 3 J5, then Ri a P/fcΐ a Sfci and hence
J?ί a A U Bki a ίΊ fc (A U 5fc) 3 AT. In either case we get Ri^M and
hence A U BM = i2x Π Π J?m a M. It follows that A U BM = A Ό M.
Since M is principal we have

A:M{J B = (AU BM): M = (A \J M): M = I.

Thus P{ [J B Φ I implies P^ A:M. Since ft3A3(4: M)M it
follows that Qi^M for all i such that P< U B Φ I. Hence Aβ =
n {QλPi u BΦI}^M.

Since L is a Noether lattice, ί l i ( A U Bk) is a join of principal elements.

Thus

and the proof of the theorem is complete
Setting A = 0 in Theorem 3.2 we get

COROLLARY 3.1. If B is an element of a Noether lattice L, then

Γi Bk = 0B .

If A Φ I is an element of a Noether lattice, then there exists a
maximal element P φ I such that P 3 A . By (2.14) and (2.17) such an
element is prime and clearly is a maximal prime of L.

DEFINITION 3.2. A Noether lattice L is local if it contains precisely
one maximal prime.

Now suppose that L is local with the unique maximal prime Po.
If PiΦ I and B Φ I, then Po a Pi U B and hence P{ U B Φ L Thus
A£ = n {Qi I ^ U £ Φ 1} = A. Accordingly we get

COROLLARY 3.2. If L is a local Noether lattice and B Φ I is an
element of L, then for each Ae L

n (A u Bη = A .
k

Setting A = 0, we have
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COROLLARY 3.3. If B φ I is an element of a local Noether lattice,
then

Π Bk = 0 .
k

4. Quotient lattices* If L is a Noether lattice and D e i , then
L/D = {Ae L\A^ D} is clearly a sublattice of L. However, LjD need
not be closed with respect to multiplication. We make L/D into a
multiplicative lattice by defining

AoB = AB U D .

This multiplication is easily seen to be commutative, associative,
distributive with respect to join, and has I as an identity element. Thus
with this multiplication LfD is a multiplicative lattice.

Since A : B Ξ2 A, it follows that L\Ό is closed with respect to resi-
duation. This residuation is also the residuation associated with AoB
since

A 2 Xo B if and only if A a XB .

LEMMA 4.1. If L is a Noether lattice, then L/D is a Noether lattice.
Furthermore if M is a principal element of L, then M U D is a
principal element of LjD.

For if L is modular and satisfies the ascending chain condition, then
clearly LjD is modular and satisfies the ascending chain condition.

Now let M be a principal element of L and let A, Be LJD. Then

[A U Bo(M u D)] : (M U D) = (A U BM U Z>): (M U D)

and M U D is thus join principal. On the other hand

[A:(Mϋ D) f] B]o(M U D) = (A:M Π B ) o ( M U D )

= (A:Λf n 5)(IU fl)UJ)

- (A : ikf n B)M I) (A: M n B)D Ό D = (A: M n B)M U D

- ( A Π BM) U ΰ = AΠ (BM U D)

= (A Π (BM U BD) U ΰ ) = A n Bo(M U D) .

and MU flis thus meet principal. Note that modularity is required in
the sixth step of this argument. Now if A e LjD, then A = A I) D =
M1\J U Mk U D = (M1 U D) U U (Mk U D) and hence every ele-
ment of L/D is a join of principal elements. Thus L\Ό is a Noether
lattice.
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The next lemma shows that the arithmetical properties of L are
preserved in L/D.

LEMMA 4.2. An element is prime or primary in L[D if and only
if it is prime or primary in L.

Let A, B,CeLjD. Then A a BoC if and only if A 2 BC. Hence
A is prime or primary if and only if it is prime or primary in L.

COROLLARY 4.1. If L is a local Noether lattice, and D φ I, then
LjD is a local Noether lattice.

5. Congruence lattices* Congruence relations provide a second
method for constructing- new Noether lattices from a given Noether lattice.
This construction is the abstract version of the construction of the
generalized ring of quotients introduced by Chevalley [1], Let L be a
Noether lattice and let D be an arbitrary element of L. If P19 , Pn

are the primes associated with a normal decompsition of A, then
{Pi ID 2 P%} is an isolated set of primes and hence determines an isolated
component AD of A. For a given normal decomposition A ~ Qt Π ΓΊ Qn

we have AD = n{Qil-D2P<}. We will let A'D denote {QjlDgP,} so
that A = AD n A'D. We define A = B(D) if and only if AD = BD.

LEMMA 5.1. If A ^ B, AD^ BD.

For let A ~ Qτ n Π Qm be a normal decomposition of A and let
Pl9 , Pm be the associated primes. If D 2 P*, then Q { 2 i 3 β 3
BD Π J%. If P, 2 B'D, then P, 2 Pj where D g P; contrary to D 2 P, .
Hence P { g J5; and thus Q{ 2 ^D- It follows that AD = Π {Qi \ D 2 P»} 2 #z>.

LEMMA 5.2. // A = B(Z)), then A n C = B n C(JD).

For let A Π C = Qx Π Π Qn be a normal decomposition of A Π C
with associated primes Pl9 P n . Then if D 2 P; we have Q{ 3 i Π C =
4 ΰ Π C Π i ; and P< g A'D. Thus Q< 2 ^ Π C = BD Π C 2 B Π C Thus
(A Π C)χ, = n {Q*|2? 3 P J 2 5 n C. But then (A n C)D = ((A n C)D)D 2
( 5 Γi C)D by Lemma 5.1. Similarly (B n C)^ 3 ( 4 f l C)^ and thus
(A n C)D = (B n C)z,. It follows that i n C ^ B n C(Z>).

LEMMA 5.2. // A = B(D), then A U C = B U C(D).
For let A U C = Qτ Π Π Qw be a normal decomposition of A U C

with associated primes Pl9 *,Pn. Then if D 2 Pi we have Q; a
Aΰ Π AJ, and Q< 2 C. Since P< g A'D we have Qi a AD. Thus Q̂  a BD^B
and this Q4 a 5 U C. But then (A U C)D - Π {0i|J5 a P<} a J5 U C and
hence (A U C)^ 3 ( ΰ U C)* by Lemma 5.1. Similarly (B U C ^ 3 ( 4 U C)D

and hence A U C = B U C(D).
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LEMMA 5.3. If A = B(D), then AC = BC(D).
For let AC = Qλ f] Π Qn be a normal decomposition of AC with

associated primes Plf , Pn. Then if D Ξ2 Pt we have Q{ 2 AC =
(A* n AyC 2 AΏCAf

D where P< g Aί,. Thus Q, 2 A^C = P^C 2 PC. It
follows that (AC)D 2 5C and hence by Lemma 5.1 that {AC)D 2 (BC)D.
Similarly (BC)D 2 (AC)^ and hence the conclusion of the lemma follows.

LEMMA 5.4. If A = B(D), then A:C = B: C(D) andC:A = C: B(D).

For let X : Y = Qx Π Π Qw be a normal decomposition of I : 7
with associated primes Plf , Pn. Then if D 2 P» we have Q; 2 -X": Y =
(XDΠXί): Y=(X»: Y) Π (Xi : Γ)2(-Xi,: Y)(-X"£: Γ). N o w P ^ X ^ : Γ
since otherwise Pi 2 Xί : 7 3 i ; . Thus Q< 2 XD : Γ 2 XΏ : ^ since
Yi, 2 Y. Hence (X: F)^ - n {Qt\D 2 PJ 2 ^ : Yi,.

On the other hand, 1 3 (X: Y)Y and hence

-X,, 2 [(X: Y)Y]D - (X: Γ)*Γz) by Lemma 5.1 and 5.3 .

Hence XD : YD 2 (X: Y)* and thus (X: Y),, - XΛ : YD by the result of
the previous paragraph.

Now if A = J?(JD), then (A : C% = AD:CD = BD:CD = (B: C)D and
t h u s A : C = B : C(D). S i m i l a r l y C:A = C: B(D).

Lemma 5.1-5.4 show that congruence mod D is a congruence relation
on L preserving meet, join, multiplication, and residuation. In view
of the fact that principal elements are defined in terms of equations
involving meet, join, multiplication, and residuation it follows that the
congruence class of a principal element is principal in the lattice of
congruence classes.

Now let LD denote the multiplicative lattice of congruence classes.
Then we have

THEOREM 5.1. If L is a Noether lattice, then LD is a Noether lattice.

The arithmetical properties of LD may be described as follows:

THEOREM 5.2. The primes and primaries of LD are precisely the
congruence classes determined by the primes and primaries of L. The
proper prime elements of LD are the congruence classes determined by
primes P such that D 2 P.

Proof. Let the congruence class {C} be a prime in LD. Now
C 2 Pί1 P> where Plf , Pn are primes of L such that P{ 2 C.
But then {C} 2 {PJ* {Pw}*» and hence {C} 2 {Pi} a {C} for since i.
Thus {C} = {Pi} where P{ is a prime of L. Conversely, if P is a prime
of L, then, by definition, PΌ — P or PD — I according as ΰ 3 P o r
ΰ | P . Hence {P} 3 {A} {B} implies P,, 2 ADBD and hence P* 2 AD or
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PD a BD which implies {P} a {A} or {P} a {B}. Thus the primes of LD

have the form {P} where P is a prime of L and {P} is proper if and
only if flaP.

Next let {C} be a primary element of LΌ associated with the prime
{P}. Now CD = Q1 Π n Q r when D Ξ2 P4 and P< is the prime associated
with Q{. We may suppose that {C} Φ {1} and thus that D Ξ2 P. Now
{C} a {Pf for some fe. Hence CD^Pk

D = P*. But then P { 3 P for all
i. Since P a CD we have P a Py for some i and hence P — Pj. On
the other hand Pl9 , P r are distinct and thus P g> P< for i φ j . Since
{C} 3 {Qi} {Qr} and {P} J {Q<} for ί =£ j . We have {C} 2 {Qj} since
{C} is primary in Lo. But then {C} = {Qj} where Q5 is a primary of L.
Conversely if Q is a primary element of L, then, by definition, QD — Q
or QD — I according as fl 3 PQ or J9 | PQ. Hence {Q} a {̂ 4.} {B} implies
{Q} a {̂ } or {P} a {P} and {Q} is a primary element of LD. This completes
the proof of the theorem.

It should be noted that distinct primes contained in D determine
distinct congruence classes.

THEOREM 5.3. If P is a proper prime of L, then LP is a local
Noether lattice.

Proof. For if {P'} is a proper prime of LP} then P S Pr and hence
{P} a {P;} On the other hand {P} is a proper prime of LP. Thus {P}
is the unique maximal proper prime of LP.

6 The principal element theorem. The critical steps in the proof
of the principal element theorem will depend upon the finite dimensionality
of certain quotient lattices. The finite dimensionality rests in turn
upon the following theorem on modular lattices.

THEOREM 6.1. Let S be a subset of a modular lattice L which
generates L under finite joins. Then if S satisfies the descending
chain condition, L also satisfies the descending chain condition.

We begin by proving two lemmas on quotient lattices in a modular
lattice.

LEMMA 6.1. Let L be a modular lattice. Ifajb and b\c are quotient
lattices satisfying the descending chain condition, then a\c satisfies
the descending chain condition.

For let x1 Ξ> x2 ^ ^ xn ^ . be a descending chain in ajc. Then
aj 1 U6^fl5 a U6^ ^ α Λ U 6 ^ and flJiΠ^^niέ' έ ^ Π ^ •••
are descending chains in a/b and b\c respectively. Hence there exists
an integer k such that xn U b = xk U b and xn Π b = xk Π b all n ^ k.
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Since xk ^ xn all n Ξ> k it follows from the modular law that xk = xn all
n Ξ> k and hence α/c satisfies the descending chain condition.

LEMMA 6.2. Let L be a modular lattice. If a/b and c\d satisfy
the descending chain condition, then a U c\b U d and a Π c\b (Ί d satisfy
the descending chain condition.

For a\a n (b U d) is a subquotient of α/6 and hence satisfies the
descending chain condition. But a\a Π (b U d) is isomorphic to α U d/6 U d
and hence a {J d/b {J d satisfies the descending chain condition. A similar
argument shows that a U c\a U d satisfies the descending chain condition.
But then a U c\b U d satisfies the descending chain condition by Lemma
6.1. A dual proof shows that a n c/b Π d likewise satisfies the descending
chain condition.

Repeated application of Lemma 6.2 gives the following corollary.

COROLLARY 6.1. Let L be a modular lattice. If ajb, - ,ajb
satisfy the descending chain condition, then {aλ U U an)/b satisfies
the descending chain condition.

We now give the proof of the theorem.

Proof of Theorem 6.1. If sλ and s2 are elements of S, then s1 Π s2

is a join of elements of S. Hence there exists s3 e S such that sx Ξ> s3

and s2 ^ s3. Thus S is a directed set and hence has a null element z
by the descending chain condition, z is clearly the null element of L.
We shall show first that the quotient lattices s/z satisfy the descending
chain condition by making an induction upon the elements of S. Clearly
z/z satisfies the descending chain condition. Let us suppose that s/z
satisfies the descending chain condition for all s < s0. If solz does not
satisfy the descending chain condition, there exists an infinite descending
chain

in So/2. Then sQ ^ α0 > aλ and ax = sλ U U δ r But then s{\z satisfies
the descending chain condition by the induction assumption and hence
ajz = (Si U U sn)lz satisfies the descending chain condition by Corollary
6.1. But a± > > an > is an infinite descending chain in ajz.
Hence sjz satisfies the descending chain condition. Since S itself satisfies
the descending chain condition it follows by induction that s/z satisfies
the descending chain condition for all s e S. Now let ae L and let a =
s1\J U s r Since sjz satisfies the descending chain condition for each
i, it follows from Corollary 6.1 that a\z satisfies the descending chain
condition and hence that L itself satisfies the descending chain condition.
This completes the proof of the theorem.
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The following theorem describes the finite dimensionality properties
of local Noether lattices.

THEOREM 6.2. Let L be a local Noether lattice with maximal prime
P. Then LjPk is finite dimensional.

Proof. The elements Pk U M where M is principal generate L\Pk

under finite joins. Hence by Theorem 6.1 it will suffice to show that
these elements satisfy the descending chain condition. Let

We may clearly assume that Pk U Mx φ I. Since L has exactly one
maximal prime element P it follows that P a Pk U Mx 3 Mlβ Now
(P* U Mr+1) : Mr Φ I since otherwise Mr = [(Pk U Mr+1) : Mr]Mr =
(P fc U Mr+1) Π Mr by Corollary 3.1 and hence Pk U Mr+1 3 Mr which
implies P & U M r + 1 3 Pk U Mr contrary to Pk U Mr ZD Pk Ό Mr+1. Thus

P 3 (P* U M r + 1 ) : Mr for all r .

Now P 3 Mi. Suppose that Pr 3 M r where r < fc. Then

= (P f c u M r + 1 ) n Mr.

Thus P r + 1 3 P* U [(Pfc U Mr+1) Π Mr] = (P fc U Mr+1) n (P fc U ΛΓr) =
P f c U Λfr+1 3 Mr+1 by the modular law. Hence by induction we get

P* 3 Mk .

Thus Pk = Pk U Mk z) P fc U Λίft+1 3 P* which is impossible. It follows
that the elements Pk U M satisfy the descending chain condition and
hence L\Pk is finite dimensional.

A lemma on lattice isomorphism will be needed in the proof of the
main theorem.

LEMMA 6.3. Let L be a Noether lattice in which 0 is a prime.
Then if M is a nonzero principal element the quotient lattice AM/BM
is lattice isomorphic to A\B.

For if 0 is a prime, then 0 3 (0 : X)X where X Φ 0 implies 0 3 0 : 1 .
Hence 0 : X = 0 whenever X Φ 0. But then (XM): M = (0 U XM): M =
0 : M U X = X. Now the mapping X-> XM maps ^4/5 into AM/BM.
It is order preserving since X 3 F implies XM 3 YM. It is 1-1 since
XM - ΓM implies X = (XM) :M=( YM) :M=Y. Finally if V e AMjBM,
then 4̂M 3 F and hence 7 = F ί l ^.M = (V: M n A)Af since M is
principal. B u t A 2 A f Ί F : l 2 A ί l (5M) : l 3 i n S = Sand hence
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X = A f] V: M maps onto V. Thus X —> XM is a 1-1 order preserving
map of A\B onto AM/BM and hence A/.B and AM/BM are lattice
isomorphic:

In formulating the proof of the Principal Element Theorem, we will
make use of a modification of an argument due to D. Rees [3].

THEOREM 6.3. Let L be a local Noether lattice in which 0 is a
prime. Let P be the maximal prime of L. Then if the principal
element M is primary with associated prime P, P is the only non zero
prime of L.

Proof. Let P' be a nonzero prime of L. Then P' 2 N where N
is a nonzero principal element of L. Now by (2.13)

Since the ascending chain condition holds in L, it follows that N: Mk =
N: Mk+1 for some k. But then

N n Mk+1 = (N: Mk+1)Mk+1 = (N: Mk)MkM = (N f] Mk)M .

Then if d(A/B) denotes the dimension of the quotient AjB we have

d((N U M f c + 1)/M f c + 1) = d(NI(N n M*+1))

= d(NI(N n Mk)M)

= d(NINM) + d(NMI(N n Mk)M)

- d(M*IM*+1) + d((iV U Mk)IMk)

= d((N U Λ

making use of modularity and Lemma 6.3. Note that all of the quotients
are finite dimensional since M Ξ2 Pι for some I and hence Mk+1 a pι*+wm

But LIP{k+1)ι is finite dimensional by Theorem 6.2. Since JV U Mk a
iV U M fc+1 it follows from the equality of the dimension that N U Mk =
N U Mk+1.

Then

- ikffc Π (N U Mfc) - Mk Π (JSΓ U Mfc+1) = (Mk f] N) U ikP+1

= (iSΓ: ikffc)Mfc U Mk+1 = (N: Mk U

Hence / = Mk: Mk = [(2V: ikίfc U M)M f c]: Mk = N: Mk U If. Now P g
N: Mk since otherwise P 2 iV: ikP U Λί = I. Since L is local with
maximal prime P it follows that N: Mk = I and hence JV2 ikffc. But
then
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Thus P' Ώ P and since P is maximal we have P' = P. This completes
the proof of the theorem.

DEFINITION 6.1. Let P be a prime element of a Noether lattice L.
The least upper bound of the length of chains P D PX D P2 ID ZD Pk

where the P* are primes of L is called the rcmfc of P.
The abstract version of the Krull Principal Ideal Theorem (Krull [2])

is formulated as follows:

THEOREM 6.4. (Principal Element Theorem) Let P be a minimal
prime containing the principal element M of a Noether lattice. Then
the rank of P is at most one.

Proof. Let L denote the Noether lattice. Without any loss of
generality we may suppose that L is local and that P is the maximal
prime of L. For LP is a local Noether lattice in which the maximal
prime is the congruence class of P. By Theorem 5.2, the rank of the
congruence class of P in LF is the same as the rank of P in L. But
if L is a local Noether lattice and P is the maximal prime of L, then
M is primary with P as the associated prime. For let P{ be a prime
associated with a normal decomposition of M. Then P 3 P{ since P is
maximal. But since P is minimal over M we must have P = P{ and
hence M is primary associated with P.

Now let P 3 Px a P2 Then L/P2 is a local Noether lattice with
maximal prime P. The zero element of L\P2 is P2 which is prime by
Lemma 4.2. Also by Lemma 4.2, the principal element M U P2 of L/P2

is primary with P as associated prime. Hence by Theorem 6.3, P is
the only nonzero prime of L\P2. But by Lemma 4.2, Px is a prime of
LjP2 which is distinct from P. Thus Px = P2 and the rank of P is at
most one.

We will conclude this section by proving the theorem which extends
the result of Theorem 6.4 to nonprincipal elements. A preliminary lemma
is required.

LEMMA 6.4. Let L be a Noether lattice and let P ~ Po D PX D •
ZD Pr_i ~D Pr be a chain of prime elements of L. If M is a principal
element of L such that P^M, then there exists a chain of prime elements
P = Po* =) Px* z> Pr*_i 3 Pr such that Pr% 3 M.

For let us set Po* = Po = P. If Px a Λί we set Px* = Pl9 otherwise
we let P:* be a minimal prime such that P 3 P f 3 l U P2. Then P* is
a minimal prime containing the principal element M U P2 of L\P2.
Hence by Theorem 6.4 we conclude that P Φ P* since P is of rank two
in L/P2. Also since Px =£ M we have P2£ M and hence Px* =£ P2. Thus
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P = Po* 3 Px* 3 P2 and Px* 2 Λf. Repeating this argument r — 1 times
gives the chain P = Po 3 Px* 3 3 Pr*_x 3 P r with P;^ 2 Λf.

THEOREM 6.5. Let L be a Noether lattice and let P be a minimal
prime containing MXV} U Mk where each Mi is principal. Then
the rank of P is at most k.

Proof. Let P = Po 3 P1 3 3 Pr-λ 3 P r be an arbitrary chain of
primes beginning with P. Then P 2 Mk and hence by Lemma 6.4 there
exists a chain P = Po* 3 P,* 3 3 Pr*_! 3 P r such that Pr% 2 Mfc.
Now P is a minimal prime containing (MΊ U Mk) U U (Mk-X U Mi.)
where each Mt U ilί* is principal in L/Mk. Since P = Po* ID 3 P^j is
a prime chain in L/M& we may suppose by induction that r — 1 ̂  k — 1
and hence conclude that r ^ k. This completes the proof of the theorem.

7 Polynomial ideals. In this section it will be shown that the
principal elements of the lattice of ideals of a unique factorization integral
domain are precisely the principal ideals. In particular, this result holds
for ideals in a polynomial ring.

THEOREM 7.1. Let Rbe a unique factorization integral domain. Then
every principal element in the lattice of ideals of R is a principal ideal.

Proof. Let M = (ml9 , mk) be a principal element in the lattice
of ideals of R. Then M2 (m^ and hence (m{) = (m<) ί l l = ((m<): M)M=
XiM where X{ = (mj : M. Then there exist elements xίlf , xik in X{

such that

mi = Xiim1 + + Xikmk i = 1,

Let

1 — flJl! - #12 - #lfc

— fl?21 1 — ^22 * * — #2&

Then Ami = 0 for i = 1, , k and hence Δ — 0 since iϋ is an integral
domain. But Δ = 1 — x where x e Xλ U U Xx. Hence Xλ U U X& =
(1) and thus there exist elements x{ e Xi such that

xx + + xn = 1 .

Since (m^ = X ikf there exist elements ri3 such that
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Let b be the g. c. d. of mlf , mk. Then since R is a unique factorization
domain it follows that xt is a multiple of m^d. Thus dx% = j / ^ . Hence

cί — dxγ + + dxk = y1mι + + ykmk e M .

On the other hand it is clear that M ίΞ (d). Hence M = (d) and it follows
that M is a principal ideal.

It should be noted that if L is a Noether lattice which satisfies the
cancellation law for nonzero elements and in which every element has
a unique factorization into primes (for example, the lattice of ideals of
the ring of integers in an algebraic number field), then A : B = (A f] B)jB
and hence 1.1 and 1.2 hold identically in L. Thus every element of L
is principal. R. S. Pierce notes that the converse is also true. If L
is a Noether lattice in which 0 is prime and in which every element
is principal, then the cancellation law holds in L and every element
of L has a unique decomposition into primes. The cancellation law
follows from Lemma 6.3 and the unique decomposition into primes can
be deduced from Corollary 3.1.

8 Distributive lattices. Let L be a distributive lattice satisfying
the ascending chain condition and with a null element 0. Then if the
meet operation is taken as the multiplication it is well known (Ward [5])
that L is a multiplicative lattice with residuation. Since L is modular
and satisfies the ascending chain condition, L will be a Noether lattice
if and only if the principal elements of L generate L under finite joins.

LEMMA 8.1. M is a principal element of L if and only if M has
a complement in L.

For let M be principal. Then 0 3 ( 0 : I ) ί l I and hence (0 : M) Π M=
0. On the other hand, 0 : M U M = [0 U (M Π M] : M = M: M = I and
hence 0 : M is a complement of M. Conversely, suppose that M is an
element with a complement Mf. It is easily verified that X: M —
X U M\ Hence

[A [J (B n M)]:M= A Ό (B Π M) Ό Mf = A U Mf U B = A:M I) B

[A n (B: M)] n M = [A n (B U M')] Π M = (A n M) Π B

and M is principal. The proof of the lemma is thus complete.

Now the complemented elements of a distribution lattice are closed
under meet and join and form a Boolean algebra. Thus we get

THEOREM 8.1. A distributive lattice is a Noether lattice if and
only if it is a finite Boolean algebra.



498 R. P. DILWORTH

It should be noted that the prime elements of a Boolean algebra
are the elements covered by the unit element. Any two such elements
are non comparable and hence the rank of every proper prime is zero.
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