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1. Introduction. This paper is concerned with the difference equation

$$
\begin{equation*}
x(s+1)=A(s) x(s) \tag{1.1}
\end{equation*}
$$

where the 2 by 2 matrix $A(s)$ has a convergent series representation

$$
\begin{equation*}
A(s)=s^{k} \sum_{k=0}^{\infty} A_{k} s^{-k}, \quad|s|>s_{0} \tag{1.2}
\end{equation*}
$$

and $A_{0} \neq 0$. The $A_{k}$ are constant matrices, the independent variable $s$ is complex, $h$ is a constant, and $x(s)$ is a column vector. We seek two independent vector solutions or a fundamental solution to the corresponding matrix equation

$$
X(s+1)=A(s) X(s)
$$

The number of linearly independent solutions is not apparent since for both $A(s) \equiv 0$ and $A(s)=\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right)(1.2)$ has only $x(s) \equiv 0$ as a solution. We will show that there will be two linearly independent solutions unless the determinant of $A(s)$ vanishes identically, in which case there will either be one or none.

We begin, in § 2 , by reducing the matrix $A(s)$ to one of eight canonical forms which (after factoring out $s^{h^{\prime}}$ ) have convergent expansions in $s^{-1}$ or $s^{-1 / 2}$.

In § 3 we construct formal solutions for these difference equations by substitution and direct comparison. The formal solutions will contain in general divergent power series, but it is expected that these formal solutions are asymptotic representations of true solutions in appropriate regions of the $s$-plane. Section 4 is devoted to estimates on the growth of the coefficients in these formal series.

In §5 we consider integral equations for vector functions $w(t)$ whose Laplace transforms are simply related to certain formal series occurring in our formal solutions. Using the estimates of $\S 4$ (in all but one case) we obtain true solutions of these integral equations.

These vector functions $w(t)$ are used in $\S \S 6$ and 7 to construct true solutions of the original difference equation. Theorems of Doetsch and Nörlund are utilized to prove that the formal solutions obtained

[^0]earlier are asymptotic representations of these solutions. Moreover, these formal solutions may be summed and replaced by convergent factorial series in appropriate half-planes of the s-plane.

The relationship of this work to other results is discussed in § 8.
This paper is based in part upon the Ph. D. thesis of W. J. A. Culmer under the direction of Professor H. L. Turrittin. Both authors are deeply indebted to their former teacher, Professor H. L. Turrittin, under whose guidance they first studied difference equations.
2. Canonical forms. If the elements of the matrix $P(s)$ are meromorphic in a neighborhood of $s=\infty$ and $\operatorname{det} P(s) \not \equiv 0$, the transformation

$$
\begin{equation*}
x(s)=P(s) y(s) \tag{2.1}
\end{equation*}
$$

changes the difference equation (1.1) into

$$
\begin{equation*}
y(s+1)=B(s) y(s) \tag{2.2}
\end{equation*}
$$

where

$$
\begin{equation*}
B(s)=P^{-1}(s+1) A(s) P(s)=s^{h^{\prime}}\left(B_{0}+\frac{1}{s} B_{1}+\cdots\right), \quad|s|>s_{1} \tag{2.3}
\end{equation*}
$$

Here $B(s)$ and $A(s)$ have qualitatively the same form. To facilitate the computation of formal solutions of the difference equation (1.1) we utilize transformations of the type (2.1) to achieve a more amenable form (2.2).

Our first goal is to diagonalize the leading term $B_{0}$ in the resulting expansion (2.3). This is not always possible with transformations $P(s)$ whose elements are meromorphic in some neighborhood of $s=\infty$. However, we give a necessary and sufficient condition for such a reduction. When it is not possible to achieve this diagonalization with a matrix $P(s)$ with meromorphic elements, we show that it is possible to diagonalize the leading term of $B(s)$ if we allow the elements of $P(s)$ to be meromorphic functions of $s^{1 / 2}$. In this case the elements of $s^{-h^{\prime}} B(s)$ will be meromorphic function of $s^{1 / 2} .{ }^{1}$ For these cases we are led to construct formal solutions containing formal power series in $s^{-1 / 2}$.

Let $J$ be a constant matrix such that $J^{-1} A_{0} J$ has Jordan canonical form

$$
J^{-1} A_{0} J=\left(\begin{array}{cc}
\rho_{1} & 0  \tag{2.4}\\
\beta & \rho_{2}
\end{array}\right)
$$

where $\beta=0$, if $\rho_{1} \neq \rho_{2}$. The transformation $B(s)=J^{-1} A(s) J$ is such that $B_{j}=J^{-1} A_{j} J$. Hence $B_{0}$ has diagonal form or the form

[^1]\[

B_{0}=\left($$
\begin{array}{ll}
\rho & 0  \tag{2.5}\\
1 & \rho
\end{array}
$$\right)
\]

For this case we have
Theorem 1. Let $B(s)$ and $C(s)$ be 2 by 2 matrices whose elements are analytic in some neighborhood of $s=\infty$,

$$
B(s)=\sum_{k=0}^{\infty} B_{k} s^{-k}, \quad C(s)=\sum_{k=0}^{\infty} C_{k} s^{-k},
$$

and let $B_{0}=\left(\begin{array}{ll}\rho & 0 \\ 1 & \rho\end{array}\right)$. A necessary and sufficient condition that there exist a matrix $P(s)$ with elements meromorphic in some neighborhood of $s=\infty$, det $P(s) \not \equiv 0, P^{-1}(s+1) B(s) P(s)=C(s)$, such that $C_{0}=\alpha I$ is that

$$
\begin{equation*}
\left.\left\{\frac{1}{s} \operatorname{det}[\lambda I+s(B(s)-\rho I)]\right\}\right|_{s=\infty} \equiv 0 \tag{2.6}
\end{equation*}
$$

Further, $\alpha=\rho$.
Proof. Let $B_{1}=\left(b_{i j}^{\prime}\right)$. A short calculation shows that

$$
\left.\left\{\frac{1}{s} \operatorname{det}[\lambda I+s(B(s)-\rho I)]\right\}\right|_{s=\infty}=b_{12}^{\prime}
$$

Assume $b_{12}^{\prime}=0$. Choosing

$$
P(s)=\left(\begin{array}{cc}
s^{-1} & 0 \\
0 & 1
\end{array}\right)
$$

and writing $B(s)=\left(b_{i j}(s)\right)$, we have

$$
\begin{aligned}
C(s) & =P^{-1}(s+1) B(s) P(s)=\left(\begin{array}{cc}
\left(1+\frac{1}{s}\right) b_{11}(s) & (s+1) b_{12}(s) \\
\frac{1}{s} b_{21}(s) & b_{22}(s)
\end{array}\right) \\
& =\rho I+\frac{1}{s} C_{1}+\frac{1}{s^{2}} C_{2}+\cdots
\end{aligned}
$$

To prove the necessity we need a generalization of the fact that a function $f(s) \not \equiv 0$ meromorphic in some neighborhood of $s=\infty$ can be written in the form $f(s)=s^{\alpha} g(s)$ where $g(s)$ is analytic at $s=\infty$ and $g(\infty) \neq 0$.

Lemma 1. Let the elements of $P(s)$ be meromorphic in some neighborhood of $s=\infty, P(s)=\sum_{v=-k}^{\infty} P_{\nu} s^{-\nu}, \operatorname{det} P(s) \not \equiv 0, P_{-k} \neq 0$, and
$k$ some finite integer. Then $P(s)$ can be represented in the form

$$
\begin{equation*}
P(s)=U(s) s^{a} V(s) \tag{2.7}
\end{equation*}
$$

where $V(s)$ is a polynomial in $s^{-1}$ with det $V(s) \equiv 1, U(s)$ is a convergent power series in $s^{-1}$ with $\operatorname{det} U(\infty) \neq 0$, and $s^{\alpha}=\left(\begin{array}{ll}s^{\alpha_{1}} & 0 \\ 0 & s^{\alpha_{2}}\end{array}\right)$, $\alpha_{1} \geqq \alpha_{2}$ integers.

Proof of Lemma 1. Consider $P(s)=\left(p_{1}(s), p_{2}(s)\right)$ where $p_{i}(s)$ are column vectors. Since $P_{-k} \neq 0$, choosing $V_{0}=I$ or $\left(\begin{array}{rr}0 & 1 \\ -1 & 0\end{array}\right)$ we may write

$$
P(s) V_{0}=\left(s^{-k} \hat{p}_{1}(s), s^{-k} \hat{p}_{2}(s)\right)
$$

where $\hat{p}_{i}(s)$ are power series in $s^{-1}$ and $\hat{p}_{1}(\infty) \neq 0$.
If $\hat{p}_{1}(\infty)$ and $\hat{p}_{2}(\infty)$ are linearly independent, choosing $U(s)=$ $\left(\hat{p}_{1}(s), \hat{p}_{2}(s)\right), \alpha_{1}=\alpha_{2}=-k$, and $V(s)=V_{0}^{-1}$ we have the representation (2.7). Using a sequence of matrices $V_{j}$,

$$
V_{j}=\left(\begin{array}{cc}
1 & c_{j} s^{-j+1} \\
0 & 1
\end{array}\right)
$$

we can write $P(s) V_{0} V_{1} \cdots V_{\beta}=\left(s^{-k} \hat{p}_{1}(s), s^{-k-\beta} \hat{p}_{2+\beta}(s)\right)$ choosing the first $\beta$ for which $\hat{p}_{1}(\infty)$ and $\hat{p}_{2+\beta}(\infty)$ are linearly independent. Indeed, since $\operatorname{det} P(s) \not \equiv 0, \quad \operatorname{det} P(s)=s^{-\gamma}\left(d_{0}+(1 / s) d_{1}+\cdots\right), \quad d_{0} \neq 0, \quad$ and $\operatorname{det} V_{j} \equiv 1, \beta=\gamma-2 k$.

Thus, choosing $U(s)=\left(\hat{p}_{1}(s) \hat{p}_{2+\beta}(s)\right), \quad V(s)=\left(V_{0} V_{1} \cdots V_{\beta}\right)^{-1}, \quad \alpha_{1}=$ $-k$ and $\alpha_{2}=-k-\beta$, we have $P(s)=U(s) s^{\alpha} V(s)$ and the lemma is proved.

Now assume that there exists a matrix $P(s)$ with elements meromorphic in some neighborhood of $s=\infty, \operatorname{det} P(s) \not \equiv 0$ and $P^{-1}(s+1) B(s) P(s)=C(s)$ where $B(s)=\sum_{k=0}^{\infty} B_{k} s^{-k}, B_{0}=\left(\begin{array}{ll}\rho & 0 \\ 1 & \rho\end{array}\right), C(s)=$ $\sum_{k=0}^{\infty} C_{k} s^{-k}, C_{0}=\alpha I$. By Lemma 1, $P(s)$ has the representation (2.7) and defining

$$
\begin{aligned}
& \widehat{C}(s)=\left(\frac{s+1}{s}\right)^{\alpha} V(s+1) C(s) V^{-1}(s)=V_{0} C_{0} V_{0}^{-1}+0\left(\frac{1}{s}\right) \\
& \hat{B}(s)=P(s) P^{-1}(s+1) B(s)=B_{0}+0\left(\frac{1}{s}\right)
\end{aligned}
$$

we have

$$
P^{-1}(s)[\hat{B}(s)-\rho I] P(s)=s^{-\alpha}[\hat{C}(s)-\rho I] s^{\alpha},
$$

and

$$
\begin{equation*}
\operatorname{det}[\lambda I+\widehat{B}(s)-\rho I]=\operatorname{det}[\lambda I+\widehat{C}(s)-\rho I] \tag{2.8}
\end{equation*}
$$

Thus, evaluating both sides of (2.8) for $s=\infty$ we have

$$
\lambda^{2}=(\lambda+\alpha-\rho)^{2}, \quad \text { or } \quad \alpha=\rho
$$

Similarly,

$$
\frac{1}{s} \operatorname{det}[\lambda I+s(\hat{B}(s)-\rho I)]=\frac{1}{s} \operatorname{det}[\lambda I+s(\widehat{C}-\rho I)] .
$$

Since $C_{0}=\rho I, \operatorname{det}[\lambda I+s(\widehat{C}(s)-\rho I)]=0(1)$, and

$$
\left.\left\{\frac{1}{s} \operatorname{det}[\lambda I+s(\hat{B}(s)-\rho I)]\right\}\right|_{s=\infty}=0
$$

This determinant depends only on the first two coefficients in the expansion of $\hat{B}(s)$. However, $P(s) P^{-1}(s+1)=I+0\left(s^{-2}\right)$, and hence

$$
\left.\left\{\frac{1}{s} \operatorname{det}[\lambda I+s(B(s)-\rho I)]\right\}\right|_{s=\infty} \equiv 0
$$

and the theorem is proved.

Remark. We have also proved that if the elements of $B(s)$ and $C(s)$ are analytic in some neighborhood of $s=\infty$ and are related by a matrix $P(s)$ with elements meromorphic in some neighborhood of $s=\infty, P^{-1}(s+1) B(s) P(s)=C(s), B_{0} \neq 0$,

$$
\operatorname{det}\left(\lambda I+B_{0}\right)=\operatorname{det}\left(\lambda I+C_{0}\right)
$$

Returning now to our canonical form (2.5), we see that if $\rho \neq 0$, and $b_{12}^{\prime}=0$ we have diagonalized the leading coefficient. If $\rho=0$, and $b_{12}^{\prime}=0$, the problem is reduced to a similar problem with $h$ decreased by one. We may repeat this process until we achieve a problem for which the leading coefficient is a diagonal nonzero matrix or
(1) the process does not terminate; or
(2) reach a stage for which Theorem 1 shows it is impossible to diagonalize the leading coefficient with meromorphic $P(s)$.
(1). If the process does not terminate, we have $C(s)=$ $P^{-1}(s+1) B(s) P(s)$ and in some neighborhood of $s=\infty$, $\operatorname{det} B(s)=$ $\operatorname{det} C(s) \operatorname{det} P(s+1)[\operatorname{det} P(s)]^{-1}=0\left(s^{h-k}\right)$ for arbitrarily large $k$. Hence $\operatorname{det} B(s) \equiv 0$ in some neighborhood of $s=\infty$.

Let $B(s)=s^{h}\left(b_{i j}(s)\right), b_{21}(\infty)=1$, $\operatorname{det} B(s) \equiv 0$. Then, the transformation matrix

$$
P(s)=\left(\begin{array}{cc}
1 & -\frac{b_{22}(s)}{b_{21}(s)} \\
0 & 1
\end{array}\right)
$$

is such that

$$
C(s)=P^{-1}(s+1) B(s) P(s)=\left(\begin{array}{cc}
c_{11}(s) & 0 \\
c_{21}(s) & 0
\end{array}\right), c_{21}(s)=b_{21}(s)
$$

If $c_{11}(s) \not \equiv 0,{ }^{2}$ the transformation

$$
T(s)=\left(\begin{array}{cc}
1 & 0 \\
\frac{c_{21}(s)}{c_{11}(s-1)} & 1
\end{array}\right)
$$

is such that $\hat{C}=T^{-1}(s+1) C(s) T(s)=\left(\begin{array}{cc}c_{11}(s) & 0 \\ 0 & 0\end{array}\right)$ and the difference equation $y(s+1)=C(s) y(s)$ will have one nonzero solution.

If $c_{11}(s)=b_{11}(s) / b_{12}(s)+b_{22}(s+1) / b_{12}(s+1) \equiv 0$, the difference equation will have no nonzero solution.
(2). If we cannot diagonalize the leading coefficient with a meromorphic transformation $P(s)$ we arrive at a stage for which

$$
B(s)=P^{-1}(s+1) A(s) P(s)=s^{h^{h}}\left\{B_{0}+\frac{1}{s} B_{1}+\cdots\right\}
$$

where

$$
B_{0}=\left(\begin{array}{ll}
\rho & 0 \\
1 & \rho
\end{array}\right), B_{1}=\left(b_{i j}^{\prime}\right), b_{12}^{\prime} \neq 0
$$

The transformation

$$
T(s)=\left(\begin{array}{cc}
s^{-1 / 2} & 0 \\
0 & 1
\end{array}\right) J
$$

can be utilized to yield

$$
C(s)=T^{-1}(s+1) B(s) T(s)=s^{h^{h}}\left(C_{0}+\frac{1}{s^{12}} C_{1}+\frac{1}{s} C_{2}+\cdots\right)
$$

where $C_{0}=\rho I, C_{1}=J^{-1}\left(\begin{array}{cc}0 & b_{12}^{\prime} \\ 1 & 0\end{array}\right) J=\left(\begin{array}{cc}\sqrt{b_{12}^{\prime}} & 0 \\ 0 & -\sqrt{b_{12}^{\prime}}\end{array}\right)^{3}$.
Thus, we have achieved our first goal; there exists a transformation $P(s)$ with elements meromorphic functions of $s$ in a neighborhood of $s=\infty$ for which

$$
B(s)=P^{-1}(s+1) \dot{A}(s) P(s)=s^{h^{\prime}}\left(B_{0}+\frac{1}{s} B_{1}+\cdots\right), B_{0}=\left(\begin{array}{cc}
\rho_{1} & 0  \tag{2.9}\\
0 & \rho_{2}
\end{array}\right)
$$

[^2]or no such transformation exists, in which case there exists a transformation $P(s)$ with elements meromorphic functions of $s^{1 / 2}$ in a neighborhood of $s=\infty$ for which
\[

$$
\begin{align*}
B(s) & =P^{-1}(s+1) A(s) P(s)=s^{h^{\prime}}\left(B_{0}+\frac{1}{s^{1 / 2}} B_{1}+\frac{1}{s} B_{2}+\cdots\right),  \tag{2.10}\\
B_{0} & =\left(\begin{array}{cc}
\rho_{1} & 0 \\
0 & \rho_{2}
\end{array}\right), \text { and if } \rho_{1}=\rho_{2}, B_{1}=\left(\begin{array}{cc}
r_{1} & 0 \\
0 & r_{2}
\end{array}\right), r_{1} \neq r_{2} .
\end{align*}
$$
\]

We wish to refine the preliminary canonical forms (2.9) and (2.10). We note that the transformation

$$
\begin{equation*}
T_{n \alpha}=I+\frac{Q_{n}}{(s-1)^{n / \alpha}} \quad(\alpha=1 \text { or } 2) \tag{2.11}
\end{equation*}
$$

is such that $T_{n \alpha}^{-1}$ exists for $|s|$ large and

$$
T_{n \alpha}^{-1}(s+1) B(s) T_{n \alpha}(s)=s^{h^{\prime}}\left(C_{0}+\frac{1}{s^{1 / \alpha}} C_{1}+\frac{1}{s^{2 / \alpha}} C_{2}+\cdots\right)
$$

where $C_{j}=B_{j}$ for $j=0,1, \cdots, n-1$ and

$$
\begin{equation*}
C_{n}=B_{n}+B_{0} Q_{n}-Q_{n} B_{0} \tag{2.12}
\end{equation*}
$$

and if $B_{0}=\rho I$, then $C_{j}=B_{j} j=0,1, \cdots, n$ and

$$
\begin{equation*}
C_{n+1}=B_{n+1}+B_{1} Q_{n}-Q_{n} B_{1} . \tag{2.13}
\end{equation*}
$$

If the characteristic roots of $B_{0}$ or $B_{1}$ are distinct, $Q_{n}$ may be chosen so that $C_{n}$ or $C_{n+1}$ is a diagonal matrix with the same diagonal elements as $B_{n}$ or $B_{n+1}$ respectively.

Hence we are able to construct a transformation $T(s)$ with the same properties as $P(s)$ such that for (2.9) we have

$$
\begin{align*}
C(s) & =T^{-1}(s+1) B(s) T(s)=s^{h^{\prime}}\left(C_{0}+\frac{1}{s} C_{1}+\cdots\right)  \tag{2.14}\\
C_{0} & =\left(\begin{array}{cc}
\rho_{1} & 0 \\
0 & \rho_{2}
\end{array}\right), \rho_{1} \neq \rho_{2}, C_{1}=\left(\begin{array}{cc}
r_{1} & 0 \\
0 & r_{2}
\end{array}\right)
\end{align*}
$$

and for (2.10)

$$
\begin{align*}
C(s) & =T^{-1}(s+1) B(s) T(s)=s^{h^{h}}\left(C_{0}+\frac{1}{s^{1 / 2}} C_{1}+\frac{1}{s} C_{2}+\cdots\right)  \tag{2.15}\\
C_{0} & =\left(\begin{array}{cc}
\rho_{1} & 0 \\
0 & \rho_{2}
\end{array}\right), C_{1}=\left(\begin{array}{cc}
r_{1} & 0 \\
0 & r_{2}
\end{array}\right), C_{2}=\left(\begin{array}{cc}
p_{1} & 0 \\
0 & p_{2}
\end{array}\right), C_{3}=\left(\begin{array}{cc}
q_{1} & 0 \\
0 & q_{2}
\end{array}\right)
\end{align*}
$$

and either $\rho_{1}=-\rho_{2} \neq 0$, or $\rho_{1}=\rho_{2} \neq 0$ and $r_{1}=-r_{2} \neq 0$.

If for (2.10) $\rho_{1}=\rho_{2}=\rho \neq 0$, then we may assume $B_{1}=\left(\begin{array}{cc}r_{1} & 0 \\ \beta & r_{2}\end{array}\right)$, $\beta=0$ if $r_{1} \neq r_{2}$. If the characteristic roots $r_{1}, r_{2}$ differ by an integer, $R e\left\{r_{1}\right\}>R e\left\{r_{2}\right\}$, then the transformation

$$
T_{e}=\left(\begin{array}{cc}
1 & 0 \\
0 & s^{-1}
\end{array}\right)
$$

is such that $C(s)=T_{e}^{-1}(s+1) B(s) T_{e}(s)=s^{h^{\prime}}\left(C_{0}+(1 / s) C_{1}+\cdots\right)$ where $C_{0}=\rho I$ and $C_{1}$ has characteristic roots $r_{1}$ and $r_{2}+1$. Hence we may assume without loss of generality that in (2.10), if $\rho_{1}=\rho_{2}=\rho \neq 0$, $B_{1}=\left(\begin{array}{cc}r_{1} & 0 \\ \beta & r_{2}\end{array}\right)$ and $r_{1}-r_{2} \neq \pm 1, \pm 2, \cdots, \beta=0$ if $r_{1} \neq r_{2}$.

In every case except $\rho_{1}=0, \rho_{2} \neq 0$ we have achieved the desired canonical form. We may utilize transformations of the form $T_{n 1}$ as given by (2.11) so that either

$$
\begin{equation*}
C(s)=T^{-1}(s+1) B(s) T(s)=s^{h^{\prime}}\left(C_{0}+\frac{1}{s} C_{1}+\cdots\right) \tag{1}
\end{equation*}
$$

where

$$
C_{j}=\left(\begin{array}{cc}
0 & 0 \\
0 & c_{22}^{j}
\end{array}\right)(j=0,1,2, \cdots, m-1) \quad c_{22}^{0} \neq 0
$$

and

$$
C_{m}=\left(\begin{array}{cr}
c_{11}^{m} & 0 \\
0 & c_{22}^{m}
\end{array}\right), c_{11}^{m} \neq 0 ; \quad \text { or }
$$

(2) the process does not terminate.

If the process does not terminate, it is clear that $\operatorname{det} B(s)=$ $0\left(s^{h^{\prime}-k}\right)$ for arbitrarily large $k$ in a neighborhood of $s=\infty$ and hence $\operatorname{det} B(s) \equiv 0$.

Writing $B(s)=s^{h}\left(b_{i j}(s)\right), b_{22}(\infty)=1$, we see that the transformation

$$
P(s)=\left(\begin{array}{cc}
1 & \frac{b_{12}(s-1)}{c_{22}(s-1)} \\
\frac{-b_{21}(s)}{b_{22}(s)} & 1
\end{array}\right)
$$

is such that $P^{-1}(s+1) B(s) P(s)=\left(\begin{array}{cc}0 & 0 \\ 0 & c_{22}(s)\end{array}\right), c_{22}(s)=s^{h^{\prime}}\left(1+(1 / s) c_{1}^{22}+\cdots\right)$ for $|s|$ large. This problem reduces to the two scalar equations $w_{1}(s+1)=0, w_{2}(s+1)=c_{22}(s) w_{2}(s)$.

We summarize our results in

Theorem 2. Let the elements of the square matrix of order two $A(s)$ have convergent representations in a neighborhood of $s=\infty$,

$$
A(s)=s^{h}\left(A_{0}+\frac{1}{s} A_{1}+\cdots\right)|s|>s_{0}
$$

$A_{0}=0, h$ a constant. There exists a matrix $P(s), \operatorname{det} P(s) \not \equiv 0$, such that either
(1) the elements of $P(s)$ are meromorphic functions of $s$ in a neighborhood of $s=\infty$ and

$$
B(s)=P(s+1)^{-1} A(s) P(s)=s^{h^{\prime}}\left(B_{0}+\frac{1}{s} B_{1}+\cdots\right)
$$

where
(i) $\quad B_{0}=\left(\begin{array}{cc}\rho_{1} & 0 \\ 0 & \rho_{2}\end{array}\right), B_{1}=\left(\begin{array}{cc}r_{1} & 0 \\ 0 & r_{2}\end{array}\right), 0 \neq \rho_{1} \neq \rho_{2} \neq 0$,
(ii) $\quad B_{0}=\rho_{1} I, B_{1}=\left(\begin{array}{cc}r_{1} & 0 \\ 0 & r_{2}\end{array}\right), \rho_{1} \neq 0, r_{1}-r_{2} \neq \pm 1, \pm 2, \cdots$
(iii) $\quad B_{0}=\rho_{1} I, B_{1}=\left(\begin{array}{cc}r_{1} & 0 \\ \delta & r_{1}\end{array}\right), \rho_{1} \neq 0, \delta \neq 0$,
(iv) $\quad B_{j}=\left(\begin{array}{cc}0 & 0 \\ 0 & b_{22}^{j}\end{array}\right), j=0,1, \cdots, m-1, b_{22}^{0}=\rho_{2} \neq 0$

$$
B_{m}=\left(\begin{array}{cc}
b_{11}^{m} & 0 \\
0 & b_{22}^{m}
\end{array}\right), b_{11}^{m}=\rho_{1} \neq 0
$$

(v) $B(s)=\left(\begin{array}{cc}p(s) & 0 \\ 0 & 0\end{array}\right), p(s)=s^{h^{\prime}}\left(p_{0}+\frac{1}{s} p_{1}+\cdots\right), p_{0} \neq 0$,
(vi) $\quad B(s)=\left(\begin{array}{cc}0 & 0 \\ q(s) & 0\end{array}\right), q(s)=s^{h^{\prime}}\left(q_{0}+\frac{1}{s} q_{1}+\cdots\right), q_{0} \neq 0$;
or
(2) the elements of $P(s)$ are meromorphic functions of $s^{1 / 2}$ in a neighborhood of $s=\infty$ and

$$
B(s)=P^{-1}(s+1) A(s) P(s)=s^{h^{\prime}}\left(B_{0}+\frac{1}{s^{1 / 2}} B_{1}+\frac{1}{s} B_{2}+\cdots\right)
$$

where
(vii) $\quad B_{0}=\left(\begin{array}{cc}-\rho_{1} & 0 \\ 0 & \rho_{1}\end{array}\right), \rho_{1} \neq 0, B_{1}, B_{2}$ and $B_{3}$ diagonal matrices,
(viii) $\quad B_{0}=\rho_{1} I, B_{1}=\left(\begin{array}{cc}r_{1} & 0 \\ 0 & -r_{1}\end{array}\right), \rho_{1} \neq 0, r_{1} \neq 0, B_{2}$ and $B_{3}$ diagonal matrices.

Remark. The only solution of the difference equation $y(s+1)=$ $B(s) y(s)$ with canonical form (vi) is $y(s) \equiv 0$. For canonical form (v) the solution of $y(s+1)=B(s) y(s)$ has only a nonzero first component which is the same as both components of the equation $y(s+1)=$ $\left(\begin{array}{cc}p(s) & 0 \\ 0 & p(s)\end{array}\right) y(s)$ which is a subcase of canonical form (ii). Hence we omit canonical forms (v) and (vi) in the remainder of this paper.
3. Formal solutions. We now determine formal solutions for the difference equation

$$
\begin{equation*}
y(s+1)=B(s) y(s) \tag{3.1}
\end{equation*}
$$

where $B(s)$ has one of the canonical forms given in Theorem 2.
Let $B(s)$ have canonical form (i). We seek a solution of (3.1) in the form

$$
\begin{equation*}
y(s)=s^{h^{\prime s} s} \rho^{s} s^{r} v(s) \tag{3.2}
\end{equation*}
$$

where $\rho$ and $r$ are constants and $v(s)$ is a formal power series in $s^{-1}$. Substituting (3.2) into (3.1), $v(s)$ must satisfy the difference equation

$$
\begin{equation*}
v(s+1)=C(s) v(s) \tag{3.3}
\end{equation*}
$$

where

$$
C(s)=\left(1+\frac{1}{s}\right)^{-h^{\prime}(s+1)} \frac{1}{\rho}\left(1+\frac{1}{s}\right)^{-r} s^{-h^{\prime}} B(s) .
$$

Using the relationships

$$
\begin{aligned}
\left(1+\frac{1}{s}\right)^{-h^{\prime}(s+1)} & =e^{-h^{\prime}(s+1) l n(1+(1 / s))}=e^{-h^{\prime}}\left(1-\frac{h^{\prime}}{2 s}+\cdots\right) \\
\left(1+\frac{1}{s}\right)^{-r} & =\left(1-\frac{r}{s}+\frac{r(r+1)}{s^{2}}+\cdots\right)
\end{aligned}
$$

we have $C(s)=C_{0}+(1 / s) C_{1}+\cdots$, where

$$
C_{0}=\frac{e^{-h^{\prime}}}{\rho} B_{0}, C_{1}=\frac{e^{-h^{\prime}}}{\rho}\left[B_{1}-\left(\frac{h^{\prime}}{2}+r\right) B_{0}\right]
$$

Choosing $\rho=e^{-h^{\prime}} \rho_{1}, \rho_{1} \neq 0$ and $r=\left(r_{1} / \rho_{1}\right)-\left(h^{\prime} / 2\right)$, we may write $C_{0}=$ $\left(\begin{array}{ll}1 & 0 \\ 0 & \bar{\rho}\end{array}\right), C_{1}=\left(\begin{array}{ll}0 & 0 \\ 0 & \bar{r}\end{array}\right), \bar{\rho} \neq 1$.

Substituting a power series in $s^{-1}$ for $v(s)$ into (3.3) and using

$$
v(s)=\sum_{k=0}^{\infty} v_{k} s^{-k}, v(s+1)=v_{0}+\sum_{k=1}^{\infty} \sum_{j=1}^{k}(-1)^{k-j}\binom{k-1}{j-1} v_{j},^{4}
$$

$$
4\binom{p}{q} \text { is the binomial coefficient }\binom{p}{q}=\frac{\Gamma(p+1)}{\Gamma(q+1) \Gamma(p+q+1)}, p \geqq q \geqq-1
$$

we have

$$
\begin{gather*}
\left(I-C_{0}\right) v_{0}=0,\left(I-C_{0}\right) v_{1}=C_{1} v_{0}  \tag{3.4}\\
\left(I-C_{0}\right) v_{n}-\left((n-1) I-C_{1}\right) v_{n-1} \\
=\sum_{m=1}^{n-2}(-1)^{n-m}\binom{n-1}{m-1} v_{m}+\sum_{m=2}^{n} C_{m} v_{n-m} \tag{3.5}
\end{gather*}
$$

The choice made for $\rho$ and $r$ allow us to solve the first equation (3.4) by any vectors of the form $v_{0}=\binom{v_{1}^{0}}{0}, v_{1}=\binom{v_{1}^{1}}{0} . \quad v_{1}^{0}$ is arbitrary, say $v_{1}^{0}=1$ and $v_{1}^{1}$ and $v_{2}^{2}$ will be determined from (3.5) with $n=2$. In general $v_{1}^{k-1}$ and $v_{2}^{k}$ will be determined from (3.5) with $k=n$.

If $\rho_{2} \neq 0$, then choosing $\rho=e^{-h^{\prime}} \rho_{2}$ and $r=\left(r_{2} / \rho_{2}\right)-\left(h^{\prime} / 2\right)$ will give rise to a second solution. In this case $v_{0}=\binom{0}{1}$ and hence it is clear that the two formal solutions so determined will be (formally) linearly independent.

For the canonical form (ii), $B_{0}=\rho_{1} I, B_{1}=\left(\begin{array}{cc}r_{1} & 0 \\ 0 & r_{2}\end{array}\right), \rho_{1} \neq 0, r_{1}-r_{2} \neq$ $\pm 1, \pm 2, \cdots$ we choose $\rho=\rho_{1}$ and $r=\left(r_{1} / \rho_{1}\right)-\left(h^{\prime} / 2\right)$ to obtain $C_{0}=I$, $C_{1}=\left(\begin{array}{ll}0 & 0 \\ 0 & \bar{r}\end{array}\right), \bar{r}=\left(r_{2}-r_{1}\right) / \rho_{1}$. The equations for determining $v(s)$ are as before (3.4) and (3.5). If $\bar{r} \neq 0 \quad v_{0}=\binom{1}{0}$ will satisfy (3.4) and the $v_{n}, n \geqq 1$ are determined by (3.5) since $\left(I-C_{0}\right)=0$ and $(n-1) I-C_{1}$ is nonsingular for $n=2,3, \cdots$. When $\bar{r} \neq 0$, a second solution is obtained by choosing $r=\left(r_{2} / \rho_{1}\right)-\left(h^{\prime} / 2\right)$ and $v_{0}=\binom{0}{1}$. If $\vec{r}=0$, i.e. $r_{1}=r_{2}, v_{0}$ is arbitrary and choosing $v_{0}=\binom{1}{0}$ and $\binom{0}{1}$ will give two linearly independent formal solutions.

If we have canonical form (iii), then choosing $\rho=e^{-h^{\prime}} \rho_{1}, r=$ $\left(r / \rho_{1}\right)-\left(h^{\prime} / 2\right)$, we have $C_{0}=I, C_{1}=\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right)=E .^{5}$ We note that $E$ is a nilpotent and $E^{2}=0$.

A simple calculation shows that if we can find two linearly independent vectors $v$ and $u$ such that

$$
\begin{aligned}
& v(s+1)=C(s) v(s) \\
& u(s+1)=C(s) u(s)-v(s+1) \ln \left(1+\frac{1}{s}\right)
\end{aligned}
$$

then $v(s)$ and $u(s)+v(s) l n s$ will be two linearly independent solutions for $v(s+1)=C(s) v(s)$ when $B(s)$ has canonical form (iii).
${ }^{5}$ Since $\delta$ was any nonzero constant, we assume $\delta=\frac{e^{-h^{\prime}}}{\rho_{1}}$ so that $C_{1}$ has the form shown.

Substitution of a power series for $v(s)$ and an identification of terms yields

$$
\begin{align*}
E v_{0} & =0,(I+E) v_{1}=-C_{2} v_{0}  \tag{3.6}\\
(n I+E) v_{n} & =\sum_{j=2}^{n}\left[(-1)^{j}\binom{n}{j} I-C_{j}\right] v_{n-j+1}-C_{n+1} v_{0} . \tag{3.7}
\end{align*}
$$

Hence choosing $v_{0}=\binom{0}{1}, v_{1}=(E-I) C_{2} v_{0}$, and $v_{n}$ determined by (3.7) for $n=2,3, \cdots,\left((n I+E)^{-1}=(1 / n) I-\left(1 / n^{2}\right) E\right), v(s)$ will be determined.

Substituting a power series for $u(s)$ into the corresponding difference equation and expanding $\ln (1+(1 / s))$ as a power series in $s^{-1}$ we have

$$
\begin{gather*}
E u_{0}=v_{0}, \text { or } u_{0}=\binom{1}{u_{2}^{0}}  \tag{3.8}\\
u_{n}=\frac{1}{n}\left(\frac{E}{n}-I\right)\left\{\frac{(-1)^{n+1}}{n+1} v_{0}+C_{n+1} u_{0}+\sum_{j=2}^{n}\left[C_{j}-(-1)^{i}\binom{n}{j} I\right] u_{n-j+1}\right.  \tag{3.9}\\
\left.+\sum_{k=1}^{n} \sum_{j=0}^{n-k} \frac{(-1)^{k+j}}{k}\binom{n-k}{j} v_{n+1-k-j}\right\} .
\end{gather*}
$$

Clearly these two vectors $v(s)$ and $u(s)+v(s) l n s$ are (formally) linearly independent since

$$
\operatorname{det}(v, u+v l n s)=\operatorname{det}(v, u)=1+0\left(\frac{1}{s}\right) .
$$

If $B(s)$ has canonical form (iv), the technique used for canonical form (i) will yield one formal solution in the form

$$
y(s)=s^{h^{\prime} s} \rho^{s} s^{r} v(s) .
$$

We seek a second solution in the form

$$
\begin{equation*}
y(s)=s^{\left(h^{\prime}-m\right) s} \rho^{s} s^{r} v(s) . \tag{3.10}
\end{equation*}
$$

Hence corresponding to (3.3), $v(s)$ must satisfy

$$
\begin{equation*}
v(s+1)=C(s) v(s), \tag{3.11}
\end{equation*}
$$

where

$$
\begin{aligned}
C(s) & \left.=\left(1+\frac{1}{s}\right)^{-\left(b^{\prime}-m(s+1)\right.}\right) \frac{1}{\rho}\left(1+\frac{1}{s}\right)^{-r} s^{m-n^{\prime}} B(s) \\
& =s^{m}\left(C_{0}+\frac{1}{s} C_{1}+\cdots\right) . \\
B_{j} & =\left(\begin{array}{cc}
0 & 0 \\
0 & b_{22}^{j}
\end{array}\right), j=0,1, \cdots, m-1, b_{22}^{0} \neq 0,
\end{aligned}
$$

$$
B_{m}=\left(\begin{array}{cc}
b_{11}^{m} & 0 \\
0 & b_{22}^{m}
\end{array}\right), b_{11}^{m} \neq 0, B_{m+1}=\left(\begin{array}{cc}
b_{11}^{m+1} & 0 \\
0 & b_{22}^{m+1}
\end{array}\right)
$$

imply

$$
\begin{aligned}
C_{j} & =\left(\begin{array}{cc}
0 & 0 \\
0 & c_{22}^{j}
\end{array}\right), j=0,1, \cdots, m-1, c_{22}^{0}=\frac{e^{-\left(h^{\prime}-m\right)}}{\rho} b_{22}^{0} \\
C_{m} & =\left(\begin{array}{cc}
c_{11}^{m} & 0 \\
0 & c_{22}^{m}
\end{array}\right), c_{11}^{m}=\frac{1}{\rho} e^{-\left(h^{\prime}-m\right)} b_{11}^{m}, \\
C_{m \mid 1} & =\left(\begin{array}{cc}
c_{11}^{m+1} & 0 \\
0 & c_{22}^{m+1}
\end{array}\right), c_{11}^{m+1}=\frac{e^{-\left(h^{\prime}-m\right)}}{\rho}\left[b_{11}^{m+1}-\left(\frac{h^{\prime}-m}{2}+r\right) b_{11}^{m}\right] .
\end{aligned}
$$

Hence choosing $\rho=e^{-\left(h^{\prime}-m\right)} b_{11}^{m}$ and $r=\left[b_{11}^{m+1}-\left(\left(h^{\prime}-m\right) / 2\right) b_{11}^{m}\right] / b_{11}^{m}$, we have

$$
C_{m}=\left(\begin{array}{cc}
1 & 0 \\
0 & c_{22}^{m}
\end{array}\right), C_{m+1}=\left(\begin{array}{cc}
0 & 0 \\
0 & c_{22}^{m+1}
\end{array}\right), C_{0}=\left(\begin{array}{cc}
0 & 0 \\
0 & c_{22}^{0}
\end{array}\right), c_{22}^{0} \neq 0 .
$$

Substituting a power series for $v(s)$ into (3.11) yields

$$
\begin{align*}
& \sum_{j=0}^{\nu} C_{\nu-j} v_{j}=0, \nu=0,1, \cdots, m-1, \sum_{j=0}^{m} C_{m-j} v_{j}=v_{0}  \tag{3.12}\\
& \sum_{j=0}^{m+n} C_{m+n-j} v_{j}=\sum_{k=1}^{n}(-1)^{n+k}\binom{n-1}{k-1} v_{k}, n=1,2, \cdots, \tag{3.13}
\end{align*}
$$

Choosing $v_{j}=\binom{v_{1}^{j}}{0}$ for $j=0, \cdots, m,(3.12)$ is satisfied and (3.13) can be written

$$
\begin{align*}
C_{0} v_{n+m}+(n-1) v_{n-1}= & \left(I-C_{m}\right) v_{n}+\sum_{k=1}^{n-2}(-1)^{n-k}\binom{n-1}{k-1} v_{k}  \tag{3.14}\\
& -\sum_{j=0}^{n-1} C_{m+n-j} v_{j}-\sum_{j=1}^{m-1} C_{m-j} v_{n+j}
\end{align*}
$$

For canonical forms (vii) and (viii) we seek a solution of the form

$$
\begin{equation*}
y(s)=s^{h^{\prime} s} \rho^{s} e^{\mu s^{1 / 2}} s^{r} e^{\nu s-1 / 2} v(s) \tag{3.15}
\end{equation*}
$$

Thus $v(s)$ must satisfy $v(s+1)=C(s) v(s)$ where
$C(s)=\left(1+\frac{1}{s}\right)^{-h^{\prime}(s+1)} \frac{1}{\rho} e^{-\mu\left[(s+1)^{1 / 2-s^{1 / 2]}}\right.}\left(1+\frac{1}{s}\right)^{-r} e^{-\nu\left[(s+1)^{-1 / 2-s}-1 / 2\right]} s^{-h^{\prime}} B(s)$.
As before $C(s)$ is a power series in $s^{-1 / 2} ; \rho$ is chosen so that $C_{0}$ will have the form

$$
C_{0}=\left(\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right)\left(\text { case (vii)) or } C_{0}=I\right. \text { (case (viii)) }
$$

The factor $e^{-\mu\left[(s+1)^{1 / 2-s} s^{1 / 2}\right]}=1-(\mu / 2) s^{-1 / 2}+\cdots$ allows us to choose one of the diagonal elements of $C_{1}$ to be zero. As before $(1+(1 / s))^{-r}$ allows us to choose one of the diagonal elements of $C_{2}$ to be zero and $e^{-\nu\left[(s+1)^{-1 / 2-s-1 / 2]}\right.}$ allows us to choose one of the diagonal elements of $C_{3}$ to be zero. Thus choosing $\rho, \mu, r$, and $\nu$ in succession we may write for canonical form (vii)

$$
\begin{align*}
C(s)=\left(\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right) & +\frac{1}{s^{1 / 2}}\left(\begin{array}{cc}
\bar{r} & 0 \\
0 & 0
\end{array}\right)+\frac{1}{s}\left(\begin{array}{ll}
p & 0 \\
0 & 0
\end{array}\right)  \tag{3.17}\\
& +\frac{1}{s^{3 / 2}}\left(\begin{array}{ll}
q & 0 \\
0 & 0
\end{array}\right)+\frac{C_{4}}{s^{2}}+\cdots
\end{align*}
$$

and for canonical form (viii)

$$
C(s)=I+\frac{1}{s^{1 / 2}}\left(\begin{array}{ll}
\bar{r} & 0  \tag{3.18}\\
0 & 0
\end{array}\right)+\frac{1}{s}\left(\begin{array}{ll}
p & 0 \\
0 & 0
\end{array}\right)+\frac{1}{s^{3 / 2}}\left(\begin{array}{ll}
q & 0 \\
0 & 0
\end{array}\right)+\frac{C_{4}}{s^{3 / 2}}+\cdots,
$$

$\bar{r} \neq 0$ in (3.18).
For canonical form (vii) we get two solutions: one by choosing $\rho=\rho_{1}$ and choosing the second diagonal element to be zero in $C_{1}, C_{2}$, and $C_{3}$ as shown in (3.17); and another by choosing $\rho=-\rho_{1}$ and choosing the first diagonal element in $C_{1}, C_{2}$, and $C_{3}$ to be zero.

For canonical form (viii) we get two solutions corresponding to the two choices for $\mu$ in (3.15), namely to make either the first or second diagonal element of $C_{1}$ equal to zero.

Substituting power series for $v(s)$ in the difference equation $v(s+1)=C(s) v(s)$ where $C(s)$ has the form (3.17) or (3.18) yields: for canonical form (vii), (3.17)

$$
\begin{align*}
& \left(C_{0}-I\right) v_{0}=0,\left(C_{0}-I\right) v_{1}+C_{1} v_{0}=0  \tag{3.19}\\
& \left(C_{0}-I\right) v_{2 n}+C_{1} v_{2 n-1}+\left[C_{2}+(n-1) I\right] v_{2 n-2} \\
& \quad=\sum_{j=1}^{n-2}(-1)^{n-j}\binom{n-1}{n-j} v_{2 j}-\sum_{j=0}^{2 n-3} C_{2 n-j} v_{j}  \tag{3.20}\\
& \left(C_{0}-I\right) v_{2 n+1}+C_{1} v_{2 n}+\left[C_{2}+\left(n-\frac{1}{2}\right) I\right] v_{2 n-1}  \tag{3.21}\\
& \quad=\sum_{j=1}^{n-1}(-1)^{n-j}\binom{n-1 / 2}{n-j+1} v_{2 j-1}-\sum_{j=0}^{2 n-2} C_{2 n-j+1} v_{j} ;
\end{align*}
$$

and the canonical form (viii), (3.18)

$$
\begin{gather*}
C_{1} v_{0}=0  \tag{3.22}\\
C_{1} v_{2 n-1}+\left[C_{2}+(n-1) I\right] v_{2 n-2} \\
=-\sum_{j=0}^{2 n-3} C_{2 n-j} v_{j}+\sum_{j=1}^{n-2}(-1)^{n-j}\binom{n-1}{j-1} v_{2 j} \tag{3.23}
\end{gather*}
$$

$$
\begin{align*}
C_{1} v_{2 n} & +\left[C_{2}+\left(n-\frac{1}{2}\right) I\right] v_{2 n-1}  \tag{3.24}\\
& =-\sum_{j=0}^{2 n-2} C_{2 n-j+1} v_{j}+\sum_{j=0}^{n-2}(-1)^{n-j}\binom{n-\frac{1}{2}}{n-j} v_{2 j+1}
\end{align*}
$$

In each case the coefficients $v_{0}, v_{1}, v_{2}$ may be determined in succession to give two linearly independent formal solutions.

We have thus found the appropriate number of linearly independent formal solutions for all canonical forms given in Theorem 2.
4. Growth estimates. We seek now to estimate the rate of growth of the coefficients of $v(s)$ in order to discuss the asymptotic nature of these solutions and the possibility of summing $v(s)$ and replacing the formal power series with a convergent factorial series.

We note that $v(s)$ is a formal solution of an equation of the form $v(s+1)=C(s) v(s)$ for which $C(s)$ has a convergent power series representation in $s^{-1}$ or $s^{-1 / 2}$ for $|s|>a$. Hence we have the estimate

$$
\left|c_{i j}^{n}\right| \leqq M a^{n} \quad M>0, \quad a>0
$$

Consider the canonical form (i). Here the coefficients $v_{n}$ are determined by (3.4), (3.5) which can be written in component form, $v_{n}=\binom{v_{1}^{n}}{v_{2}^{n}}$,

$$
\begin{align*}
(n-1) v_{1}^{n-1} & =\sum_{j=1}^{n-2}(-1)^{n-j}\binom{n-1}{j-1} v_{1}^{j}-\sum_{j=2}^{n} \sum_{i=1}^{2} c_{1 i}^{j} v_{i}^{n-j}  \tag{4.1}\\
(1-\bar{\rho}) v_{2}^{n} & =(n-1+\bar{r}) v_{2}^{n-1}-\sum_{j=1}^{n-2}(-1)^{n-j}\binom{n-1}{j-1} v_{2}^{j}+\sum_{j=2}^{n} \sum_{i=1}^{2} c_{21}^{j} v_{2}^{n-j}
\end{align*}
$$

$n \geqq 3$
with $v_{0}=\binom{1}{0}, v_{2}^{1}=0, v_{1}^{1}=-c_{11}^{2}, v_{2}^{2}=c_{21} /(1-\bar{\rho})$ as initial conditions. Let $\lambda=|1-\bar{\rho}| \neq 0$ and $r=|\bar{r}|$.

The coefficients $w_{n}$ determined by

$$
\begin{align*}
& (n-1) w_{1}^{n}=\sum_{j=1}^{n-2}\binom{n-1}{j-1} w_{1}^{j}+M \sum_{j=2}^{n} a^{j}\left(w_{1}^{n-j}+w_{2}^{n-j}\right) \\
& \lambda w_{2}^{n}=(n-1+r) w_{2}^{n-1}+\sum_{j=1}^{n-1}\binom{n-1}{j-1} w_{2}^{j}+M \sum_{j-2}^{n} a^{j}\left(w_{1}^{n-j}+w_{2}^{n-j}\right) \tag{4.2}
\end{align*}
$$

$n \geqq 3$
with $w_{0}=\binom{1}{0}, w_{1}^{1}=M a^{2}, w_{2}^{1}=0, w_{2}^{2}=\left(M a^{2} / \lambda\right)$, are such that $\left|v_{i}^{n}\right| \leqq$ $w_{i}^{n}, i=1,2, n=0,1, \cdots$, i.e. (4.2) is a dominant system for (4.1).

Multiplying (4.2) by $a$ and subtracting the resulting equations from (4.2) with $n$ increased to $n+1$ and dropping terms with negative coefficients gives rise to a new dominant system:

$$
\begin{align*}
n z_{1}^{n}= & a(n-1) z_{1}^{n-1}+\binom{n}{2} z_{1}^{n-1}+\sum_{j=1}^{n-2}\binom{n}{j-1} z_{1}^{j}+M a^{2}\left(z_{1}^{n-1}+z_{2}^{n-1}\right)  \tag{4.3}\\
\lambda z_{2}^{n+1}= & (\lambda a+n+r) z_{2}^{n}+(n-1+r) z_{2}^{n-1}+\binom{n}{2} z_{2}^{n-1}+\sum_{j=1}^{n-2}\binom{n}{j-1} z_{1}^{j} \\
& +M a^{2}\left(z_{1}^{n-1}+z_{2}^{n-1}\right)
\end{align*}
$$

with the same initial conditions as (4.2). We have

$$
w_{i}^{n} \leqq z_{i}^{n}, \quad i=1,2, \quad n=0,1, \cdots
$$

Consider $z_{i}^{n} /(n-1)$ ! as dependent variables in (4.3), subtract the corresponding equations from themselves with $n$ increased to $n+1$, and drop all terms with negative coefficients to obtain a new dominant system:

$$
\begin{align*}
x_{1}^{n+1}= & \left(\frac{a}{n+1}+\frac{3}{2}\right) x_{1}^{n}+\frac{M a^{2}}{n(n+1)}\left(x_{1}^{n}+x_{2}^{n}\right) \\
\lambda x_{2}^{n+2}= & \left(1+\lambda+\frac{\lambda a+r}{n+1}\right) x_{2}^{n+1}+\left(\frac{1}{2}+\frac{a(n+r)}{n(n+1)}\right) x_{2}^{n}  \tag{4.4}\\
& +\frac{M a^{2}}{n(n+1)}\left(x_{1}^{n}+x_{2}^{n}\right)
\end{align*}
$$

with the same initial conditions as (4.3). We have

$$
z_{i}^{n} \leqq(n-1)!x_{i}^{n}, \quad i=1,2, \quad n=0,1,2, \cdots
$$

Since the coefficients in (4.4) are bounded as $n \rightarrow \infty$ we have the estimate

$$
x_{i}^{n} \leqq p e^{n q}
$$

for suitable constants $p$ and $q$. Hence

$$
\begin{equation*}
\left|v_{i}^{n}\right| \leqq w_{i}^{n} \leqq z_{i}^{n} \leqq(n-1)!x_{i}^{n} \leqq(n-1)!p e^{n q} . \tag{4.5}
\end{equation*}
$$

The same sequence of steps yields similar estimates for the second solution for canonical form (i) and the solutions for canonical forms (ii) and (iv).

We estimate both solutions of canonical form (iii) simultateously due to their interdependence.

The two solutions $u$ and $v$ obtained for canonical form (iii) satisfy the equations

$$
\begin{aligned}
& v(s+1)=C(s) v(s) \\
& u(s+1)=C(s) u(s)-C(s) \ln \left(1+\frac{1}{s}\right) v(s)
\end{aligned}
$$

Let $z(s)$ be the vector with four components,

$$
z=\binom{u}{v}
$$

Then $z$ satisfies the difference equation

$$
\begin{equation*}
z(s+1)=\hat{C}(s) z(s), \tag{4.6}
\end{equation*}
$$

where

$$
\begin{aligned}
\hat{C}(s) & =\left(\begin{array}{cc}
C(s) & -C(s) \ln \left(1+\frac{1}{s}\right) \\
0 & C(s)
\end{array}\right) \\
& =I+\frac{1}{s}\left(\begin{array}{rrrr}
0 & 0 & -1 & 0 \\
1 & 0 & 0 & -1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right)+\frac{1}{s^{2}} \hat{C}_{2}+\cdots
\end{aligned}
$$

The same sequence of steps (with $a>1$ ) will yield the estimates

$$
\begin{aligned}
& \left|v_{i}^{n}\right| \leqq(n-1)!p e^{n q} \\
& \left|u_{i}^{n}\right| \leqq(n-1)!p e^{n q} .
\end{aligned}
$$

To estimate the growth of the coefficients for canonical forms (vii) and (viii) we employ a similar device. We have

$$
\begin{aligned}
v(s)=\sum_{k=0}^{\infty} v_{k} s^{-k / 2} & =\sum_{j=0}^{\infty} v_{2 j} s^{-j}+\frac{1}{s^{1 / 2}} \sum_{j=0}^{\infty} v_{2 j+1} s^{-j} \\
& =u(s)+\frac{1}{s^{1 / 2}} w(s),
\end{aligned}
$$

and

$$
C(s)=\sum_{j=0}^{\infty} C_{2 j} s^{-j}+\frac{1}{s^{1 / 2}} \sum_{j=0}^{\infty} C_{2 j+1} s^{-j}=D(s)+\frac{1}{s^{1 / 2}} F(s) .
$$

Writing

$$
z(s)=\binom{u(s)}{v(s)}, \hat{C}(s)=\left(\begin{array}{ll}
D(s) & s^{-1} F(s) \\
\left(1+\frac{1}{s}\right)^{1 / 2} F(s) & \left(1+\frac{1}{s}\right)^{1 / 2} D(s)
\end{array}\right)
$$

we have

$$
z(s+1)=\hat{C}(s) z(s)
$$

where, for canonical form (vii),

$$
\hat{C}(s)=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
\bar{r} & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)+\frac{1}{s}\left(\begin{array}{cccc}
p & 0 & \bar{r} & 0 \\
0 & 0 & 0 & 0 \\
q+\frac{\bar{r}}{2} & 0 & p+\frac{1}{2} & 0 \\
0 & 0 & 0 & \frac{1}{2}
\end{array}\right)+\frac{1}{s^{2}} \hat{C}_{2}+\cdots
$$

and for canonical form (viii)

$$
\hat{C}(s)=\left(\begin{array}{rrrr}
-1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
\bar{r} & 0 & -1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)+\frac{1}{s}\left(\begin{array}{cccc}
p & 0 & \bar{r} & 0 \\
0 & 0 & 0 & 0 \\
q+\frac{\bar{r}}{2} & 0 & p-\frac{1}{2} & 0 \\
0 & 0 & 0 & \frac{1}{2}
\end{array}\right)+\frac{1}{s^{2}} \hat{C}_{2}+\cdots
$$

The equations for the components of $z(s)$ will be equivalent to the corresponding equations (3.19)-(3.21) and (3.22)-(3.24) and are given by:

$$
\begin{align*}
2 z_{1}^{n}= & (p+n-1) z_{1}^{n-1}+\bar{r} z_{3}^{n-1}-\sum_{j=1}^{n-2}(-1)^{n-j}\binom{n-1}{j-1} z_{1}^{j} \\
& +\sum_{j=0}^{n-2} \sum_{i=1}^{4} C_{1 i}^{n-j} z_{i}^{j} \\
(n-1) z_{2}^{n-1}= & \sum_{j=1}^{n-2}(-1)^{n-j}\binom{n-1}{j-1} z_{2}^{j}-\sum_{j=0}^{n-2} \sum_{i=1}^{4} C_{2 i}^{n-j} z_{i}^{j}  \tag{4.7}\\
2 z_{3}^{n}= & \frac{\bar{r}}{2} z_{1}^{n}+\left(q+\frac{\bar{r}}{2}\right) z_{1}^{n-1}-\sum_{j=1}^{n-2}(-1)^{n-j}\binom{n-1}{j-1} z_{3}^{j} \\
& +\left(p-\frac{3}{2}+n\right) z_{3}^{n-1}+\sum_{j=0}^{n-2} \sum_{i=1}^{4} C_{3 i}^{n-j} z_{i}^{j} \\
\left(n-\frac{1}{2}\right) z_{4}^{n-1}= & \sum_{j=1}^{n-2}(-1)^{n-j}\binom{n-1}{j-1} z_{4}^{j}-\sum_{j=0}^{n-2} \sum_{i=1}^{4} C_{4 i}^{n-j} z_{i}^{j}
\end{align*}
$$

for canonical form (vii); and

$$
\begin{aligned}
\bar{r} z_{1}^{n}= & -\left(q+\frac{\bar{r}}{2}\right) z_{1}^{n-1}-\left(p+n-\frac{1}{2}\right) z_{3}^{n-1} \\
& +\sum_{j=1}^{n-2}(-1)^{n-j}\binom{n-1}{j-1} z_{3}^{j}+\sum_{j=1}^{n-2} \sum_{i=1}^{4} C_{3 i}^{n-j} z_{i}^{j}
\end{aligned}
$$

(4.8) $\quad(n-1) z_{2}^{n-1}=\sum_{j=1}^{n-2}(-1)^{n-j}\binom{n-1}{j-1} z_{2}^{j}-\sum_{j=0}^{n-2} \sum_{j=1}^{4} C_{2 i}^{n-j} z_{i}^{j}$

$$
\begin{aligned}
\bar{r} z_{3}^{n} & =-(p+n) z_{1}^{n}-\sum_{j=1}^{n-1}(-1)^{n-j}\binom{n}{j-1} z_{1}^{j}-\sum_{j=0}^{n-1} \sum_{i=1}^{4} C_{1 i}^{n-j+1} z_{i}^{j} \\
\left(n-\frac{1}{2}\right) z_{4}^{n-1} & =\sum_{j=1}^{n-2}(-1)^{n-j}\binom{n-1}{j-1} z_{4}^{j}-\sum_{j=0}^{n-2} \sum_{i=1}^{4} C_{4 i}^{n-j} z_{i}^{j}
\end{aligned}
$$

for canonical form (viii)
In both sets of equations (4.7) and (4.8) the third equation gives $z_{3}^{n}$ in terms of $z_{1}^{n}$ and lower order terms. We could eliminate $z_{1}^{n}$ by use of the first equation. The resulting equation would involve a term essentially $n z_{1}^{n-1}$ for (4.7) and lower terms while the resulting equation would involve a term essentially $n^{2} z_{3}^{n-1}$ for (4.8). The procedure for determining dominate systems of equations breaks down for (4.8) and not for (4.7) due to this fact, i.e. the substitution $z^{n}=$ ( $n-1$ )! $u^{n}$ will give a term corresponding to $n z_{1}^{n-1}$ as a bounded coefficient times $u_{1}^{n-1}$ whereas the term corresponding to $n^{2} z_{3}^{n-1}$ will have a coefficient $0(n)$ times $u_{3}^{n-1}$.

Hence we have, for (4.7) the estimate

$$
\left|z_{i}^{n}\right| \leqq(n-1)!p e^{n q}
$$

For (4.8) we do have the estimate

$$
\left|z_{i}^{n}\right|<((n-1)!)^{2} p e^{n q}
$$

but this estimate is too large for subsequent steps in our treatment of the problem under consideration.

Remark. We note that we have not shown the impossibility of an estimate $\left|z_{i}^{n}\right| \leqq p(n-1)!e^{n q}$ for canonical form (viii). We are unable to prove such an estimate or construct an example for which $\left|z_{i}^{n}\right|=$ $((n-1)!)^{2} p e^{n q}$. If such an example can be constructed, it is possible to the show the impossibility of summation by the use of factorial series for this example.
5. Related integral equations. We next consider an integral equation for a vector $w(t)$ whose Laplace transform is simply related to our formal solution $v(s)$. We will use this integral equation to show that the formal solution $v(s)$ has a Laplace transform representation $\widehat{v}(s) ; v(s)$ is an asymptotic representation of $\widehat{v}(s)$; and that $v(s)$ may be summed, i.e. $\hat{v}(s)$ has a convergent factorial series representation.

Consider canonical form (i). We have from (3.3), $v(s+1)=C(s) v(s)$, where

$$
C(s)=\left(\begin{array}{cc}
1 & 0 \\
0 & \bar{\rho}
\end{array}\right)+\frac{1}{s}\left(\begin{array}{ll}
0 & 0 \\
0 & \bar{r}
\end{array}\right)+\frac{1}{s^{2}} C_{2}+\cdots
$$

and the formal solution $v(s)=v_{0}+(1 / s) v_{1}+\cdots$. Formally we may define

$$
\begin{equation*}
w(t)=L^{-1}\left\{v(s)-v_{0}\right\}=L^{-1}\{u(s)\} \tag{5.1}
\end{equation*}
$$

Thus, formally, from $v(s+1)=C(s) v(s)$, we have

$$
\begin{equation*}
\left(e^{-t} I-C_{0}\right) w(t)=\int_{0}^{t} \sum_{n=1}^{\infty} \frac{(t-\tau)^{n-1}}{(n-1)!} C_{n} w(\tau) d \tau+\sum_{n=2}^{\infty} \frac{t^{n-1}}{(n-1)!} C_{n} v_{0} \tag{5.2}
\end{equation*}
$$

Since $C(s)=\sum_{n=0}^{\infty} C_{n} s^{-n}$ converges for $|s|>s_{0}>0$, the series in (5.2) converge for all finite values of $t$ and $\tau$.

We have from (5.1) that formally

$$
\begin{equation*}
w(t)=\sum_{n=1}^{\infty} \frac{v_{n} t^{n-1}}{(n-1)!} \tag{5.3}
\end{equation*}
$$

is a solution of the integral equation (5.2). However, the growth estimate, $\left|v_{i}^{n}\right| \leqq(n-1)!p e^{n q}$ implies

$$
\left|w_{i}(t)\right| \leqq \sum_{n=1}^{\infty} \frac{\left|v_{i}^{n}\right|}{(n-1)!}|t|^{n-1} \leqq p e^{q} \sum_{n=0}^{\infty}\left(e^{q}|t|\right)^{n}=\frac{p e^{q}}{1-e^{q}|t|}
$$

if $|t|<e^{-q}$. Hence $w(t)$ as given by (5.3) is a true solution since the uniform and absolute convergence of (5.3) for $|t| \leqq \alpha<e^{-q}$ allows the interchange of integration and summation in (5.2).

We now use the integral equation (5.2) to show that $w(t)$ as continued analytically outside the circle $|t|=e^{-q}$ is of exponential order, i.e.

$$
\left|w_{i}(t)\right| \leqq c e^{g|t|}
$$

for positive constants $c$ and $g$ and $t$ in some sector $S$ with vertex at the origin $t=0$.

The singular points for (5.2) are determined by $e^{-t}=1$ and $e^{-t}=$ $\bar{\rho}=|\bar{\rho}| e^{-i \alpha},-\pi<\alpha<\pi$. Thus the possible singular points are

$$
t=2 n \pi i, t=-\ln |\bar{\rho}|+i(\alpha+2 n \pi), \quad n=0, \pm 1, \cdots
$$

and $w(t)$ can be analytically continued in any sector $\boldsymbol{S}$ which does not contain within or on its boundaries any possible singular point except $t=0$.

Lemma 2. Let $w(t)$ be defined by

$$
\begin{equation*}
w(t)=\sum_{n=1}^{\infty} \frac{v_{n} t^{n-1}}{(n-1)!} \tag{5.4}
\end{equation*}
$$

and satisfy the integral equation (5.2), where $\left|v_{i}^{n}\right| \leqq(n-1)$ ! $p e^{n q}$. Then $w(t)$, with analytic continuation, satisfies the inequality

$$
\begin{equation*}
w_{i}(t) \leqq c e^{g|t|} \tag{5.5}
\end{equation*}
$$

$c, g$ positive constants in any sector $\boldsymbol{S}$ which does not contain the
points
$t=2 n \pi i, n= \pm 1, \pm 2, \cdots, t=-\ln |\bar{\rho}|+i(\alpha+2 n \pi), n=0, \pm 1, \cdots$.
within or on its boundaries.
Proof. Let $t_{0}$ be such that $0<t_{0}<e^{-q}$ where $e^{-q}$ is less than or equal to the radius of convergence of the series (5.4). Then there exists a constant $c>0$ such that $\left|w_{i}(t)\right|<c$ if $|t|<t_{0}$ and hence $\left|w_{i}(t)\right|<c \mathrm{e}^{g|t|}$ for $|t|<t_{0}$ and $g \geqq 0$.

Assume the lemma false. Then there exists a constant $t_{1}=$ $t_{1}(g)>t_{0}$ such that $\left|w_{i}(t)\right|<c e^{g|t|}$ for $|t|<t_{0}$, while for some point $t^{\prime}$ in $S\left|t^{\prime}\right|=t_{1},\left|w_{i}\left(t^{\prime}\right)\right|=c e^{g t_{1}}$ for $i=1$ or 2.

Choose as path of integration in (5.2) the ray from the origin thru the point $t^{\prime}$. Evaluating (5.2) for $t=t^{\prime}$ and taking absolute values of the component equations, we have

$$
\begin{aligned}
\left|e^{-t^{\prime}}-1\right|\left|w_{1}\left(t^{\prime}\right)\right| \leqq & \int_{0}^{t_{1}} \sum_{n=2}^{\infty} \frac{\left(t_{1}-\tau\right)^{n-1}}{(n-1)!}\left(\left|c_{11}^{n}\right|\left|w_{1}(\tau)\right|+\left|c_{12}^{n}\right|\left|w_{2}(\tau)\right|\right) d \tau \\
& +\sum_{n=2}^{\infty} \frac{\left|c_{11}^{n}\right|}{(n-1)!} t_{1}^{n-1} \\
\left|e^{-t^{\prime}}-\bar{\rho}\right|\left|w_{2}\left(t^{\prime}\right)\right| \leqq & |\bar{r}| \int_{0}^{t_{1}}\left|w_{2}(\tau)\right| d \tau \\
& +\int_{0}^{t_{1}} \sum_{n=0}^{\infty} \frac{\left(t_{1}-\tau\right)^{n-1}}{(n-1)!}\left(\left|c_{21}^{n}\right|\left|w_{1}\right|+\left|c_{22}^{n}\right|\left|w_{2}\right|\right) d \tau \\
& +\sum_{n=2}^{\infty} \frac{\left|c_{21}^{n}\right|}{(n-1)!} t_{1}^{n-1} .
\end{aligned}
$$

Using $\left|c_{i j}^{n}\right| \leqq M a^{n}, M>0, a>0,\left|e^{-t}-\bar{\rho}\right|>k>0$ for $t$ in $S$ and $\left|e^{-t}-1\right|>k>0$ for $t$ in $S,|t| \geqq t_{0}$, it follows

$$
\begin{align*}
1 \leqq \frac{|\bar{r}|}{g k}\left(1-e^{-g t_{1}}\right) & +\frac{2 M a}{k}\left(\frac{1-e^{(a-g) t_{1}}}{g-a}-\frac{1-e^{-g t_{1}}}{g}\right)  \tag{5.6}\\
& \left.+\frac{M a}{k c} e^{(a-g) t_{1}}-e^{-g t_{1}}\right)
\end{align*}
$$

Choose a sequence of $g$ 's, $g=g_{1}, g_{2}, \cdots$ such that $g_{n} \rightarrow \infty$ as $n \rightarrow \infty$. We have $t_{1}\left(g_{n}\right) \geqq t_{1}\left(g_{1}\right)$ and $t_{1}\left(g_{n}\right) g_{n} \rightarrow \infty$ as $n \rightarrow \infty$. The inequality (5.6) holds for $g=g_{n}$, but the limit of the right member of (5.6) as $n \rightarrow \infty$ is zero, a contradiction, and the lemma is proved.

The treatment of canonical form (ii) is similar and the details are omitted.

For the canonical form (iii) we use the four component vector $z(s)$ as given in (4.6). The corresponding integral equation is

$$
\left(e^{-t}-1\right) w(t)=\int_{0}^{t} \sum_{n=1}^{\infty} \frac{(t-\tau)^{n-1}}{(n-1)!} \widehat{C}_{n} w(\tau) d \tau+\sum_{n=2}^{\infty} \frac{t^{n-1}}{(n-1)!} \widehat{C}_{n} v_{0}
$$

where $w(t)$ is a vector with four components. The possible singular points are $t=2 n \pi i, n=0, \pm 1, \pm 2, \cdots$, and corresponding to Lemma 2 we have

$$
\left|w_{i}(t)\right| \leqq\left(n-1!c e^{\theta|t|}\right.
$$

in any sector $S$ with vertex at the origin which does not contain the rays $\arg t= \pm(\pi / 2)$ within or as boundaries.

For canonical form (iv), the first solution was obtained by the same method used to obtain the solutions for canonical form (i). Thus our treatment for canonical form (i) applies with the restriction $\cos (\arg t)<0$. In order to treat the second solution for canonical form (iv) a modification is necessary.

The second solution for canonical form (iv) satisfies (3.11)

$$
v(s+1)=C(s) v(s)
$$

where

$$
C(s)=s^{m}\left(C_{0}+\frac{1}{s} C_{1}+\cdots\right) .
$$

Setting $u(s)=v(s)-v_{0}$ and using the relations $C_{0} v_{0}=0, \sum_{n=1}^{m-1}\left(C_{n} / s^{n}\right) v_{0}=0$, we obtain

$$
s^{-m} u(s+1)=C_{0} u(s)+\sum_{n=1}^{\infty} \frac{C_{n}}{s^{n}} u(s)+\sum_{n=m}^{\infty} \frac{C_{n}}{s^{n}} v_{0}-\frac{v_{0}}{s^{m}} .
$$

Formally defining $w(t)=L^{-1}\{u(s)\}$ we obtain

$$
\begin{align*}
\int_{0}^{t} \frac{(t-\tau)^{m-1}}{(m-1)!} e^{-\tau} w(\tau) d \tau= & C_{0} w(t)+\int_{0}^{t} \sum_{n=1}^{\infty} \frac{(t-\tau)^{n-1}}{(n-1)!} C_{n} w(\tau) d \tau  \tag{5.7}\\
& +\sum_{n=m}^{\infty} \frac{t^{n-1}}{(n-1)!} C_{n} v_{0}-\frac{t^{m-1}}{(n-1)!} v_{0}
\end{align*}
$$

Defining $w(t)=\sum_{n=0}^{\infty} v_{n+1}\left(t^{n} / n!\right)$, we have that $w(t)$ is a rigorous analytic solution of (5.7) for $|t|<e^{-q}$.

To show that $w(t)$ with analytic continuation satisfies in appropriate sectors $\boldsymbol{S}$ the growth condition $\left|w_{i}(t)\right| \leqq c e^{\rho|t|}$ we rewrite the integral equation (5.7) in component form and differentiate the equation for the first component $m$ times to obtain

$$
\begin{aligned}
\left(e^{-t}-1\right) w_{1}(t)= & \int_{0}^{t} \sum_{n=1}^{\infty} \frac{(t-\tau)^{n-1}}{(n-1)!}\left[c_{11}^{n+m} w_{1}+c_{12}^{n+m} w_{2}\right] d \tau+\sum_{n=0}^{\infty} \frac{t^{n}}{n!} c_{11}^{n+m+1} \\
c_{22}^{0} w_{2}(t)= & \int_{0}^{t} \frac{(t-\tau)^{m-1}}{(m-1)!} e^{-\tau} w_{2}(\tau) d \tau \\
& -\int_{0}^{t} \sum_{n=1}^{\infty} \frac{(t-\tau)^{n-1}}{(n-1)!}\left[c_{21}^{n} w_{1}+c_{22}^{n} w_{2}\right] d \tau \\
& -\sum_{n=m}^{\infty} \frac{t^{n-1}}{(n-1)!} c_{21}^{n}+\frac{t^{m-1}}{(m-1)!}
\end{aligned}
$$

Hence $w(t)$ can be continued analytically into either the right or left $t$-plane.

We proceed as in the proof of Lemma 2 and assume that for a sequence of values $g_{n}, g_{n} \rightarrow \infty$ as $n \rightarrow \infty$, either $w_{1}(t)$ or $w_{2}(t)$ violates the growth condition

$$
\left|w_{i}(t)\right| \leqq c e^{g_{n}|t|}
$$

For $w_{1}(t)$, we use the first equation in (5.8) and the details are similar to those given in the proof of Lemma 2. Hence, assume $w_{2}(t)$ violates the appropriate growth condition. Thus for $g=g_{n}$, using the second equation in (5.8), and $t=t^{\prime},\left|t^{\prime}\right|=t_{1}=t_{1}(g)$, we have

$$
\begin{align*}
c\left|c_{22}^{0}\right| e^{g t_{1}} \leqq & c \int_{0}^{t_{1}} \frac{\left(t_{1}-\tau\right)^{m-1}}{(m-1)!} e^{-\tau} d \tau+2 M a c \int_{0}^{t_{1}} \sum_{n=0}^{\infty} \frac{\left(t_{1}-\tau\right)^{n}}{n!} a^{n} e^{g \tau} d \tau  \tag{5.9}\\
& +M a \sum_{n=m-1}^{\infty} \frac{t_{1}^{n} a^{n}}{n!}+\frac{t_{1}^{m-1}}{(m-1)!}
\end{align*}
$$

where $\left|c_{i j}^{n}\right| \leqq M a^{n}, M>0, a>0$.
Integrating the first term of the right member of (5.9) yields

$$
\begin{equation*}
1 \leqq \frac{1}{\left|c_{22}^{0}\right|}\left\{\frac{e^{-t_{1}}}{(g-1)^{m}}+2 M a \frac{1-e^{(a-g) t_{1}}}{g-a}+\frac{M a}{c} e^{(a-g) t_{1}}+\frac{t_{1}^{m-1} e^{-g t_{1}}}{c(m-1)!}\right\} \tag{5.10}
\end{equation*}
$$

The inequality (5.10) holds for $g=g_{n}$, and since $g_{n} \rightarrow \infty$ and $g_{n} t_{1}\left(g_{n}\right) \rightarrow \infty$ as $n \rightarrow \infty$ the right member has limit zero as $n \rightarrow \infty$. Hence we have the desired growth condition

$$
\left|w_{i}(t)\right| \leqq c e^{g|t|}
$$

in any sector $S$ which does not contain the rays $\arg t= \pm(\pi / 2)$ within or on its boundaries.

For canonical form (vii) we utilize the four component vector $z(s)$ used in $\S 4$ to establish the growth estimate $\left|z_{i}^{n}\right| \leqq(n-1)!p e^{n q}$. The details, being essentially the same as for canonical form (i), are omitted.
6. Laplace integrals and asymptotic series. For canonical forms (i)-(iv) and (vii) we have shown the corresponding vector $w(t)$ to be of exponential order along rays from the origin in sectors $S$ which contain no singular points. Hence the formal Laplace operator used in $\S 5$ can be put on a rigorous basis.

Select some ray in the sector $S$, say $\arg t=\varphi$. If the complex variable $s=|s| e^{i \theta}$ is restricted to the half plane

$$
H(\varphi): \operatorname{Re}\left\{s e^{i \varphi}\right\}=|s| \cos (\varphi+\theta)>g+\varepsilon,
$$

$\varepsilon>0$ and arbitrary, and the path of integration is along the ray $\arg t=\varphi$, the integral

$$
\begin{equation*}
\widehat{u}(s)=\int_{0}^{\infty} e^{-s t} w(t) d t \tag{6.1}
\end{equation*}
$$

converges absolutely in $H(\varphi)$ and defines an analytic vector function. In any sector $S$ (6.1) defines the same analytic vector function, however (6.1) may define different branches of the analytic vector function $\widehat{u}(s)$ in different sectors.

Thus, $\hat{v}(s)=\widehat{u}(s)+v_{0}$ satisfies the difference equation $v(s+1)=$ $C(s) v(s)$, and is a rigorous analytic solution in the union of half-plane $H(\varphi)$ corresponding to rays in the sector $S$.

We may now apply the following theorem of Doetsch [3, p. 231] to show that our formal solutions are asymptotic representations of the solutions $\hat{v}$ in appropriate regions.

Theorem (Doetsch). Let $\int_{0}^{\infty} e^{-s t} F(t) d t=f(s)$ have a half-plane of conditional convergence and let $F(t)$ have at $t=0$ an asymptotic series expansion

$$
F(t) \sim \sum_{n=0}^{\infty} \frac{c_{n+1} t^{n}}{n!}
$$

Then $f(s)$ possesses in the sector $S:|\arg s| \leqq \beta<(\pi / 2)$ for $s \rightarrow \infty$ the asymptotic series expansion

$$
f(s) \sim \sum_{n=0}^{\infty} \frac{c_{n+1}}{s^{n+1}}
$$

7. Representation of solutions by factorial series. To show that $\hat{u}(s)$ as given by (6.1), and therefore also $\hat{v}(s)$, is representable by a factorial series we use the following theorem of Nörlund [6, p. 188].

Theorem (Nörlund). Every integral of the form

$$
u(s)=\int_{0}^{1} z^{s-1} \varphi(z) d z
$$

where the integration path is the real axis, $\varphi(z)$ is an analytic function in the interior of the circle $|z-1|=1$ and of finite order $\omega^{6}$ on this circle, is representable by a factorial series convergent in the half-plane Re $\{s\}>\omega-1$.

Assume momentarily that the path of integration for $\int_{0}^{\infty} e^{-s t} w(t) d t$ is the positive real axis. Then

$$
\widehat{u}_{i}(s)=\int_{0}^{\infty} e^{-s t} w_{i}(t) d t=\int_{0}^{1} z^{s-1} \varphi_{i}(z) d z
$$

under the transformation $t=\ln (1 / z), w_{i}(t)=\varphi_{i}(z)$. The circle $|z-1|=1$ is mapped onto the $t$-plane as the curve $\sec v=2 e^{v}$ where $t=u+i v$,


which is asymptotic to the lines $v= \pm(\pi / 2)$. The interior, $|z-1|<1$ is mapped into the region $D$. Assume also that $w_{i}(t)$ is analytic for $t$ in $D$, and hence $\varphi_{i}(z)$ is analytic for $|z-1|<1$. To show that $\varphi_{i}(z)$ is of finite order on $|z-1|=1$ we use the following lemma of Nörlund [6, p. 51].

Lemma (Nörlund). If $(1-|\xi|)^{\omega}|f(\xi)|<C, \omega \geqq 0$, as $\xi$ tends to any point on the circle $|\xi|=1$ from the interior, then the function $f(\xi)$ is of order $\omega+1$ at most on $|\xi|=1$.

Let $z=\xi+1, f_{i}(\xi)=\varphi_{i}(z)=w_{i}(t)=w_{i}(\ln (1 / 1+\xi))$. Thus $\left|f_{i}(\xi)\right| \leqq$ $C e^{g|t|} \rightarrow C e^{g\left|2 n\left(1+\xi^{\prime}\right)\right|}$ as $\xi \rightarrow \xi^{\prime}$ for $\xi^{\prime} \neq-1,\left|\xi^{\prime}\right|=1$. Hence $\omega \geqq 0$ is sufficient for any point except $\xi^{\prime}=-1$.

Introducing polar coordinates in the $z$-plane we have, $z=r e^{i \theta}$, $r>0,|\theta|<(\pi / 2)$ and for $r<(1 / 2)$

$$
1-|\xi|=r\left(\cos \theta-\frac{r}{2}+\frac{\varepsilon_{\theta}(r)}{r}\right)
$$

[^3]where $\varepsilon_{\theta}(r) / r$ is bounded as $r \rightarrow 0$. Also, given $\varepsilon>0$, for sufficiently small $r,\left|f_{i}(\xi)\right|<C e^{g|n n z|}<C r^{-(1+\varepsilon) g}$. Thus
$$
(1-|\xi|)^{\omega}\left|f_{i}(\xi)\right|<C r^{\omega-(1+\varepsilon) \theta}\left(\cos \theta-\frac{r}{2}+\frac{\varepsilon_{\theta}(r)}{r}\right)^{\omega}<K
$$
as $r \rightarrow 0$ if $\omega \geqq(1+\varepsilon) g$, and the order of $f_{i}(\xi)$ on the circle $|\xi|=1$ can be of order $g+1$ at most.

In this case we have the factorial expansion

$$
\widehat{u}(s)=\frac{u_{1}}{s}+\frac{u_{2}}{s(s+1)}+\cdots
$$

convergent in the half-plane $R e\{s\}>g+\varepsilon .{ }^{7}$
In general, let the integration path for $\widehat{u}(s)=\int_{0}^{\infty} e^{-s t} w(t) d t$ be the ray $\arg t=\varphi$. The analytic solution

$$
\widehat{v}(s)=\widehat{u}(s)+v_{0}
$$

can be represented in the half-plane

$$
H(\varphi): \operatorname{Re}\left\{s e^{i \varphi}\right\}>g+\varepsilon, \varepsilon>0
$$

by the convergent factorial series

$$
\hat{v}(s)=v_{0}+\sum_{k=0}^{\infty} \frac{v_{k+1}(\varphi, \gamma)}{s\left(s+\gamma e^{-i \varphi}\right) \cdots\left(s+k \gamma e^{-i \varphi}\right)}
$$

where the positive constant $\gamma$ is sufficiently large. Any $\gamma>1$ is suitable provided it is large enough so that when the $\xi$-plane is mapped into the $t$-plane by the transformation

$$
t=e^{-i \varphi} \ln \xi / \gamma
$$

the map of the disk $|1-\xi|<1$ is completely contained with a region which is the union of the sector $S$ under consideration and the disk $|t|<e^{-q}$.

We summarize our results in

Theorem 3. Let the difference equation

$$
y(s+1)=B(s) y(s)
$$

be such that $B(s)$ has one of the canonical forms (i)-(iv) or (vii). There exists a fundamental set of formal solutions of the form

$$
y(s)=s^{h s} \rho^{s} s^{r} v(s), \quad v(s)=\sum_{j=0}^{\infty} v_{j} s^{-j} \quad((\mathrm{i})-(\mathrm{iv}))
$$

[^4]or
\[

$$
\begin{aligned}
& y(s)=s^{h s} \rho^{s} \exp \left(\mu s^{1 / 2}\right) s^{r} \exp \left(\nu s^{-1 / 2}\right) v(s) \\
& v(s)=v_{1}(s)+\frac{1}{s^{1 / 2}} v_{2}(s), \quad v_{i}(s)=\sum_{j=0}^{\infty} v_{i j} s^{-j} \quad \text { (vii) }
\end{aligned}
$$
\]

which may be computed by substitution and identification of terms.
These formal solutions are asymptotic representations of true solutions in appropriate regions of the s-plane. Further $v(s), v_{1}(s)$, and $v_{2}(s)$ may be summed and replaced by convergent factorial series in appropriate half-planes of the s-plane.
8. Remarks. (1) Results similar to those of this paper have been obtained by G. D. Birkhoff [1] and W. J. Trjitzinsky [7]. ${ }^{8}$ Both authors consider single linear difference equations of $n$th order

$$
\sum_{k=0}^{n} d_{n-k}(s) y(s+k)=0
$$

where the coefficients are given as convergent power series of the form

$$
d_{n-k}(s)=\sum_{j=-m} d_{\dot{n-k_{i j}}} s^{-j / p}
$$

where $p$ is an integer. Birkhoff established the existence and form of a full set of formal series solutions; however, his proof was essentially existential and no straight-forward direct method was given to compute successive coefficients in the formal solutions. The summation of these formal series was considered by Trjitzinsky and shown to be feasible in certain cases. Our results are the corresponding results with extensions for linear systems of difference equations with $n=2, p=1$.

Formal solutions of linear systems of difference equations for arbitrary $n$ and $p$ have been considered by H. L. Turrittin [8].
(2) The linear system of difference equations

$$
x(s+1)=A(s) x(s)
$$

where the $n$ by $n$ matrix $A$ has a convergent series representation

$$
A(s)=I+\sum_{k=1}^{\infty} A_{k} s^{-k} \quad|s|>s_{0}
$$

is a special case of a class of linear systems of difference equations solvable by factorial series treated by W. A. Harris, Jr. [4].
(3) General results similar to Lemma 1 are contained in a paper by W. A. Harris, Jr. [5].

[^5]
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[^1]:    ${ }^{1}$ It is one of these cases that we are unable to sum.

[^2]:    ${ }^{2}$ If $c_{11}(s) \not \equiv 0$, the process will terminate and we will have essentially the infinitely repetitive process treated on page 11. This can be seen directly also by a detailed analysis.
    ${ }^{3}$ There are two cases, $\rho=0$ and $\rho \neq 0$. It is $\rho \neq 0$ which we are unable to sum.

[^3]:    ${ }^{6}$ Let $f(z)$ be a function defined by a Taylor series $f(z)=a_{0}+a_{1} z+\cdots$ convergent for $|z|<1$. The order $\omega$ of $f(z)$ on $|z|=1$ is $\omega=\underset{n \rightarrow \infty}{\lim \sup } \frac{\ln \left|n a_{n}\right|}{\ln n}$

[^4]:    ${ }^{7}$ In some cases the region of convergence may be larger than indicated here.

[^5]:    ${ }^{8}$ For other pertinent references see the bibliographies of these two papers.

