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#### Abstract

This paper contains a definition and a construction of a Radon-Nikodym derivative of a $\sigma$-additive set function with respect to a measure on a $\sigma$-lattice, that is, a family of sets closed under countable unions and countable intersections. This derivative is characterized in terms of its indefinite integral, and it is shown how the conditional expectation of an integrable random variable with respect to a $\sigma$-lattice, as defined by Brunk, can be obtained as a Radon-Nikodym derivative of the set function determined by the indefinite integral of the random variable.


The so-called descriptive approach to the theory of Radon-Nikodym derivatives tells us that if $\rho$ is a finite $\sigma$-additive set function defined on a $\sigma$-field $\mathscr{A}$ and if $\mu$ is a positive measure, then there exists an $\mathscr{A}$ measurable function $f$ such that for all $B \in \mathscr{A}$ and $C \in \mathscr{A}$ we have

$$
\varphi(B \cap[f<a]) \leqq a \mu(B \cap[f<a]), \quad a \in R
$$

and

$$
\varphi(C \cap[f>b]) \geqq b \mu(C \cap[f>b]), \quad b \in R .
$$

The inequalities easily imply that the function is unique and finite $\mu$ almost surely.

It turns out that if $\mathscr{M}$ is a $\sigma$-lattice, and if $\varphi$ is a finite $\sigma$-additive set function defined on sets of the form $B \cap C, B \in \mathscr{M}^{\prime}, C \in \mathscr{M}^{c}$, then exactly the same construction can be used to give a function, which is $\mathscr{I}$ measurable and satisfies the two inequalities above with $B \in \mathscr{M}$ and $C \in \mathscr{M}^{c}=\left\{A \mid A^{c} \in \mathscr{M}\right\}$. The main fact we need is, that the Hahn decomposition remains valid for the set function $\varphi$. This was remarked already in [3], where a similar idea was used to discuss the conditional expectation on $n$-dimensional euclidian space. By means of this approach it is easy to obtain a proof of the (closed) martingale convergence theorem for $\sigma$-lattices and to identify the limit function; in fact the proof by Andersen and Jessen [1] can be applied without any change. See also [2] and [5].

1. The Hahn decomposition. Let $\Omega$ be an abstract space, and let $\mathscr{A}$ be a $\sigma$-field of subsets of $\Omega$. Let $\mathscr{A}$ be a $\sigma$-lattice of sets from $\mathscr{A}$, such that $\varnothing \in \mathscr{M}, \Omega \in \mathscr{M}$. Define $\mathscr{F}=\{A: A=B \cap C, B \in \mathscr{K}$,
$\left.C \in \mathscr{M}^{c}\right\}$. Let $\nu$ be a $\sigma$-additive set function defined on $\mathscr{F}$ with values in $[-\infty,+\infty]$.

A set $B \in \mathscr{M}$ is called positive, if for all $C \in \mathscr{M}^{c}$, we have $\nu(B \cap C) \geqq 0$. A set $C \in \mathscr{M}^{c}$ is called negative if for all $B \in \mathscr{M}$ we have $\nu(B \cap C) \leqq 0$. Let $\mathscr{P}$ be the family of positive sets and let $\mathscr{N}$ be the family of negative sets, then $\varnothing \in \mathscr{N} \cap \mathscr{P}$, and $\mathscr{P}$ and $\mathscr{N}$ are closed under countable unions. A set $C_{0} \in \mathscr{N}$ is called minimal if $\nu C_{0}=$ $\inf _{\sigma \in \mathscr{H}} \nu C$ and $B_{0} \in \mathscr{M}$ is called maximal if $\nu B_{0}=\sup _{B \in \mathscr{Q}} \nu B$. It is easily seen that there exists as well minimal as maximal sets. We now need the following theorem.

Theorem 1. If $\nu<+\infty$ and if $A$ is a maximal set then $A^{c}$ is negative, and in fact minimal.

Corollary (Jordan-Hahn decomposition). There exists a maximal set $A^{+} \in \mathscr{M}$ and a minimal set $A^{-} \in \mathscr{L}^{c}$ such that $A^{-}=\left(A^{+}\right)^{c}$ and

$$
\begin{array}{ll}
\nu\left(A^{+} \cap C\right) \geqq 0, & C \in \mathscr{M}^{c}, \\
\nu\left(A^{-} \cap B\right) \leqq 0, & B \in \mathscr{L}^{\prime} .
\end{array}
$$

Proof of Theorem 1. The proof which is given here follows in details the proof given in Halmos [4] (p. 122), for the ordinary Hahn decomposition. Let $A$ be a maximal set, then $\nu(A)<+\infty$ and we assume that $A^{c}$ is not in $\mathscr{N}$. Then there exists a set $B_{0} \in \mathscr{M}$ such that $\nu\left(A^{c} \cap B_{0}\right)>0$. There must be sets $C \in \mathscr{I}^{c}$ such that $\nu\left(A^{c} \cap B_{0} \cap C\right)<0$, since otherwise $A \cup B_{0}$ would be $\in \mathscr{P}$ and have measure larger than $A$. Let therefore $k_{1}$ be the smallest integer such that there exists $C_{1} \in \mathscr{M}^{c}$ with the property $\nu\left(A^{c} \cap B_{0} \cap C_{1}\right) \leqq-1 / k_{1}$. Having defined $C_{i}$, and $B_{i}=C_{i}^{c} i=1, \cdots, n-1$, we still have

$$
\nu\left(A^{c} \cap B_{0} \cap B_{1} \cap \cdots \cap B_{n-1}\right)>0
$$

but again we can find the smallest integer $k_{n}$ such that there exists $C_{n}$ with the property $\nu\left(A^{c} \cap B_{0} \cap B_{1} \cap \cdots \cap B_{n-1} \cap C_{n}\right) \leqq-1 / k_{n}$. In this way we construct an infinite sequence $C_{n}, n \geqq 1$.

From

$$
\begin{aligned}
-\infty & <\nu\left(A^{c} \cap B_{0} \cap \bigcup_{n=1}^{\infty} C_{n}\right)=\sum_{n=1}^{\infty} \nu\left(A^{c} \cap B_{0} \cap B_{1} \cap \cdots \cap B_{n-1} \cap C_{n}\right) \\
& \leqq \sum_{n=1}^{\infty}-1 / k_{n}
\end{aligned}
$$

we get that $k_{n} \rightarrow \infty$. Let $F=\bigcap_{n=0}^{\infty} B_{n}$. To show that $F \cup A$ is positive we evaluate for $C \in \mathscr{K}^{c}$

$$
\nu((F \cup A) \cap C)=\nu(A \cap C)+\nu\left(A^{c} \cap F \cap C\right),
$$

but $\nu(A \cap C) \geqq 0$ and

$$
\nu\left(A^{c} \cap F \cap C\right)=\lim _{n \rightarrow \infty} \nu\left(A^{c} \cap C \cap \bigcap_{i=0}^{n-1} B_{i}\right) \geqq \lim _{n \rightarrow \infty}\left(-1 /\left(k_{n}-1\right)\right)=0
$$

Finally

$$
\nu\left(A^{c} \cap F\right)=\nu\left(A^{c} \cap B_{0} \cap \bigcap_{n=1}^{\infty} B_{n}\right)=\nu\left(A^{c} \cap B_{0}\right)-\nu\left(A^{c} \cap B_{0} \cap \bigcup_{n=1}^{\infty} C_{n}\right)>0
$$

which implies that $A \cup F \in \mathscr{P}$ and $\nu(A \cup F)>\nu(A)$, contradicting the maximality of $A$. Hence it is established that $A^{c} \in \mathscr{N}$ and it is easily seen that $A^{c}$ is minimal.
2. The derivative. Let there be given a set function $\varphi$ on $\mathscr{F}$ such that $\varphi$ is finite, $\varphi$ is $\sigma$-additive and such that $\varphi(C) \geqq 0, C \in \mathscr{I}^{c}$. Let $\mu$ be a measure on $\mathscr{F}$, i.e. $\mu(A) \geqq 0, A \in \mathscr{F}, \mu \sigma$-additive.

For each $a \in R$ let $\nu_{a}=\varphi-a \mu$. Then we have for $a>0$ that $-\infty \leqq \nu_{a}<+\infty$, and if we define a positive maximal set $A_{a}^{+}$then $A_{a}^{-}=\left(A_{a}^{+}\right)^{c}$ is negative for $\nu_{a}$ by Theorem 1. If $a \leqq 0$ we can choose $A_{a}^{+}=\Omega, A_{a}^{-}=\varnothing$. Now define a function $f$ in the following way:

$$
f(\omega)=\sup \left\{r \mid r \text { rational, } \omega \in A_{r}^{+}\right\}
$$

Clearly $f$ is defined on all of $\Omega$ and $f \geqq 0$. Further $\lfloor f>a\rfloor=$ $\bigcup_{r>a} A_{r}^{+}$if $a \geqq 0$ and $[f>a]=\Omega$ if $a<0$, which proves that $f$ is measurable $\mathscr{I}$.

The sets $A_{a}^{+}$are not in general decreasing in $a$ but we could choose them to be as the following proposition shows:

Proposition 1. For all $a$ the set $[f>a]$ is a positive set for $\nu_{a}$, while for $a \neq 0$ it is maximal.

Proof. For $a<0$ the assertions are trivial. Let $a \geqq 0$, then for $r>a, A_{r}^{+}$is positive for $\nu_{a}$, since

$$
\nu_{a}\left(A_{r}^{+} \cap C\right) \geqq \nu_{r}\left(A_{r}^{+} \cap C\right) \geqq 0, \quad C \in \mathscr{I}^{c} .
$$

But the system of positive sets is closed under countable unions, which proves the first statement.

Now let $a>0$, to see that $[f>a]=\bigcup_{r>a} A_{r}^{+}$is maximal, we first compare $\bigcup_{i=1}^{n} A_{r_{i}}^{+}$with $A_{q_{n}}^{+}$, where $r_{i}$ is an enumeration of the rationals greater than $a$ and $q_{n}=\min _{1 \leqq i \leqq n} r_{i} \downarrow a$ for $n \rightarrow \infty$. From the inequality

$$
0 \leqq \nu_{r_{i}}\left(A_{r_{i}}^{+} \cap A_{q_{n}}^{-}\right) \leqq \nu_{q_{n}}\left(A_{r_{i}}^{+} \cap A_{q_{n}}^{-}\right) \leqq 0
$$

we get, that $\mu\left(A_{r_{i}}^{+} \cap A_{q_{n}}^{-}\right)=0 i=1, \cdots, n$, and hence that

$$
\mu\left(\bigcup_{i=1}^{n} A_{r_{i}}^{+} \cap A_{q_{n}}^{-}\right)=0 .
$$

Therefore

$$
0 \leqq \nu_{a}\left(\bigcup_{i=1}^{n} A_{r_{i}}^{+} \cap A_{q_{n}}^{-}\right)=\nu_{q_{n}}\left(\bigcup_{i=1}^{n} A_{r_{i}}^{+} \cap A_{q_{n}}^{-}\right) \leqq 0
$$

which yields

$$
\begin{equation*}
\nu_{a}\left(A_{q_{n}}^{+}\right)=\nu_{a}\left(\bigcup_{i=1}^{n} A_{r_{i}}^{+}\right) . \tag{1}
\end{equation*}
$$

We now compare $A_{q_{n}}^{+}$with $A_{a}^{+}$as follows:

$$
\begin{equation*}
0 \leqq \nu_{q_{n}}\left(A_{a}^{-} \cap A_{q_{n}}^{+}\right) \leqq \nu_{a}\left(A_{a}^{-} \cap A_{q_{n}}^{+}\right) \leqq 0 \tag{2}
\end{equation*}
$$

and $0 \leqq \nu_{a}\left(A_{a}^{+}\right)$which implies that

$$
\mu\left(A_{a}^{+} \cap A_{q_{n}}^{-}\right) \leqq \mu\left(A_{a}^{+}\right) \leqq \frac{1}{a} \varphi\left(A_{a}^{+}\right)=c<\infty .
$$

Finally we have

$$
\begin{align*}
0 \leqq \nu_{a}\left(A_{a}^{+} \cap A_{q_{n}}^{-}\right) & =\nu_{q_{n}}\left(A_{a}^{+} \cap A_{q_{n}}^{-}\right)+\left(q_{n}-\alpha\right) \mu\left(A_{a}^{+} \cap A_{q_{n}}^{-}\right)  \tag{3}\\
& \leqq\left(q_{n}-a\right) c .
\end{align*}
$$

Combining the evaluations (1), (2) and (3) we get

$$
\nu_{a}\left(A_{a}^{+}\right) \geqq \nu_{a}\left(\bigcup_{i=1}^{n} A_{r_{i}}^{+}\right)=\nu_{a}\left(A_{\dot{q}_{n}}^{+}\right) \geqq \nu_{a}\left(A_{\alpha}^{+}\right)-\left(q_{n}-a\right) c .
$$

Letting $n \rightarrow \infty$ we get, that $q_{n} \downarrow \alpha$ and

$$
\nu_{a}\left(A_{a}^{+}\right)=\nu_{a}\left(\bigcup_{r>a} A_{r}^{+}\right)=\nu_{a}[f>a],
$$

which proves that $[f>a]$ is not only positive but also maximal for $\nu_{a}$.

Definition 1. If $\varphi$ is a finite $\sigma$-additive set function on $\mathscr{F}$ and if $\mu$ is a measure on $\mathscr{F}$, then we call $f$ a derivative of $\varphi$ with respect to $\mu$ on $\mathscr{I}$ if $f$ is an extended real valued function defined on $\Omega$, and if
(1) $f$ measurable $\mathscr{M}$,
(2) $\varphi(B \cap[f<b]) \leqq b \mu(B \cap[f<b]), B \in \mathscr{M}, b \in R$,
(3) $\varphi(C \cap[f>a]) \geqq a \mu(C \cap[f>a]), C \in \mathscr{I}^{c}, a \in R$.

Theorem 2. If $\rho$ is a finite $\sigma$-additive set function defined on
$\mathscr{F}$ and if $\mu$ is a measure on $\mathscr{F}$, then there exists a derivative $f$ of $\varphi$ with respect to $\mu$ on $\mathscr{l l}$. Any derivative is finite $\mu$ almost surely, and if $g$ and $h$ are two derivatives then $\mu[h<a<b<g]=0$, i.e. if $\mu$ is defined on $\mathscr{A}$ then $\mu[h \neq g]=0$.

Proof. According to Theorem 1 we can find a maximal set $A_{0}^{+}$ and a minimal set $A_{0}^{-}$such that $A_{0}^{-}=\left(A_{0}^{+}\right)^{c}$. We define $\varphi^{+}$and $\mu^{+}$as the contraction of $\varphi$ and $\mu$ to $A_{0}^{+}$, and we define $\varphi^{-}$and $\mu^{-}$as the contraction of $-\varphi$ and $\mu$ to $A_{0}^{-}$. Then we can construct a function $f^{+}$defined on $A_{0}^{+}$, and measurable $\mathscr{I}^{1 /}$ by means of $\varphi^{+}$and $\mu^{+}$as indicated in the beginning of this section. We also construct $f^{-}$from $p^{-}$and $\mu^{-}$such that $f^{-}$is defined on $A_{0}^{-}$and measurable $\mathscr{I}^{c}$.

Now define $f$ as follows:

$$
f(\omega)=\left\{\begin{aligned}
f^{+}(\omega), & \omega \in A_{0}^{+}, \\
-f^{-}(\omega), & \omega \in A_{0}^{-}
\end{aligned}\right.
$$

We then have

$$
[f>a]=\left\{\begin{array}{l}
{\left[f^{+}>a\right], \quad a \geqq 0,} \\
A_{0}^{+} \cup\left[f^{-}<-a\right], \quad a<0,
\end{array}\right.
$$

which proves that $f$ is measurable $\mathscr{l l}$.
To prove (2) and (3) of Definition 1, we remark that for $a \geqq 0$ we have $[f>a]=\left[f^{+}>a\right]$ which by Proposition 1 is positive for $\rho^{+}-\alpha \mu^{+}$, hence

$$
\begin{aligned}
\varphi(C \cap[f>a]) & =\varphi^{+}\left(C \cap\left[f^{+}>a\right]\right) \geqq a \mu^{+}\left(C \cap\left[f^{+}>a\right]\right) \\
& =a \mu(C \cap[f>a])
\end{aligned}
$$

For $a>0$, we have that $[f>a]=\left[f^{+}>a\right]$ is maximal for $\varphi^{+}-a \mu^{+}$ and then by Theorem $1\left[f^{+} \leqq a\right]$ is negative for $\varphi^{+}-a \mu^{+}$, hence

$$
\begin{aligned}
\varphi(B \cap[f \leqq a]) & =\varphi\left(B \cap A_{0}^{-}\right)+\varphi\left(B \cap A_{0}^{+} \cap\left[f^{+} \leqq a\right]\right) \\
& \leqq \varphi^{+}\left(B \cap\left[f^{+} \leqq a\right]\right) \leqq a \mu^{+}\left(B \cap\left[f^{+} \leqq a\right]\right) \\
& =a \mu\left(B \cap A_{0}^{+} \cap[f \leqq a]\right) \leqq a \mu(B \cap[f \leqq a]) .
\end{aligned}
$$

For $a \uparrow b$ we get (2) for $b>0$. Similarly we prove (2) for $b \leqq 0$ and (3) for $a<0$, by means of the properties of $f^{-}$. This proves the existence of a derivative. To see, that any derivative is finite we note, that for $a>0$ we have

$$
a \mu[|f|>a] \leqq \varphi[f>a]-\varphi[f<-a] \leqq \varphi\left(A_{0}^{+}\right)-\varphi\left(A_{0}^{-}\right)<+\infty,
$$

and for $a \rightarrow \infty$ we get the result.
Finally, let $h$ and $g$ be any two derivatives, then

$$
b \mu[h<a<b<g] \leqq \varphi[h<a<b<g] \leqq a \mu[h<a<b<g]
$$

which implies, that all terms are 0.
The following theorem relates the function $\varphi$ to the indefinite integral of its derivative. Let $\varphi_{c}, \varphi_{s}^{+}$and $\varphi_{s}^{-}$be defined as follows:

$$
\begin{array}{ll}
\varphi_{c}(A)=\varphi(A \cap[-\infty<f<0])+\varphi(A \cap[0<f<+\infty]), & A \in \mathscr{F}, \\
\varphi_{s}^{+}(A)=\varphi(A \cap[f=+\infty]) & , A \in \mathscr{F}, \\
\varphi_{s}^{-}(A)=-\varphi(A \cap[f=-\infty]) & , A \in \mathscr{F} .
\end{array}
$$

Theorem 3. If $f$ is a derivative of $\varphi$ with respect to $\mu$ on $\mathscr{M}$, where $\mu$ is a measure on $\mathscr{A}$, then $f$ is integrable and
(1) $\quad \varphi_{c}(C) \geqq \int_{0} f d \mu, C \in \mathscr{M}^{c}$,
(2) $\quad \varphi_{c}(B) \geqq \int_{B} f d \mu, B \in \mathscr{M}$,
(3) $\varphi_{c}[a<f<b]=\int_{[a<f<b]} f d \mu, a \in R, b \in R$,
(4) $\varphi_{s}^{+}(C) \geqq 0, C \in \mathscr{M}^{c}, \varphi_{s}^{-}(B) \geqq 0, B \in \mathscr{M}$.

Proof. Define for $k \geqq 0, \rho<1$ and $b>0 A_{k}=\left[b \rho^{k+1} \leqq f<b \rho^{k}\right]$. Then

$$
\begin{aligned}
\varphi_{c}(C \cap[0<f<b]) & =\sum_{k=0}^{\infty} \varphi\left(C \cap A_{k}\right) \geqq \sum_{k=0}^{\infty} \rho^{k+1} b \mu\left(C \cap A_{k}\right) \\
& \geqq \rho \sum_{k=0}^{\infty} \int_{\sigma_{\cap} \mathbb{A}_{k}} f d \mu=\rho \int_{0 \cap[0<f<b]} f d \mu
\end{aligned}
$$

For $\rho \uparrow 1$ we get

$$
\begin{equation*}
\varphi_{c}(C \cap[0<f<b]) \geqq \int_{0 \cap[0<f<b\rceil} f d \mu \tag{4}
\end{equation*}
$$

In the same way we prove

$$
\begin{gather*}
\varphi_{c}(C \cap[-b<f<0]) \geqq \int_{0 \cap[-b<f<0]} f d \mu,  \tag{5}\\
\varphi_{c}(B \cap[0<f<b]) \leqq \int_{B \cap[0<f<b]} f d \mu, \\
\varphi_{c}(B \cap[-b<f<0]) \leqq \int_{B \cap[-b<f<0]} f d \mu
\end{gather*}
$$

From these inequalities follows the integrability of $f$, and the assertions (1), (2) and (3) of the theorem.

Finally we have

$$
\varphi(C \cap[f>a]) \geqq a \mu(C \cap[f>a]) \geqq 0, \quad a>0
$$

and

$$
\varphi(B \cap[f<-a]) \leqq-a \mu(B \cap[f<-a]) \leqq 0, \quad a>0
$$

and for $a \rightarrow \infty$ we get (4).
Notice, that nothing is said about $\varphi$ on the set $[f=0]$, so that the 4 results will not characterize the derivative. ( $f \equiv 0$ will always satisfy (1) - (4).) If however $\mu<+\infty$, then Theorem 4 below tells us, that $\varphi(B \cap[f=0]) \leqq 0, B \in \mathscr{M}$ and $\varphi(C \cap[f=0]) \geqq 0, C \in \mathscr{M}^{c}$, hence we can replace $\varphi_{c}$ of Theorem 3 by $\varphi$ contracted to the set $[|f|<+\infty]$. In this case it is easily seen that if $f$ is integrable then (1) through (4) implies (2) and (3) of Definition 1 , so that we can characterize the derivative in terms of its indefinite integral.

Theorem 4. If $\mu<+\infty$ we can characterize a derivative of $\varphi$ with respect to $\mu$ on $\mathscr{M}$ as a function $f$ defined on $\Omega$ such that
(1) $f$ measurable $\mathbb{M}$,
(2) $\varphi(B \cap[f \leqq a]) \leqq a \mu(B \cap[f \leqq a]), B \in \mathscr{l}, a \in R$,
(3) $\varphi(C \cap[f \geqq b]) \geqq b \mu(C \cap[f \geqq b]), C \in \mathscr{K}^{c}, b \in R$.

Proof. We just apply facts of the type

$$
[f>a] \downarrow[f \geqq b], \quad a \uparrow b
$$

and

$$
[f \geqq a] \uparrow[f>b], \quad a \downarrow b
$$

3. The minimizing property of the derivative. We want to prove, that the derivative constructed here has the minimizing property, which Brunk has used as the definition. Let therefore $X$ be a real valued measurable function on $(\Omega, \mathscr{A}, \mu)$, such that $\int|X| d \mu<+\infty$. Define $\rho$ as $\varphi(A)=\int_{A} X d \mu, A \in \mathscr{A}$. We can now apply the preceding theorems to the setup $(\Omega, \mathscr{F}, \mu, \varphi)$. We denote a derivative of $\varphi$ with respect to $\mu$ on $\mathscr{M}$ by $E(X \mid \mathscr{M})$, which we shall call the conditional expectation of $X$ given $\mathscr{C}$. Notice, that $\mu$ dominates $\varphi$, so that any $\mathscr{I}$ measurable function, which is $\mu$ almost surely equal to a derivative, is itself a derivative. It is natural in this case to denote by $E(X \mid \mathscr{C})$ the $\mu$-equivalence class which contains the derivative defined earlier. We have thus defined the conditional expectation as a projection in $L_{1}=L_{1}(\Omega, \mathscr{A}, \mu)$. We want to prove the following theorem (see Brunk [2], Theorem 3.1.)

Theorem 5. If $X \in L_{1} \cap L_{2}(\Omega, \mathscr{A}, \mu)$, then $Y=E(X \mid \mathscr{M})$ is an $\mathscr{M}$-measurable function defined on $\Omega$ which is characterized by the
following conditions:
(1) $Y \in L_{1} \cap L_{2}$,
(2) $\int X Z d \mu \leqq \int Y Z d \mu, Z$ measurable $\mathscr{M}, Z \in L_{1} \cap L_{2}$,
(3) $\int X Z d \mu \geqq \int Y Z d \mu, Z$ measurable $\mathscr{L}^{c}, Z \in L_{1} \cap L_{2}$,
(4) $\int X Y d \mu=\int Y^{2} d \mu$.

Furthermore $Y$ minimizes the expression $\int(X-Z)^{2} d \mu$ among all $Z \in L_{1} \cap L_{2}$ which are measurable $\operatorname{ll}$.

Proof. It is easily seen by writing $Z=Z^{+}-Z^{-}$, that it is enough to prove (2) and (3) for $Z \geqq 0$. It is also enough to prove the theorem for $\varphi$ such that $\varphi(C) \geqq 0, C \in \mathscr{C}^{c}$, that is for $Y \geqq 0$.

It follows from Theorem 3 that $Y \in L_{1}$. Hence if $X \in L_{2}$, we have $Y_{2}=E\left(X^{2} \mid \mathscr{M}\right) \in L_{1}$.

We now prove that

$$
\begin{equation*}
\mu\left[Y^{2}>Y_{2}\right]=0 \tag{8}
\end{equation*}
$$

This inequality clearly implies, that $Y \in L_{2}$. To prove (8) it is enough to see, that for all $a \geqq 0$ and $b \geqq 0$ the set $A=\left[Y>a>b>\sqrt{Y_{2}}\right]$ has $\mu$ measure 0 . We have from the definition of $Y$ and $Y_{2}$, that $[Y>a] \in \mathscr{A}$ and $\left[\sqrt{Y_{2}}<b\right]=\left[Y_{2}<b^{2}\right] \in \mathscr{L l}^{c}$. Hence

$$
\int_{A} X d \mu \geqq a \mu(A)
$$

and

$$
\int_{A} X^{2} d \mu \leqq b^{2} \mu(A)
$$

But we also have

$$
\left(\int_{A} X d \mu\right)^{2} \leqq \int_{A} X^{2} d \mu \int_{A} 1 d \mu=\int_{A} X^{2} d \mu \mu(A)
$$

which imply, that $\mu(A)=0$.
Now let $Z \geqq 0, Z \in L_{1} \cap L_{2}$, and $Z$ measurable $\mathscr{A}$. For $a>1$ we define

$$
Z_{a}=\sum_{n=-\infty}^{\infty}\left(a^{n+1}-a^{n}\right) I\left[Z>a^{n+1}\right]
$$

We have $Z_{a} \leqq Z \leqq a Z_{a}$ and $\left|Z_{a}-Z\right| \leqq|Z|(1-1 / a)$. Applying the definition of $Y$ we easily get

$$
\int_{B \cap[z>0] \cap[Y<b]} X Z_{a} d \mu \leqq b \int_{B \cap[Z>0 \cap \cap[Y<b]} Z_{a} d \mu, \quad B \in \mathscr{M}, \quad b \in R
$$

For $a \downarrow 1$ we obtain

$$
\begin{equation*}
\int_{B \cap[Y<b]} X Z d \mu \leqq b \int_{B \cap[Y<b]} Z d \mu, \quad B \in \mathscr{M}, \quad b \in R . \tag{9}
\end{equation*}
$$

Since both terms are finite we can let $b \downarrow 0$ and we get for $B=$ [ $Y \geqq 0$ ], that

$$
\begin{equation*}
\int_{[Y=0]} X Z d \mu \leqq 0 \tag{10}
\end{equation*}
$$

If we choose $\rho>1, b=\rho^{n+1}, B=\left[Y \geqq \rho^{n}\right]$, then we get from (9) that

$$
\begin{equation*}
\int_{[Y>0]} X Z d \mu \leqq \int_{[Y>0]} Y Z d \mu . \tag{11}
\end{equation*}
$$

Now (10) and (11) implies (2), and (3) is proved analogously.
From Theorem 3 we get, that

$$
\int_{\left[\rho^{n} \leqq Y<\rho^{n+1}\right]} X d \mu=\int_{\left[\rho^{n} \leqq Y<\rho^{n+1}\right]} Y d \mu
$$

By multiplication with $\rho^{n}$ and summation over $n$ we get for $\rho \downarrow 1$ that (4) holds.

The last assertion now follows from

$$
\begin{align*}
\int(X-Z)^{2} d \mu= & \int(X-Y)^{2} d \mu  \tag{12}\\
& +\int(Y-Z)^{2} d \mu+2 \int(X-Y)(Y-Z) d \mu
\end{align*}
$$

since

$$
\int(X-Y)(Y-Z) d \mu=-\int(X-Y) Z d \mu \geqq 0
$$

Further let $Z_{1}$ be any $\mathscr{M}$ measurable function satisfying (1) through (4) of Theorem 5, then $Z_{1}$ minimizes $\int(X-Z)^{2} d \mu$ and from (12) we get for $Z=Z_{1}$, that $Z_{1}=E(X \mid \mathscr{M})$ and, hence, that the conditions of Theorem 5 actually characterize $E(X \mid \mathscr{M})$.
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