## TWISTED SELF-HOMOTOPY EQUIVALENCES

Allan J. Sieradski

This paper studies the group $G(A \times B)$ of (homotopy classes of) self-homotopy equivalences of a product $A \times B$ of two connected $C W$ homotopy associative $H$-spaces $A$ and $B$. It establishes the existence of an exact sequence of multiplicative groups

$$
1 \rightarrow[A \wedge B, A \times B] \rightarrow G(A \times B) \rightarrow G L\left(2, \Lambda_{I J}\right) \rightarrow 1
$$

provided that $i \circ[A \times B, A \times B] \circ q \circ[A \wedge B, A \times B]=0$, where $q: A \times B \rightarrow A \wedge B$ is the cofibration induced by the inclusion $i: A \vee B \rightarrow A \times B$ of the sum into the product. The entry $G L\left(2, \Lambda_{I J}\right)$ is the group of invertible matrices

$$
\left(h_{I J}\right)=\left(\begin{array}{ll}
h_{A A} & h_{A B} \\
h_{B A} & h_{B B}
\end{array}\right)
$$

with entries $h_{I J}$ in the homotopy sets $\Lambda_{I J}=[I, J]$ for $I, J=$ $A, B$, where matrix multiplication is defined by

$$
\left(h_{I J}\right)\left(k_{I J}\right)=\left(h_{I A} \circ k_{A J}+h_{I B} \circ k_{B J}\right)
$$

in terms of composition $\circ$ and the operation + in the homotopy sets $[I, J]$, and where the multiplicative unit is

$$
\left(\delta_{I J}\right)=\left(\begin{array}{cc}
1_{A} & 0 \\
0 & 1_{B}
\end{array}\right) .
$$

The homomorphism $G(A \times B) \rightarrow G L\left(2, \Lambda_{I J}\right)$ is given by the correspondence of $h: A \times B \rightarrow A \times B$ with the matrix

$$
\left(\begin{array}{ll}
i_{A} \circ h \circ p_{A} & i_{A} \circ h \circ p_{B} \\
i_{B} \circ h \circ p_{A} & i_{B} \circ h \circ p_{B}
\end{array}\right)
$$

with entries obtained from $h$ by composing with the inclusions

$$
i_{A}: A \rightarrow A \times B \text { and } i_{B}: B \rightarrow A \times B
$$

and the projections

$$
p_{A}: A \times B \rightarrow A \text { and } p_{B}: A \times B \rightarrow B ;
$$

for a preliminary result states that under the hypothesis above $h: A \times B \rightarrow A \times B$ is a homotopy equivalence if and only if the matrix ( $i_{I} \circ h \circ p_{J}$ ) is invertible.

A homotopy equivalence $f \times g: A \times B \rightarrow A \times B$ is referred to as untwisted. These determine a subgroup $G(A) \times G(B) \subset$ $G(A \times B)$ which is isomorphic under the homomorphism $G(A \times$ $B) \rightarrow G L\left(2, \Lambda_{I J}\right)$ to the subgroup of diagonal matrices, and so the nondiagonal matrices give measure of the twisted selfhomotopy equivalences $A \times B \rightarrow A \times B$. The extreme case in which all self-homotopy equivalences are untwisted is considered, and it is shown that $G(A) \times G(B)=G(A \times B)$ if and

```
only if the homotopy sets [A,B],[B,A], and [A\wedgeB,A\timesB]
are trivial.
```

Next, four settings are considered in which

$$
i \circ[A \times B, A \times B] \circ q \circ[A \wedge B, A \times B]=0
$$

and the exact sequence is valid. In the last section the dual situation of the group $G(M \vee N)$ of self-homotopy equivalences of a sum $M \vee N$ of two co- $H$-spaces $M$ and $N$ is briefly sketched.
2. The short exact sequence. We work with spaces with base points and we fail to distinguish in our notation between a base-pointpreserving map and its homotopy class. Each set $[X, Y]$, with $Y$ a homotopy inversive, homotopy associative $H$-space, of homotopy classes of base-point-preserving maps receives a group structure whose operation will be denoted additively and will be referred to as "addition." Later various other operations will be considered and referred to as "multiplication."

For the composition of $f: X \rightarrow Y$ and $g: Y \rightarrow Z$ we write

$$
f \circ g: X \rightarrow Z,
$$

displaying the maps (classes) in the order of their application. Since we work with subscripts and matrix-like multiplication, this "nonstandard" notation for composition seems preferable; in any case, since we do not work with elements, expressions of the form $g(f(x))$ which suggest the other order of writing composition do not occur.

Throughout this paper, spaces $A$ and $B$ are connected $C W$ complexes which admit homotopy inversive, homotopy associative multiplications $m_{A}: A \times A \rightarrow A$ and $m_{B}: B \times B \rightarrow B$. So it is easy to define some twisted classes $A \times B \rightarrow A \times B$; given $h_{I J}: I \rightarrow J$ for $I, J=A, B$ we define $\left\{\left(h_{I J}\right)\right\}: A \times B \rightarrow A \times B$ by setting the projection onto the $J^{\text {th }}$ factor equal to

$$
h_{A J} \times h_{B, J} \circ m_{J}=p_{A} \circ h_{A J}+p_{B} \circ h_{B J}: A \times B \rightarrow J \times J \rightarrow J
$$

for $J=A, B$. For example, if $\delta_{I J}: I \rightarrow J$ is $1: I \rightarrow J$ when $I=J$ and $0: I \rightarrow J$ when $I \neq J$, then $\left\{\left(\delta_{I J}\right)\right\}=1: A \times B \rightarrow A \times B$.

We now consider the extent to which an arbitrary homotopy class $A \times B \rightarrow A \times B$ differs from one of this special form $\left\{\left(h_{I J}\right)\right\}$. Since the product $A \times B$ inherits from $A$ and $B$ a "coordinate-wise" multiplication which is homotopy inversive and homotopy associative, we obtain from the mapping cone sequence for the inclusion $i: A \vee B \rightarrow$ $A \times B$ a short exact sequence of additive groups of homotopy classes

$$
0 \longrightarrow[A \wedge B, A \times B] \xrightarrow{q^{\#}}[A \times B, A \times B] \xrightarrow{i^{\#}}[A \vee B, A \times B] \longrightarrow 0,
$$

where $q: A \times B \rightarrow A \wedge B$ is the inclusion of $A \times B$ onto the base of the mapping cone of $i$. It proves convenient to identify [ $A \vee B, A \times B$ ] with the set of $2 \times 2$ matrices

$$
\left(h_{I J}\right)=\left(\begin{array}{ll}
h_{A A} & h_{A B} \\
h_{B A} & h_{B B}
\end{array}\right)
$$

with entries $h_{I J}$ from the homotopy sets $[I, J]$ for $I, J=A, B$, via the correspondence of $h: A \vee B \rightarrow A \times B$ with the matrix ( $i_{I} \circ h \circ p_{J}$ ), where $i_{I}: I \rightarrow A \vee B(I=A, B)$ are the two inclusions of the summands into the sum and $p_{J}: A \times B \rightarrow J(J=A, B)$ are the two projections of the product onto the factors.

Note that given the matrix $\left(h_{I J}\right)$, the class $\left\{\left(h_{I J}\right)\right\}: A \times B \rightarrow A \times B$ defined earlier satisfies

$$
i_{\circ}\left\{\left(h_{I J}\right)\right\}=\left(h_{I J}\right): A \vee B \rightarrow A \times B
$$

because

$$
\begin{aligned}
i_{I} \circ i \circ\left\{\left(h_{I J}\right)\right\} \circ p_{J} & =i_{J} \circ i \circ h_{A J} \times h_{B J} \circ m_{J} \\
& =i_{I} \circ h_{A J} \vee h_{B J} \circ i \circ m_{J} \\
& =i_{I^{\circ} \circ} h_{A J} \vee h_{B J} \circ \nabla \\
& =h_{I J} .
\end{aligned}
$$

Therefore, for any $h: A \times B \rightarrow A \times B$ we have $h-\left\{\left(h_{I J}\right)\right\}$ in kernel $i^{\ddagger}=$ image $q^{\sharp}$, if we choose $h_{I J}=i_{I} \circ \imath^{\circ} h_{\circ} p_{J}$ for $I, J=A, B$. This proves

Lemma 1. Each class $h: A \times B \rightarrow A \times B$ is of the form

$$
h=q \circ f+\left\{\left(h_{I J}\right)\right\}
$$

To return to the investigation of $G(A \times B)$ we observe that composition of homotopy classes determines an associative operation in $[A \times B, A \times B]$ which we will write multiplicatively. This operation has a unit 1 , is generally noncommutative, and distributes over addition from one side: $f \circ(g+h)=f \circ g+f \circ h$. Thus $[A \times B, A \times B]$ is nearly a ring (lacking commutativity of addition and left distributivity of multiplication), and the group $G(A \times B)$ of self-homotopy equivalences of $A \times B$ is just the group of invertible elements of [ $A \times B$, $A \times B]$ with respect to the multiplication.

To abstract information about $G(A \times B)$ from the additive exact sequence above, we try to introduce compatible multiplications in its other entries. The identification of the set $[A \vee B, A \times B]$ with the set of $2 \times 2$ matrices ( $h_{I J}$ ) with entries $h_{I J}$ from the homotopy sets $[I, J]$ for $I, J=A, B$ makes it possible to introduce matrix multiplication in $[A \vee B, A \times B]$ :

$$
\left(h_{I J}\right) \cdot\left(k_{I J}\right)=\left(h_{I A^{\circ}} k_{A J}+h_{I B^{\circ}} k_{B J}\right)
$$

where the indicated addition takes place in $[I, J]$. This matrix multiplication need not be associative, but does admit a unit ( $\delta_{I J}$ ) and so we can refer to invertible matrices $\left(h_{I J}\right): A \vee B \rightarrow A \times B$. The next theorem begins to relate these invertible matrices $\left(h_{I J}\right): A \vee B \rightarrow A \times B$ to homotopy equivalences $h: A \times B \rightarrow A \times B$.

THEOREM 2. If $i \circ h=\left(h_{I J}\right): A \vee B \rightarrow A \times B$ is an invertible matrix, then $h: A \times B \rightarrow A \times B$ is a homotopy equivalence. In particular, each invertible matrix ( $h_{I J}$ ) determines a homotopy equivalence $\left\{\left(h_{I J}\right)\right\} ; A \times B \rightarrow A \times B$.

We base the proof on the following facts.
Lemma 3. (i) If we identify $[X, A \times B]$ with the set of $1 \times 2$ matrices $\left(g_{J}\right)$ with entries $g_{J}: X \rightarrow J(J=A, B)$ by means of the correspondence $g \rightarrow\left(g \circ p_{J}\right)$, then $\left\{\left(h_{I J}\right)\right\}_{\#}:[X, A \times B] \rightarrow[X, A \times B]$ can be calculated by matrix multiplication

$$
\left(g_{J}\right) \circ\left\{\left(h_{I J}\right)\right\}=\left(g_{A} \circ h_{A J}+g_{B} \circ h_{B J}\right)
$$

(ii) If $X$ has a comultiplication and $i \circ h=\left(h_{I J}\right)$, then $h_{\#}=\left\{\left(h_{\bar{I} J}\right)\right\}_{\#}$ : $[X, A \times B] \rightarrow[X, A \times B]$.
(iii) If $X$ has a comultiplication, then $\left\{\left(h_{I J}\right)\right\}_{\neq \circ}\left\{\left(k_{I J}\right)\right\}_{\#}=\left\{\left(h_{I J}\right) \cdot\left(k_{I J}\right)\right\}_{\sharp}$ : $[X, A \times B] \rightarrow[X, A \times B]$.

Proof. Since $\left\{\left(h_{I J}\right)\right\} \circ p_{J}=p_{A} \circ h_{A J}+p_{B} \circ h_{B J}$, we have for $g: X \rightarrow$ $A \times B$

$$
\begin{aligned}
g \circ\left\{\left(h_{I J}\right)\right\} \circ p_{J} & =g \circ\left(p_{A} \circ h_{A J}+p_{B} \circ h_{B J}\right) \\
& =g \circ p_{A} \circ h_{A J}+g \circ p_{B} \circ h_{B J}
\end{aligned}
$$

which proves (i). Now if $X$ has a comultiplication then $i_{\sharp}:[X, A \vee B] \rightarrow$ $[X, A \times B]$ is surjective so $g=d \circ i$. If we use Lemma 1 , then we see that

$$
\begin{aligned}
g \circ h & =g \circ\left(q \circ f+\left\{\left(h_{I J}\right)\right\}\right)=g \circ q \circ f+g \circ\left\{\left(h_{I J}\right)\right\} \\
& =d \circ i \circ q \circ f+g \circ\left\{\left(h_{I J}\right)\right\}=g \circ\left\{\left(h_{I J}\right)\right\}
\end{aligned}
$$

which proves (ii). If $X$ has a comultiplication then the usual addition in $[X, J](J=A, B)$ is abelian and furthermore coincides with the operation induced by the comultiplication so that each $k_{I J 末}:[X, I] \rightarrow$ $[X, J]$ is a homomorphism. Thus we have

$$
\left(g_{J}\right) \circ\left\{\left(h_{I J}\right)\right\} \circ\left\{\left(k_{I J}\right)\right\}=\left(g_{A} \circ h_{A J}+g_{B} \circ h_{B J}\right) \circ\left\{\left(k_{I J}\right)\right\}
$$

$$
\begin{aligned}
& =\left(\left(g_{A}^{\circ} h_{A A}+g_{B^{\circ}} h_{B A}\right) \circ k_{A J}+\left(g_{A} \circ h_{A B}+g_{B} \circ h_{B B}\right) \circ k_{B J}\right) \\
& =\left(g_{A} \circ h_{A A^{\circ}} k_{A J}+g_{B} \circ h_{B A^{\circ}} k_{A J}+g_{A} \circ h_{A B} \circ k_{B J}+g_{B} \circ h_{B B} \circ k_{B J}\right) \\
& =\left(g_{A} \circ h_{A A^{\circ}} k_{A J}+g_{A^{\circ} \circ} h_{A B^{\circ}} k_{B J}+g_{B} \circ h_{B A} \circ k_{A J}+g_{B} \circ h_{B B} \circ k_{B J}\right) \\
& =\left(g_{A} \circ\left(h_{A A^{\circ}} k_{A J}+h_{A B} \circ k_{B J}\right)+g_{B} \circ\left(h_{B A} \circ k_{A J}+h_{B B} \circ k_{B J}\right)\right) \\
& =\left(g_{J}\right) \circ\left\{\left(h_{I J}\right) \cdot\left(k_{I J}\right)\right\}
\end{aligned}
$$

which proves (iii).
Proof of Theorem 2. It is an immediate consequence of (i) and (iii) of the lemma that for an invertible matrix $\left(h_{I J}\right)$ the function

$$
\left\{\left(h_{I J}\right)\right\}_{\#}[X, A \times B] \rightarrow[X, A \times B]
$$

is an isomorphism, provided that $X$ is comultiplicative. In view of (ii) and the fact that the spheres $S^{k}(k \geqq 1)$ are comultiplicative, the hypothesis that $i \circ h=\left(h_{I J}\right)$ is an invertible matrix then implies that

$$
h_{\sharp}: \pi_{k}(A \times B) \rightarrow \pi_{k}(A \times B)
$$

is an isomorphism $(k \geqq 1)$. So the Whitehead Theorem and our hypothesis that $A$ and $B$ are connected $C W$ complexes allow us to conclude that $h: A \times B \rightarrow A \times B$ is a homotopy equivalence.

A crucial consideration, which we postpone until the next section, is whether

$$
i^{\#}:[A \times B, A \times B] \rightarrow[A \vee B, A \times B]
$$

is a homomorphism from the composition multiplication to the matrix multiplication. When $i^{\#}$ is a multiplicative homomorphism, its surjectivity shows that matrix multiplication is associative and hence the set $G L\left(2, \Lambda_{I J}\right)$ of invertible matrices $\left(h_{I J}\right)$ with entries $h_{I J} \in \Lambda_{I J}=[I, J]$ $(I, J=A, B)$ is a group under matrix multiplication.

Theorem 4. Let $i^{\sharp}:[A \times B, A \times B] \rightarrow[A \vee B, A \times B]$ be a multiplicative homomorphism. Then
(i) $h: A \times B \rightarrow A \times B$ is a homotopy equivalence if and only if $i \circ h=\left(h_{I J}\right): A \vee B \rightarrow A \times B$ is an invertible matrix, and
(ii) there is a short exact sequence of multiplicative groups
$1 \longrightarrow[A \wedge B, A \times B] \xrightarrow{q^{\#}+1} G(A \times B) \xrightarrow{i^{\#}} G L\left(1, \Lambda_{I J}\right) \longrightarrow 1$.
Proof. (i) Theorem 2 states that if $i \circ h$ is an invertible matrix, then $h$ is a homotopy equivalence. The converse holds here since invertible elements are sent into invertible elements by the multipli-
cative homomorphism $i^{\#}$.
(ii) It follows from (i) that the restriction of the multiplicative homomorphism $i^{\#}$ to $G(A \times B) \subset[A \times B, A \times B]$ is a surjective multiplicative group homomorphism

$$
i^{*}: G(A \times B) \rightarrow G L\left(2, \Lambda_{I J}\right) .
$$

The kernel of this homomorphism consists of those $h \in G(A \times B)$ with $h-1 \in$ kernel $i^{\#}=$ image $q^{\sharp}$. Thus the multiplicative kernel is image $q^{\#}+1$ with the multiplicative structure described by

$$
(q \circ f+1) \cdot(q \circ g+1)=(q \circ f+1) \circ q \circ g+q \circ f+1
$$

We can therefore consider the multiplicative kernel as the image of the injection

$$
q^{\sharp}+1:[A \wedge B, A \times B] \rightarrow G(A \times B)
$$

and this is a multiplicative group homomorphism if the domain is given the multiplication uniquely described by the requirement

$$
q \circ(f \circ g)=(q \circ f+1) \circ q \circ g+q \circ f
$$

There is a situation in which the addition in $[A \wedge B, A \times B]$ coincides with the multiplication just introduced. Suppose that $i$ : $A \vee B \rightarrow A \times B$ is the cofibration induced by some map $\alpha: X \rightarrow A \vee B$ that is, $A \times B=(A \vee B) \bigcup_{\alpha} C X=C_{\alpha}$, the mapping cone of $\alpha$, and the sequence

$$
A \vee B \xrightarrow{i} A \times B \xrightarrow{q} A \wedge B
$$

is equivalent to the tail-end of the sequence

$$
X \xrightarrow{\alpha} A \vee B \xrightarrow{i(\alpha)} C_{\alpha} \xrightarrow{j(\alpha)} \sum X
$$

where $\quad i(\alpha): A \vee B \rightarrow C_{\alpha}$ and $j(\alpha): C_{\alpha} \rightarrow C_{\alpha} /(A \vee B)=\sum X$ are the indicated inclusion and quotient maps. Then there is a cooperation

$$
c: A \times B \rightarrow(A \wedge B) \vee(A \times B)
$$

in the sense that

$$
\begin{aligned}
& 1 \simeq c \circ p_{2}: A \times B \rightarrow(A \wedge B) \vee(A \times B) \rightarrow A \times B \\
& q \simeq c \circ p_{1}: A \times B \rightarrow(A \wedge B) \vee(A \times B) \rightarrow A \wedge B
\end{aligned}
$$

The cooperation is essentially the map $C_{\alpha} \rightarrow \sum X \vee C_{\alpha}$ which collapses the equatorial belt $X \times 1 / 2$ in the cone $C X$.

Proposition 5. When $i: A \vee B \rightarrow A \times B$ is an induced cofibration
then

$$
q^{\#}+1:[A \wedge B, A \times B] \rightarrow[A \times B, A \times B]
$$

is a homomorphism from the additive operation in $[A \wedge B, A \times B]$ to the composition multiplication in $[A \times B, A \times B]$.

Proof. For $f \in[A \wedge B, A \times B]$ and $h \in[A \times B, A \times B]$, define

$$
h^{f}=c \circ f \vee h \circ \nabla: A \times B \rightarrow A \times B .
$$

Since $A \times B$ has a multiplication $n$,

$$
\begin{aligned}
h^{f} & =c \circ f \vee h \circ \nabla \\
& =c \circ f \vee h \circ j \circ n, \quad \text { for } j:(A \times B) \vee(A \times B) \rightarrow(A \times B) \times(A \times B), \\
& =c \circ j^{\prime} \circ f \times h \circ n, \quad \text { for } j^{\prime}:(A \wedge B) \vee(A \times B) \rightarrow(A \wedge B) \times(A \times B), \\
& =\Delta \circ q f \times h \circ n, \quad \text { since } q \simeq c \circ p_{1} \text { and } 1 \simeq c \circ p_{2}, \\
& =q f+h .
\end{aligned}
$$

So for $f, g \in[A \wedge B, A \times B]$, and $h, k \in[A \times B, A \times B]$ we have

$$
\begin{aligned}
h^{f} \cdot k^{g} & =(c \circ f \vee h \circ \nabla) \circ k^{g} \\
& =c \circ\left(f \circ k^{g} \vee h \circ k^{g}\right) \nabla \\
& =q \circ f \circ k^{g}+h \circ k^{g} \\
& =q \circ f \circ(q \circ g+k)+h \circ(q \circ g+k) \\
& =q \circ f \circ q \circ g+q \circ f \circ k+h \circ q \circ g+h \circ k \\
& =q \circ f \circ k+h \circ q \circ g+h \circ k,
\end{aligned}
$$

as the presence of a comultiplication on $A \wedge B=\sum X$ guarantees that $f=e \circ i: A \wedge B \rightarrow A \vee B \rightarrow A \times B$ for a suitable $e: A \wedge B \rightarrow A \vee B$, and so $f \circ q=e \circ i \circ q=e \circ 0=0$. In particular

$$
\begin{aligned}
(q \circ f+1) \cdot(q \circ g+1) & =1^{f} \cdot 1^{g} \\
& =q \circ f+q \circ g+1 \\
& =q \circ(f+g)+1
\end{aligned}
$$

which proves the proposition.
While this result does not have great applicability, it is tailored to the case $A=S^{n}, B=S^{m}$ for $n$, $m$ from the collection (1,3,7) for then we have the mapping cone sequence

$$
S^{n+m-1} \xrightarrow{\alpha} S^{n} \vee S^{m} \xrightarrow{i} S^{n} \times S^{m} \xrightarrow{q} S^{n} \wedge S^{m} .
$$

3. The multiplicative homomorphism. We see that $i^{\#}\left(\left\{\left(h_{I J}\right)\right\} \cdot\right.$ $\left.\left\{\left(k_{I J}\right)\right\}\right)=i^{\sharp}\left\{\left(h_{I J}\right)\right\} \cdot i^{\sharp}\left\{\left(k_{I J}\right)\right\}$ since

$$
\begin{aligned}
i_{I} \circ i \circ & \left\{\left(h_{I J}\right)\right\} \circ\left\{\left(k_{I J}\right)\right\} \circ p_{J} \\
& =i_{I} \circ\left(h_{I J}\right) \circ\left(p_{A} \circ k_{A J}+p_{B} \circ k_{B J}\right) \\
& =i_{I^{\circ}} \circ\left(h_{I J}\right) \circ p_{A} \circ k_{A J}+i_{I} \circ\left(h_{I J}\right) \circ p_{B} \circ k_{B J} \\
& =h_{I A^{\circ}} \circ k_{A J}+h_{I B} \circ k_{B J} \\
& =i_{I} \circ\left(h_{I J}\right) \cdot\left(k_{I J}\right) \circ p_{J} .
\end{aligned}
$$

For the general case $h=q \circ f+\left\{\left(h_{I J}\right)\right\}$ and $k=q \circ g+\left\{\left(k_{I J}\right)\right\}$, we have

$$
i^{\sharp}(h \cdot k)=i \circ h \circ q \circ g+i^{\sharp}(h) \cdot i^{\sharp}(k),
$$

since

$$
\begin{aligned}
i \circ h \circ k & =i \circ h \circ\left(q \circ g+\left\{\left(k_{I J}\right)\right\}\right) \\
& =i \circ h \circ q \circ g+i \circ\left\{\left(h_{I J}\right)\right\} \circ\left\{\left(k_{I J}\right)\right\}
\end{aligned}
$$

We record this fact as follows.
Theorem 6. The function $i^{\ddagger}:[A \times B, A \times B] \rightarrow[A \vee B, A \times B]$ is a multiplicative homomorphism if and only if

$$
i \circ[A \times B, A \times B] \circ q \circ[A \wedge B, A \times B]=0
$$

or equivalently, kernel $i^{\#}=q \circ[A \wedge B, A \times B]$ is a right ideal in. $[A \times B, A \times B]$.

Corollary 7. If the $H$-spaces $A$ and $B$ satisfy $[A \wedge B, A \times B]=$ 0 , then the group of self-homotopy equivalences of $A \times B$ is $G L\left(2, \Lambda_{I J}\right)$, the group of invertible matrices $\left(h_{I J}\right)$ with entries $h_{I J} \in \Lambda_{I J}=[I, J]$ for $I, J=A, B$.

Corollary 8. If either
(i) the $H$-spaces $A$ and $B$ admit comultiplications,
(ii) all maps $I \rightarrow J(I, J=A, B)$ which induce the zero homomorphism on homotopy are null-homotopic, or
(iii) the homotopy set $[A \vee B, A \wedge B]$ is trivial, then
(vi) a map $h: A \times B \rightarrow A \times B$ is a homotopy equivalence if and: only if $i \circ h=\left(h_{I J}\right): A \vee B \rightarrow A \times B$ is an invertible matrix, and
( v ) there is a short exact sequence of multiplicative groups

$$
1 \rightarrow[A \wedge B, A \times B] \rightarrow G(A \times B) \rightarrow G L\left(2, \Lambda_{I J}\right) \rightarrow 1
$$

Corollary 9. For any two $H$-spaces $A$ and $B$

$$
G(A) \times G(B)=G(A \times B)
$$

if and only if the homotopy sets $[A, B],[B, A]$, and $[A \wedge B, A \times B]$ are trivial.

Proof of the corollaries. Corollary 7 and Corollary 8 (iii) are immediate consequences of Theorems 4 and 6. For Corollary 8 (i) and (ii) we point out that if $X$ is comultiplicative

$$
\begin{gathered}
{[X, A \vee B] \circ i \circ[A \times B, A \times B] \circ q \circ[A \wedge B, A \times B]} \\
\subset[X, A \vee B] \circ i \circ q \circ[A \wedge B, A \times B]=0
\end{gathered}
$$

Thus, if $A$ and $B$ admit comultiplications, then

$$
i_{I^{\prime}} \circ i \circ[A \times B, A \times B] \circ q \circ[A \wedge B, A \times B]=0
$$

for $I=A, B$, which proves Corollary 8 (i). In any case each map of

$$
i_{I} \circ i \circ[A \times B, A \times B] \circ q \circ[A \wedge B, A \times B] \circ p_{J}
$$

induces the zero function $[X, I] \rightarrow[X, J](I, J=A, B)$ provided $X$ is comultiplicative. If all maps $I \rightarrow J(I, J=A, B)$ which induce the zero homomorphism on homotopy are null-homotopic, then the above maps are null, which proves Corollary 8 (ii).

For Corollary 9 note that if $G(A) \times G(B)=G(A \times B)$ we obtain an exact sequence as in Theorem 4. From the injectivity of $G(A) \times$ $G(B) \rightarrow G L\left(2, \Lambda_{I J}\right)$ and exactness we conclude $[A \wedge B, A \times B]=0$; from its surjectivity we conclude $[A, B]=0=[B, A]$. Conversely, if $[A, B]$, $[B, A]$, and $[A \wedge B, A \times B]$ are trivial we have from Corollary 7 and direct calculation $G(A \times B)=G L\left(2, \Lambda_{I J}\right)=G(A) \times G(B)$.

Examples. 1. For integers $n, m \geqq 1$ and abelian groups $G$ and $H$, the Eilenberg-MaLane spaces $A=K(G, n)$ and $B=K(H, m)$ are $H$-spaces and $[A \wedge B, A \times B]=0$ so that by Corollary $7, G(K(G, n) \times$ $K(H, m))=G L\left(2, \Lambda_{I J}\right)$. If $n=m$, then $\Lambda_{I J}=\operatorname{Hom}_{Z}(I, J)(I, J=G, H)$ : if in addition $G=H$, then $G(K(G, n) \times K(G, n)=G L(2, \Lambda)$, the general linear group of degree 2 over the endomorphism ring $\Lambda=\operatorname{Hom}_{z}(G, G)$ of the abelian group $G$. If $n>m$, then $\Lambda_{A B}=H^{m}(G, n ; H)=0$ and so $G L\left(2, \Lambda_{I J}\right)$ consists of triangular matrices $\left(h_{I J}\right)$ with entries $h_{A A} \in$ Iso $(G, G), h_{B A} \in H^{n}(H, m ; G)$, and $h_{B B} \in \operatorname{Iso}(H, H)$. We write the group $G L\left(2, \Lambda_{I, J}\right)$ of such triples with matrix multiplication as

$$
G(K(G, n) \times K(H, m))=\operatorname{Iso}(G, G) * H^{n}(H, m ; G) * \operatorname{Iso}(H, H)
$$

2. If $X$ is an $n$-connected $C W$ complex with $\pi_{k}(X)=0$ for $k>$ $2 n$, then the group $G(X)$ of self-homotopy equivalences of $X$ is the group of units of the ring $\Lambda=[X, X]$, while the group $G(X \times X)$ of self-homotopy equivalences of the product $X \times X$ is the general linear group $G L(2, \Lambda)$ of degree 2 over $\Lambda$. So the situation here is like that which occurs in the entirely algebraic setting. That $\Lambda=[X, X]$ is a ring follows from the facts that (i) as $i^{*}:[X \times X, X] \rightarrow[X \vee X, X]$
is a bijection, $X$ is a homotopy commutative $H$-space for which each self-map $X \rightarrow X$ is an $H$-map, (ii) as $i^{\#}:[X \times X \times X, X] \rightarrow[X \vee X \vee$ $X, X]$ is a bijection, the multiplication is homotopy associative, and (iii) as $X$ is a $C W$ complex, the multiplication is homotopy inversive. Alternatively, we could argue from the fact that $X$ has the homotopy type of an infinite loop space and each self map can be achieved up to homotopy as a looped map. Finally, that $G(X \times X)=G L(2, \Lambda)$ follows from Corollary 7 as $[X \wedge X, X \times X]=0$.
3. If $A=S^{n}=B(n=1,3,7)$, then the additive and multiplicative structure of $\Lambda_{I J}=\left[S^{n}, S^{n}\right](I, J=A, B)$ used in defining matrix multiplication coincides that that of the ring $Z$ of integers under the usual isomorphism $\left[S^{n}, S^{n}\right] \approx Z$. Thus $G L\left(2, \Lambda_{I J}\right)=G L(2, Z)$, the group of $2 \times 2$ matrices with integer entries and determinant $\pm 1$. We have from Corollary 8 that

$$
h: S^{n} \times S^{n} \rightarrow S^{n} \times S^{n} \quad(n=1,3,7)
$$

is a homotopy equivalence if and only if the matrix $i \circ h=\left(h_{I J}\right): S^{n} \vee$ $S^{n} \rightarrow S^{n} \times S^{n}$ of "integers" has determinant $\pm 1$.

Since the additive structure in $\left[S^{n} \wedge S^{n}, S^{n} \times S^{n}\right]$ coincides with that of

$$
\pi_{2 n}\left(S^{n} \times S^{n}\right)= \begin{cases}0 & n=1 \\ Z_{12} \oplus Z_{12} & n=3 \\ Z_{120} \oplus Z_{120} & n=7\end{cases}
$$

Corollary 7 shows that $G\left(S^{1} \times S^{1}\right)=G L(2, Z)$, while Proposition 5 and Corollary 8 yield exact sequences

$$
0 \rightarrow Z_{12} \oplus Z_{12} \rightarrow G\left(S^{3} \times S^{3}\right) \rightarrow G L(2, Z) \rightarrow 1
$$

and

$$
0 \rightarrow Z_{120} \oplus Z_{120} \rightarrow G\left(S^{7} \times S^{7}\right) \rightarrow G L(2, Z) \rightarrow 1
$$

4. If $A=S^{1}, B=S^{n}(n=3,7)$, then $\Lambda_{I J}=Z$ for $I=J$ and $=0$ for $I \neq J$. This implies that $G L\left(2, \Lambda_{I J}\right)$ consists of the four invertible diagonal matrices with integer entries, which makes it isomorphic to the (abelian) subgroup $G\left(S^{1}\right) \times G\left(S^{n}\right) \subset G\left(S^{1} \times S^{n}\right)$, and so the exact sequence of Corollary 8 is split. In view of Proposition 5 and the fact that the additive structure of $\left[S^{1} \wedge S_{n}, S^{1} \times S^{n}\right]$ coincides with that of

$$
\pi_{n+1}\left(S^{1} \times S^{n}\right)= \begin{cases}\pi_{4}\left(S^{3}\right)=Z_{2}, & n=3, \\ \pi_{8}\left(S^{7}\right)=Z_{2}, & n=7,\end{cases}
$$

this sequence takes the form

$$
0 \rightarrow Z_{2} \rightarrow G\left(S^{1} \times S^{n}\right) \rightarrow Z_{2} \oplus Z_{2} \rightarrow 0,
$$

where we have used the additive notation $G L\left(2, \Lambda_{I J}\right)=Z_{2} \oplus Z_{2}$.
To prove that $G\left(S^{1} \times S^{n}\right)$ is abelian we first note that for

$$
f, g \in\left[S^{1} \wedge S^{n}, S^{1} \times S^{n}\right]=Z_{2},\left\{\left(h_{I J}\right)\right\},\left\{\left(k_{I J}\right)\right\} \in G\left(S^{1} \times S^{n}\right)
$$

we have $f \circ\left\{\left(k_{I J}\right)\right\}=0$ if and only if $f=0$ and therefore $q \circ f \circ\left\{\left(k_{I J}\right)\right\}=$ $q \circ f$, while $\left\{\left(h_{I J}\right)\right\} \circ q \circ g=h_{A A} \times h_{B B} \circ q \circ g=q \circ h_{A A} \wedge h_{B B} \circ g=0$ if and only if $g=0$ and therefore $\left\{\left(h_{I J}\right)\right\} \circ q \circ g=q \circ g$. Then the operation

$$
\begin{aligned}
(q \circ f+ & \left.\left\{\left(h_{I J}\right)\right\}\right) \cdot\left(q \circ g+\left\{\left(k_{I J}\right)\right\}\right)=\left\{\left(h_{I J}\right)\right\}^{f} \cdot\left\{\left(k_{I J}\right)\right\}^{g} \\
& =q \circ f \circ\left\{\left(k_{I J}\right)\right\}+\left\{\left(h_{I J}\right)\right\} \circ q \circ g+\left\{\left(h_{I J}\right)\right\}\left\{\left(k_{I J}\right)\right\}, \\
& \quad \text { as in Proposition 5, } \\
& =q \circ f+q \circ g+\left\{\left(h_{I J}\right)\right\}\left\{\left(k_{I J}\right)\right\} \\
& =q \circ(f+g)+\left\{\left(h_{I J}\right)\right\}\left\{\left(k_{I J}\right)\right\}
\end{aligned}
$$

in $G\left(S^{1} \times S^{n}\right)$ is observed to be abelian and we conclude

$$
G\left(S^{1} \times S^{n}\right) \approx Z_{2} \oplus Z_{2} \oplus Z_{2} \quad(n=3,7)
$$

5. If $A=S^{3}$ and $B=S^{7}$ we obtain the exact sequence

$$
0 \rightarrow Z_{15} \oplus Z_{24} \rightarrow G\left(S^{3} \times S^{7}\right) \rightarrow Z_{2} \oplus Z_{2} \oplus Z_{2} \rightarrow 0
$$

in view of the data $\pi_{10}\left(S^{3}\right)=Z_{15}, \pi_{10}\left(S^{7}\right)=Z_{24}$, and $\pi_{7}\left(S^{3}\right)=Z_{2}$, and the fact that $G L\left(2, \Lambda_{I J}\right)=( \pm 1) * \pi_{7}\left(S^{3}\right) *( \pm 1)$ (see Example 1 for notation) can be written additively as $Z_{2} \oplus Z_{2} \oplus Z_{2}$. Associated with the nonzero element $h_{B A} \in \pi_{7}\left(S^{3}\right)=Z_{2}$ there are four basic twisted selfhomotopy equivalences $\left\{\left(h_{I J}\right)\right\}: S^{3} \times S^{7} \rightarrow S^{3} \times S^{7}$ given by

$$
h_{A A}= \pm 1 \in\left[S^{3}, S^{3}\right], h_{B B}= \pm 1 \in\left[S^{7}, S^{7}\right]
$$

and each of these has 15.24 variations of the form $q \circ g+\left\{\left(h_{I J}\right)\right\}$ for $g \in\left[S^{3} \wedge S^{7}, S^{3} \times S^{7}\right]=\pi_{10}\left(S^{3}\right) \oplus \pi_{10}\left(S^{7}\right)=Z_{15} \oplus Z_{24}$.
6. We consider here the case $A=P^{3}=B$ (real projective 3 -space). The space $P^{3}$ cannot admit a comultiplication since spaces with both a multiplication and a comultiplication have fundamental group $\pi_{1}=0$ or $Z$. Thus this situation doesn't fit into Corollary 8 (i), but it is covered by 8 (ii). It is known that two maps $P^{3} \rightarrow P^{3}$ are homotopic if and only if they induce the same homomorphism $\phi$ on $\pi_{1}=Z_{2}=$ $\left(\omega^{0}, \omega^{1}\right)$ and have the same degree. Since the degree of $f: P^{3} \rightarrow P^{3}$ can be calculated from $f_{\ddagger}: \pi_{3}\left(P^{3}\right) \rightarrow \pi_{3}\left(P^{3}\right)$, it follows that hypothesis 8 (ii) is satisfied.

Moreover, there exists a map $P^{3} \rightarrow P^{3}$ of degree $d$ inducing $\phi$ : $Z_{2} \rightarrow Z_{2}, \phi\left(\omega^{1}\right)=\omega^{k} \quad(k=0,1)$ if and only if $d \equiv k \bmod 2$. Thus the assignment $f \rightarrow \operatorname{deg} f$ determines a bijection $\left[P^{3}, P^{3}\right] \rightarrow Z$, which is a homomorphism from addition and composition multiplication to integer addition and multiplication. Thus Corollary 8 (ii) provides an exact sequence

$$
1 \rightarrow\left[P^{3} \wedge P^{3}, P^{3} \times P^{3}\right] \rightarrow G\left(P^{3} \times P^{3}\right) \rightarrow G L(2, Z) \rightarrow 1
$$

7. If $A=S^{7}$ and $B=S^{3} \times S^{3}$, then $\Lambda_{B A}=0$ and so $G L\left(2, \Lambda_{I J}\right)$ consists of triangular matrices and can be denoted by

$$
G\left(S^{3} \times S^{3}\right) * \pi_{7}\left(S^{3} \times S^{3}\right) *( \pm 1)
$$

Since $[A \vee B, A \wedge B]=0$, Corollary 8 (iii) is applicable and provides

$$
1 \rightarrow\left[S^{7} \wedge\left(S^{3} \times S^{3}\right), S^{7} \times S^{3} \times S^{3}\right] \rightarrow G\left(S^{7} \times S^{3} \times S^{3}\right) \rightarrow G L\left(2, \Lambda_{I J}\right) \rightarrow 1
$$

Remark. In Examples 3, 4, 5, and 7 there occurs the $H$-space $S^{7}$ none of whose multiplications is homotopy associative! But at least the standard one induced by the multiplication of Cayley numbers is diassociative in that the substructure generated by any two elements of $\left[X, S^{7}\right]$ is associative. Fortunately, this is sufficient to provide the implication

$$
h-\left\{\left(h_{I J}\right)\right\}=q \circ f \Rightarrow h=q \circ f+\left\{\left(h_{I J}\right)\right\}
$$

needed for Lemma 1, the implication

$$
h-1 \in \text { image } q^{\sharp} \Longrightarrow h \in \text { image } q^{\sharp}+1
$$

needed for Theorem 4 (ii), and, together with the cyclicity of [ $S^{n} \wedge$ $\left.S^{7}, S^{7}\right]$ for $n=1,3,7$, the equality

$$
q \circ f+(q \circ g+1)=(q \circ f+q \circ g)+1
$$

needed for Proposition 5-the only places where associativity is crucial and does not follow from other considerations.
4. The dual case. Let $M$ and $N$ be simply connected $C W$ complexes which admit homotopy inversive, homotopy associative comultiplications $c_{M}: M \rightarrow M \vee M$ and $c_{N}: N \rightarrow N \vee N$. Again the operation of the induced group structures on the homotopy sets will be written additively.

Given four maps $h_{I J}: I \rightarrow J(I, J=M, N)$ we can define a map $\left\langle\left(h_{I J}\right)\right\rangle: M \vee N \rightarrow M \vee N$ by $i_{I} \circ\left\langle\left(h_{I J}\right)\right\rangle=c_{I} \circ h_{I M} \vee h_{I N}$. To measure the deviation of an arbitrary map $h: M \vee N \rightarrow M \vee N$ from this special form we introduce the exact sequence of additive groups
$0 \longrightarrow[M \vee N, M b N] \xrightarrow{p_{\#}}[M \vee N, M \vee N] \xrightarrow{i_{\ddagger}}[M \vee N, M \times N] \longrightarrow 0$ where the group structures are inherited from the coordinate-wise comultiplication on $M \vee N$ and the map $p: M b N \rightarrow M \vee N$ is the fibration induced by $i: M \vee N \rightarrow M \times N$. Since $i_{\xi}\left\langle\left(h_{I J}\right)\right\rangle=\left(h_{I J}\right)$, we can use the exactness of the above sequence to show

Lemma 1'. Each class $h: M \vee N \rightarrow M \vee N$ is of the form $h=$ $f \circ p+\left\langle\left(h_{I J}\right)\right\rangle$ for some $f: M b N \rightarrow M \vee N$.

Using this fact and the dual to Lemma 3, which we do not bother to record, we can prove.

Theorem 2'. If $h \circ i=\left(h_{I J}\right): M \vee N \rightarrow M \times N$ is an invertible matrix, then $h: M \vee N \rightarrow M \vee N$ is a homotopy equivalence.

Proof. It follows from Lemma $3^{\prime}$ that

$$
h^{*}:[M \vee N, Y] \rightarrow[M \vee N, Y]
$$

is an isomorphism, provided that $Y$ has a multiplication. Since this applies to the Eilenberg-MacLane spaces $Y=K(G, n)$, we see that $h: M \vee N \rightarrow M \vee N$ is a map between simply-connected $C W$ complexes which induces isomorphisms on singular cohomology and hence is a homotopy equivalence.

Theorem 4'. Let $i_{s}:[M \vee N, M \vee N] \rightarrow[M \vee N, M \times N]$ be a multiplicative homomorphism. Then
(i) $h: M \vee N \rightarrow M \vee N$ is a homotopy equivalence if and only if $h \circ i=\left(h_{I J}\right): M \vee N \rightarrow M \times N$ is an invertible matrix, and
(ii) there is a short exact sequence of multiplicative groups

$$
1 \rightarrow[M \vee N, M b N] \rightarrow G(M \vee N) \rightarrow G L\left(2, \Lambda_{I J}\right) \rightarrow 1 .
$$

Theorem $6^{\prime}$. The function $i_{z}:[M \vee N, M \vee N] \rightarrow[M \vee N, M \times N]$ is a multiplicative homomorphism if and only if

$$
[M \vee N, M b N] \circ p \circ[M \vee N, M \vee N] \circ i=0,
$$

equivalently, kernel $i_{\xi}=[M \vee N, M b N] \circ p$ is a left ideal in $[M \vee N$, $M \vee N]$.

Corollary 7'. If the co-H-spaces $M$ and $N$ satisfy $[M \vee N$, $M b N]=0$ then the group of self-homotopy equivalences of $M \vee N$ is given by

$$
G(M \vee N)=G L\left(2, \Lambda_{I J}\right)
$$

Example 8. If $M=S^{n}=N(n>1)$, then $[M \vee N, M b N]=$ $\pi_{n+1}\left(S^{n} \times S^{n}, S^{n} \vee S^{n}\right) \oplus \pi_{n+1}\left(S^{n} \times S^{n}, S^{n} \vee S^{n}\right)=0$ and the ring structure of $\Lambda_{I J}=\left[S^{n}, S^{n}\right](I, J=M, N)$ coincides with that of $Z$. So the group $G\left(S^{n} \vee S^{n}\right)$ of self-homotopy equivalences of $S^{n} \vee S^{n}$ is given by $G L(2, Z)$, the group of matrices with integer entries and determinant $\pm 1$. This shows that two exact sequences derived in Example 3 coincide with those obtained by P. J. Kahn [1, Proposition 2].

We thank the referee for suggested improvements in various imprecise and obscure passages of an earlier version of this paper.

## Bibliography

1. P. J. Kahn, Self-equivalences of $(n-1)$-connected $2 n$-manifolds, Bull. Amer. Math. Soc. 72 (1966), 562-566.

Received February 12, 1970, and in revised form March 30, 1970.
The University of Oregon

