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#### Abstract

A ring is right finite dimensional if it contains no infinite direct sum of nonzero right ideals. We prove that polynomial over finite dimensional rings are fimite dimensional rings. The (Goldie) dimension of a ring is unaffected by adjoining to it an arbitrary number of indeterminates. Several applications are given.


1. Introduction. In 1960 A. W. Goldie gave necessary and sufficient conditions for a ring to have a classical ring of right quotients which is a semiprime Artinian ring [1]. Following Goldie, a ring is right finite dimensional if it does not contain an infinite direct sum of nonzero right ideals. The class of right finite dimensional rings properly contains the class of right Noetherian rings. The Hilbert Basis Theorem states that if $R$ is a right Noetherian ring then the polynomial ring in a finite number of indeterminates over $R$ is also a right Noetherian ring. We extend this theorem to finite dimensional rings. Furthermore, the requirement of a finite number of indeterminates is dropped. We prove that if $R$ is a right finite dimensional ring then the polynomial ring in an arbitrary number of indeterminates over $R$ is also a right finite dimensional ring. We cite one application. An order theorem of A. W. Goldie is generalized to polynomial rings. We also prove that if a ring $R$ has a classical ring of right quotients which is a semiprime Artinian ring, then so does every polynomial ring over $R$.

Throughout this paper let $R$ always denote an associate ring which need not have an identity. For a subring $K$ of $R$ let $K\left[x_{1}, x_{2}, \cdots\right]$ denote the ring obtained by adjoining an arbitrary number of indeterminates $x_{1}, x_{2}, \cdots$ which commute with all elements of $K$ and with each other. Let $Z(S)$ denote the right singular ideal of the ring $S$ [2].

For a right finite dimensional ring $R$ there exists an integer $n$ such that $R$ contains a direct sum of $n$ - summands and the number of summands of any other direct sum in $R$ is at most $n$. This unique integer $n$ is called the dimension of $R$ and we write $\operatorname{dim} R=n$. Theorem 2.6 states that $\operatorname{dim} R=n$ if and only if $\operatorname{dim}\left(R\left[x_{1}, x_{2}, \cdots\right]\right)=$ $n$. In § 3 we prove that $R$ is a semiprime Goldie ring if and only if the same is true of $R\left[x_{1}, x_{2}, \cdots\right]$. We also generalize to polynomial rings an order theorem of L. Small: If a ring $R$ has a classical ring of right quotients which is Artinian then so does $R\left[x_{1}, x_{2}, \cdots\right]$
(Theorem 3.7).
2. The main theorems. In this section we prove our main results. Theorem 2.6 states that $\operatorname{dim} R=\operatorname{dim} R\left[x_{1}, x_{2}, \cdots\right]$ for any right finite dimensional ring $R$. Theorem 2.7 states that $Z\left(R\left[x_{1}\right.\right.$, $\left.\left.x_{2}, \cdots\right]\right)=Z(R)\left[x_{1}, x_{2}, \cdots\right]$ for any ring $R$.

We denote the right annihilator of a subset $S$ of $R$ by $r(S)$, that is, $r(S)=\{y \in R: s y=0$ for all $s \in S\}$.

Imbed a ring $R$ into a ring with an identity in the "standard way" (this follows Dorroh). We denote this ring by $R^{1}$. For $b \in R$ we equate $b R^{1}$ with the principal right ideal generated by the element $b$ in $R$.

Let $R=\{x, 0\}$ where $x+x=x^{2}=0$. In $R^{1}$ the sum $(x, 0) R^{1}+$ $(0,2) R^{1}$ is direct. Hence $\operatorname{dim} R=1 \neq \operatorname{dim} R^{1}=2$. We proceed under the assumption that a ring $R$ need not have an identity.

Lemma 2.1. Let $a_{1}, \cdots, a_{n}$ be in $R$. Then either $r\left(a_{n}\right)=r\left(a_{j}\right)$ for all $j$ where $1 \leqq j \leqq n$ or there exists $b \in R$ and an index $j$ where $1 \leqq j \leqq n$ such that $a_{j} b \neq 0$ and $r\left(a_{j} b\right)=r\left(a_{k} b\right)$ whenever $a_{k} b \neq 0$ where $1 \leqq k \leqq n$.

Proof. Assume all the right annihilators $r\left(a_{k}\right)$ are not the same. Consider the set of right annihilators $r\left(a_{i}\right)$ subject to $a_{j} \neq 0$ where $1 \leqq i \leqq n$. If two of these annihilators are different say $r\left(a_{k_{1}}\right)$ and $r\left(a_{k_{2}}\right)$ then choose $x \in r\left(a_{k_{1}}\right)$ and $x \notin r\left(a_{k_{2}}\right)$. Hence $a_{k_{2}} x \neq 0$ and $a_{k_{1}}=$ 0 . The new set of annihilators $r\left(a_{k} x\right)$ subject to $a_{k} x \neq 0$ has fewer members than the original set $r\left(a_{i}\right)$ subject to $a_{i} \neq 0$ where $1 \leqq i \leqq n$. We repeat this process until we obtain a multiplier $b$ in $R$ and an index $j$ such that Lemma 2.1 is satisfied.

Let $0 \neq g(x)=a_{0}+\cdots+a_{n} x^{n}$ be in $R[x]$. It is understood that $a_{n} \neq 0$. If $r\left(\alpha_{n}\right)=r\left(a_{j}\right)$ in $R$ whenever $a_{j} \neq 0$ where $1 \leqq j \leqq n$ then we say that the right annililators of the coefficients of $g(x)$ are equal.

Proposition 2.2. For a nonzero polynomial $p(x)$ in $R[x]$ there exists $b \in R^{1}$ such that the right annihilators of the coefficients of the nonzero polynomial $p(x) b$ are equal.

Proof. Let $p(x)=a_{0}+\cdots+a_{n} x^{n}$. If $r\left(a_{n}\right)=r\left(a_{k}\right)$ where $a_{k} \neq 0$ and $1 \leqq k \leqq n$ then let $b=(0,1)$ in $R^{1}$ and the proposition follows. Suppose $r\left(\alpha_{n}\right) \neq r\left(a_{k}\right)$ for some $a_{k} \neq 0$ and $1 \leqq k \leqq n$. By the previous lemma there is an element $d \in R$ and an index $j$ such that $a_{j} d \neq 0$ and $r\left(a_{j} d\right)=r\left(a_{h} d\right)$ whenever $a_{h} d \neq 0$ and $1 \leqq h \leqq n$. Let $b=(d, 0) \in$ $R^{1}$. Then $p(x) b$ satisfies the proposition.

Lemma 2.3. Let $p(x)=a_{k} x^{k}+\cdots+a_{k+n} x^{k+n}$ be a polynomial in $R[x]$ where $k \geqq 0$. Assume that $\alpha_{k} \neq 0$ and $r\left(\alpha_{k}\right) \leqq r\left(\alpha_{k+i}\right)$ for $1 \leqq$ $i \leqq n$. Let $q(x)=b_{0}+b_{1} x+\cdots+b_{m} x^{m}$ be in $R[x]$. Then $p(x) q(x)=$ 0 if and only if the coefficients $b_{0}, b_{1}, \cdots, b_{n}$ are in $r\left(a_{k+i}\right)$ for $1 \leqq$ $i \leqq n$.

Proof. Let $h(x)=p(x) q(x)=c_{j} x^{k}+\cdots+c_{k+n+m} x^{k+n+m}$ where $c_{k}=$ $a_{k} b_{0}, \cdots, c_{k+n+m}=a_{k+n} b_{m}$. Clearly $c_{k}=0$ implies $b_{0} \in r\left(a_{j}\right)$ and hence $b_{0} \in r\left(a_{k+1}\right)$ for $1 \leqq i \leqq n$. Now $0=c_{1}=a_{k+1} b_{0}+a_{k} b_{1}$ forces $b_{1} \in r\left(a_{k}\right)$ since $b_{0} \in r\left(a_{k+1}\right)$. Hence $b_{1} \in r\left(a_{k+1}\right)$ for $1 \leqq i \leqq n$. It follows that $0=c_{2}=\alpha_{k+2} b_{0}+\alpha_{k+1} b_{1}+\alpha_{k} b_{2}$ implies $b_{2} \in r\left(a_{k}\right)$. Continuing in this fashion each $b_{j} \in r\left(a_{k}\right)$ for $1 \leqq j \leqq m$. Since $r\left(a_{k}\right) \subseteq r\left(a_{k+i}\right)$ for $1 \leqq i \leqq n$ the implication follows. The reverse implication is clear.

A right ideal $K$ is said to be uniform in $R$ if $x$ and $y$ are in $K-(0)$ imply $x R^{1} \cap y R^{1} \neq(0)$.

Proposition 2.4. A right ideal $K$ is uniform in $R$ if and only if $K[x]$ is uniform in $R[x]$.

Proof. Assume that $K[x]$ is not a uniform right ideal in $R[x]$. Suppose that the sum $p(x) R[x]^{1}+q(x) R[x]^{1}$ is direct, where $p(x)$ and $q(x)$ belong to $K[x]-(0)$. By Proposition 2.2, we can choose $p(x)$ [and $q(x)$ ] such that the right annihilators of the coefficients of $p(x)$ [and $q(x)$ ] are equal. Let $p(x)=a_{0}+a_{1} x+\cdots+a_{k} x^{k}$ and $q(x)=$ $b_{0}+b_{1} x+\cdots+b_{n} x^{n}$, where $a_{i} \neq 0$ and $b_{j} \neq 0$ imply $r\left(a_{k}\right)=r\left(a_{i}\right)$ and $r\left(b_{n}\right)=r\left(b_{j}\right)$ for $1 \leqq i \leqq k$ and $1 \leqq j \leqq n$. Furthermore, we may assume $n \geqq k$. Since the nonnegative integers are well ordered, we may assume that for any other direct sum of the form $p(x) R[x]^{1}+$ $t(x) R[x]^{1}$ we have degree $t(x) \geqq$ degree $q(x)$, where $t(x) \in K[x]-(0)$ and the right annihilators of the coefficients of $t(x)$ are equal. Recall next that $a_{k}$ and $b_{n}$ are in a uniform right ideal and there exist $y$ and $z$ in $R^{1}$ such that $0 \neq a_{k} y=b_{n} z$. Let $h(x)=p(x) y x^{n-k}+q(x)(-z)$. Clearly degree of $h(x)<$ degree of $q(x)$. Also $h(x) \neq 0$; otherwise the sum $p(x) R[x]^{1}+q(x) R[x]^{1}$ would not be direct. We claim the sum $h(x) R[x]^{1}+p(x) R[x]^{1}$ is not direct. The right annihilators of the coefficients of $h(x) b \neq 0$ are equal, where $b$ is an appropriate element in $R^{1}$; such a $b$ exists by Proposition 2.2. Clearly degree of $h(x) b<$ degree of $q(x)$. If $h(x) R[x]^{1}+p(x) R[x]^{1}$ were direct, then $[h(x) b] R[x]^{1}+$ $p(x) R[x]^{1}$ would be direct, a contradiction of the choosing of the degree of $q(x)$. Hence $0 \neq h(x) m(x)=p(x) g(x)$ for some $m(x)$ and $g(x)$ in $R[x]^{1}$. If $q(x)(-z) m(x)=0$, then the coefficients of $m(x)$ are in $r\left(b_{n} z\right)$ by Lemma 2.3. But $r\left(b_{n} z\right)=r\left(a_{k} y\right)$ implies that $p(x) y x^{n-k} m(x)=0$, again by Lemma 2.3. Thus $0 \neq h(x) m(x)=\left[p(x) y x^{n-k}+q(x)(-z)\right] m(x)=$

0 , a contradiction. We conclude that $q(x)(-z) m(x) \neq 0$. This forces $q(x)(-z) m(x)=p^{\prime}(x) g(x)-p(x) y x^{k-k} m(x)$, which contradicts our assumption that the sum $q(x) R[x]^{1}+p(x) R[x]^{1}$ was direct. We conclude that $K[x]$ is a uniform right ideal. The reverse implication is clear.

A right ideal is said to be essential in $R$ if it has nonzero intersection with each nonzero right ideal of $R$. Assume $K$ is an essential right ideal. For nonzero elements $a_{1}, a_{2}, \cdots, a_{n}$ in $R$ there does exist $b \in R^{1}$ such that $a_{i} b \in K-(0)$ for some $i$ where $1 \leqq i \leqq n$ and $a_{j} b \in$ $K$ for $1 \leqq j \leqq n$. This follows from the definition.

Proposition 2.5. A ring $R$ is right finite dimensional if and only if the polynomial ring $R[x]$ is. Furthermore, $\operatorname{dim} R=\operatorname{dim} R[x]$.

Proof. Assume $R$ is right finite dimensional. There exists a finite set of nonzero uniform right ideals $\left\{L_{1}, L_{2}, \cdots, L_{k}\right\}$ such that the sum $L^{\prime}=L_{1}+\cdots+L_{c}$ is direct and $L^{\prime}$ is essential in $R$. Clearly, $L^{\prime}[x]=L_{1}[x]+\cdots+L_{k}[x]$ and this sum is direct. For $1 \leqq i \leqq k$ each $L_{i}[x]$ is uniform in $R[x]$ by Proposition 2.4. We claim that $L^{\prime}$ is essential in $R$ implies that $L^{\prime}[x]$ is essential in $R[x]$. Let $p(x)$ be a nonzero polynomial in $R[x]$. Then there is some $b \in R^{1}$ such that $p^{\prime}(x) b \neq 0$ and each coefficient of $p(x) b$ belongs to $L^{\prime}$. Hence $p(x) b \in$ $L^{\prime}[x]$. Also note that $\operatorname{dim} R=\operatorname{dim} R[x]$. The reverse implication is clear.

THEOREM 2.6. $A$ ring $R$ is right finite dimensional if and only if $R\left[x_{1}, x_{2}, \cdots\right]$ is. Furthermore, $\operatorname{dim} R=\operatorname{dim} R\left[x_{1}, x_{2}, \cdots\right]$.

Proof. Assume that $\operatorname{dim} R=n$. First, $\operatorname{dim} R=\operatorname{dim} R\left(\left[x_{1}, \cdots, x_{k}\right]\right)$ for any nonnegative integer $k$. This follows by finite induction on the number of indeterminates and by Proposition 2.5. Let $S=$ $R\left[x_{1}, x_{2}, \cdots\right]$. Suppose that the sum $p_{1} S^{1}+\cdots+p_{n} S^{1}+p_{n+1} S^{1}$ is direct where $p_{i} \in S$ for $1 \leqq i \leqq n+1$. Each term of each polynomial $p_{i}$ for $1 \leqq i \leqq n+1$ involves only a finite number of indeterminates and for $1 \leqq i \leqq n+1$ each $p_{i} \in R\left[x_{1}^{\prime}, \cdots, x_{k}^{\prime}\right]$ where $x_{1}^{\prime}, x_{2}^{\prime}, \cdots, x_{k}^{\prime}$ is an appropriate finite subset of the indeterminates $x_{1}, x_{2}, \cdots$. Let $T=R\left[x_{1}^{\prime}, \cdots, x_{k}^{\prime}\right]$ and the sum $p_{1} T^{1}+\cdots+p_{n+1} T^{1}$ is direct. This forces $\operatorname{dim} T>n=\operatorname{dim} R$, a contradiction. Clearly $\operatorname{dim} S \geqq \operatorname{dim} R$ and hence, $\operatorname{dim} R=\operatorname{dim} S$. The reverse implication is clear.

Theorem 2.7. We have $Z\left(R\left[x_{1}, x_{2}, \cdots\right]\right)=Z(R)\left[x_{1}, x_{2}, \cdots\right]$ for any $\operatorname{ring} R$ 。

Proof。Let $S=R\left[x_{1}, x_{2}, \cdots\right]$. Let $a_{1}, \cdots, a_{n}$ denote the coefficients of some polynomial $p$ in $S$. If each $\alpha_{i} \in Z(R)$ for $1 \leqq i \leqq n$ then the
finite intersection $\bigcap r\left(a_{i}\right)$ for $1 \leqq i \leqq n$ is essential in $R$. Clearly $r(p)$ contains $\bigcap r\left(a_{i}\right)\left[x_{1}, x_{2}, \cdots\right]$ for $1 \leqq i \leqq n$ and $\bigcap r\left(a_{i}\right)\left[x_{1}, x_{2}, \cdots\right]$ is essential in $S$. Therefore, $Z(R)\left[x_{1}, x_{2}, \cdots\right] \subseteq Z(S)$. Let $h$ be a polynomial in $Z(S)$. Write $h$ as a sum of two polynomials $h_{1}$ and $h_{2}$ such that $h_{1} \in Z(R)\left[x_{1}, x_{2}, \cdots\right]$ and each nonzero coefficient of $h_{2}$ does not belong to $Z(R)$. Also $h_{1}$ and $h_{2}$ are in $Z(S)$. If $h_{2} \neq 0$ then let $a_{n}$ be the leading coefficient of $h_{2}$. Now $a_{n} \in R-Z(R)$ implies $r\left(a_{n}\right) \cap b R^{1}=(0)$ for some nonzero $b$ in $R$ and $r\left(h_{2}\right) \cap b S^{1}=(0)$ a contradiction. Therefore, $h_{2}=0$ and $h \cong Z(R)\left[x_{1}, x_{2}, \cdots\right]$ which completes the proof.
3. Applications. In this section we extend to polynomial rings certain order theorems of A. W. Goldie and L. Small. Henceforth, assume that $R$ is a ring with unity. A right ideal $K$ is called a right annihilator if $K=r(S)$ for some appropriate subset $S$ of $R$. A ring is called a Goldie ring if it is a right finite dimensional ring which satisfies the maximum condition on right annihilators.

Proposition 3.1. A ring $R$ is a semiprime Goldie ring if and only if $R\left[x_{1}, x_{2}, \cdots\right]$ is.

Proof. It is well known that a semiprime Goldie ring is a semiprime right finite dimensional ring with a zero singular ideal. Let $S=R\left[x_{1}, x_{2}, \cdots\right]$. Theorem 2.6 implies $R$ is right finite dimensional if and only if $S$ is. Theorem 2.5 implies $Z(R)=(0)$ if and only if $Z(S)=(0)$. It is clear that $R$ is semiprime if and only if $S$ is. This completes the proof.

Corollary 3.2. (Small [5]) $A$ ring $R$ is a semiprime Goldie ring if and only if $R\left[x_{1}, x_{2}, \cdots, x_{n}\right]$ is for all $n$.

Proof. The proof is clear.
Theorem 3.3. ( $R$. C. Shock [3]). Let $R$ denote a right finite dimensional ring. A nil subring $S$ is nilpotent in $R$ if and only if the subring $S \cap Z(R)$ is nilpotent. Furthermore, if $Z(R)$ is nilpotent with index $k$ then each nil subring is nilpotent and has index of nilpotency $\leqq k(\operatorname{dim} R+1)$.

Proof. See [3].
Theorem 3.4. Let $R$ be a right finite dimensional ring. Let $S=R\left[x_{1}, x_{2}, \cdots\right] . \quad A$ nil subring $K$ is nilpotent in $S$ if and only if $K \cap Z(R)\left[x_{1}, x_{2}, \cdots\right]$ is nilpotent. Furthermore, if $Z(R)$ is nilpotent with index $k$ then each nil subring is nilpotent in $S$ and has index
of nilpotency $\leqq k(\operatorname{dim} R+1)$.

Proof. The proof follows immediately from Theorem 3.3, Theorem 2.6, and Theorem 2.7.

For a subset $K$ of a ring $R$ we equate $l(K)$ with the set $\{x \in$ $R: x k=0$ for all $k \in K\}$.

We refer to [7] for notation and definitions used below.

Theorem 3.5. (L. Small). Let $N$ denote the prime radical of R. Assume $R$ satisfies the following properties:
(1) The prime radical $N$ of $R$ is nilpotent and $R / N$ is a Goldie ring.
(2) Each factor ring $R / T_{k}$ where $T_{k}=l\left(N^{k}\right) \cap N$ is right finite dimensional for all nonnegative integers $k$.
(3) There is an exhaustive set $S(M)$ consisting of nonzero divisors of $R$. Then $R$ has a classical ring of right quotients which is an Artinian ring.

Proof. See [5], [6], and [7].
Theorem 3.6. If $R$ has a classical ring of right quotients which is Artinian then so does $R\left[x_{1}, x_{2}, \cdots\right]$.

Proof. Let $S=R\left[x_{1}, x_{2}, \cdots\right]$ and we verify that $S$ satisfies the hypothesis of Theorem 3.5. Let $N(R)$ be the prime radical of $R, N(S)$ the prime radical of $S$. It is wellknown that $N(S)^{k}=N(R)^{k}\left[x_{1}, x_{2}, \cdots\right]$ for all $k \geqq 1$. Since $R / N(R)$ is a semiprime Goldie ring, $S / N(S)$ which is isomorphic to $R / N(R)\left[x_{1}, x_{2}, \cdots\right]$ is also a semiprime Goldie ring by Proposition 3.1. Let $T_{k}=l\left(N(S)^{k}\right) \cap N(S)$ where $k$ is a nonnegative integer. If $p \in T_{k}$ then $p y=0$ for all $y \in N(R)^{k}$. The coefficients of $p$ lie in $l\left(N(R)^{k}\right) \cap N(R)$ and hence $T_{k}=\left(l\left(N(R)^{k}\right) \cap N(R)\right)\left[x_{1}, x_{2}, \cdots\right]$. The factor ring $S / T_{k}$ is right finite dimensional because $S / T_{k}$ is isomorphic to $R / l\left(N(R)^{k}\right) \cap N(R)\left[x_{1}, x_{2}, \cdots\right]$ and $R / l\left(N(R)^{k} \cap N(R)\right.$ is right finite dimensional. Let $S(M)$ denote the set of polynomials in $S$ whose leading coefficients are nonzero divisors. The set $S(M)$ is an exhaustive set in $S$, as the proof is an easy modification of the proof of Lemma 2 and Theorem 2 of [7]. This completes the proof.

Corollary 3.7. (L. Small [5]) If $R$ has a classical ring of right quotients which is Artinian then so does $R\left[x_{1}, x_{2}, \cdots, x_{n}\right]$ for all $n$.

Proof. This is clear.
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