# A TECHNIQUE FOR THE DETECTION OF OSCILLATION OF SECOND ORDER ORDINARY DIFFERENTIAL EQUATIONS 

V. Komkov

An iterative procedure is used to determine the oscillatory properties of second order linear differential equations, using a repeated application of the Kummer-Liouville transformation.

1. The Kummer-Liouville transformation. We shall consider the oscillatory properties of the equation

$$
\left(a(t) x^{\prime}\right)^{\prime}+c(t) x=0 \quad\left({ }^{\prime}=\frac{d}{d t}\right)
$$

1 )

$$
\begin{align*}
& a(t) \in C^{1}\left[t_{0}, \infty\right), a(t)>0  \tag{1}\\
& c(t) \in C\left[t_{0}, \infty\right)
\end{align*}
$$

Let $\varphi(t) \in C^{1}\left[t_{0}, \infty\right), \varphi^{\prime}(t)>0, \lim _{t \rightarrow \infty} \varphi(t)=\infty$,

$$
\dot{\psi}(t) \in C^{2}\left[t_{0}, \infty\right), \psi(t) \neq 0, \quad t_{0} \leqq t<\infty .
$$

It was shown by Kummer ([5], 1834) that the transformation $\tau=$ $\varphi(t), x(t)=\psi(t) y(\tau)$ transforms the equation (1) into an equation of the same form:

$$
\begin{equation*}
\left(R(\tau) y^{\prime}(\tau)\right)^{\prime}+Q(\tau) y(\tau)=0 \tag{a}
\end{equation*}
$$

The formulas for $R(\tau), Q(\tau)$ are:

$$
\begin{aligned}
& R(\tau(t))=a(t) \varphi^{\prime}(t) \psi^{2}(t) \\
& Q(\tau(t))=\left[\left(a(t) \psi^{\prime}(t)\right)^{\prime}+c(t) \psi(t)\left[\varphi^{\prime}(t)\right]^{-1}\right] \psi(t)
\end{aligned}
$$

(see [5], or the expository article [7]). Moreover, if $\varphi(t)$ is chosen to be

$$
\varphi(t)=\int_{t_{0}}^{t}\left[\alpha(\xi) \psi^{2}(\xi)\right]^{-1} d \xi
$$

then the equation ( $1^{a}$ ) assumes the form

$$
\begin{equation*}
y^{\prime \prime}(\tau)+\sigma(\tau) y(\tau)=0 \tag{2}
\end{equation*}
$$

In the specific case when $\int_{t}^{\infty}[a(\xi)]^{-1} d \xi=\infty$, the choice $\psi(t) \equiv 1$ results in the formula

$$
\begin{equation*}
\sigma(\tau)=a(t) c(t) \quad \text { (This was known to Liouville) } \tag{3}
\end{equation*}
$$

For the case when $\int_{t_{0}}^{\infty}[a(\xi)]^{-1} d \xi<\infty$, it is convenient to choose

$$
\begin{gather*}
\psi(t)=\int_{t}^{\infty}[a(\xi)]^{-1} d \xi  \tag{4}\\
\varphi(t)=\int_{t_{0}}^{t}\left[\alpha(\xi) \psi^{2}(\xi)\right]^{-1} d \xi
\end{gather*}
$$

With the above choices the equation (2) is oscillatory if and only if the equation (1) is oscillatory.
2. An iteration of the Kummer-Liouville transformation. We introduce a transformation

$$
\begin{equation*}
y(\tau)=\eta(\tau) \exp \left(\Phi_{1}(\tau)\right) \tag{6}
\end{equation*}
$$

where $\Phi_{1}(\tau)$ is a real valued function of the class $C^{2}$ on $\left[t_{0}, \infty\right)$. Obviously the zeros of $y(\tau)$ and of $\eta(\tau)$ will coincide on $\left[t_{0}, \infty\right)$. We compute

$$
\begin{equation*}
y^{\prime \prime}=\left\{\left[\Phi_{1}^{\prime \prime}+\left(\Phi_{1}^{\prime}\right)^{2}\right] \eta+2 \Phi_{1}^{\prime} \eta^{\prime}+\eta^{\prime \prime}\right\} \exp \left(\Phi_{1}\right) \tag{7}
\end{equation*}
$$

and we have

$$
\begin{align*}
& \exp \left(\Phi_{1}(\tau)\right)\left[y^{\prime \prime}(\tau)+\sigma(\tau) y(\tau)\right]= \\
& \quad\left(\exp \left(2 \Phi_{1}(\tau)\right) \eta^{\prime}\right)^{\prime}+\exp 2 \Phi_{1}(\tau)\left[\sigma(\sigma)+\Phi_{1}^{\prime \prime}+\left(\Phi_{1}^{\prime}\right)^{2}\right] \eta(\tau)=0 .
\end{align*}
$$

The equation (8) is again of the same type as the equation (1) and we can again apply the Kummer-Liouville transformation. There are two possibilities.

$$
\begin{align*}
& \int_{t_{0}}^{\infty} \exp \left(-2 \Phi_{1}(\xi)\right) d \xi=+\infty  \tag{*}\\
& \int_{t_{0}}^{\infty} \exp (-2 \Phi(\xi)) d \xi<\infty
\end{align*}
$$

We shall only consider in detail the case $\left(^{*}\right)$, that is, we choose $\Phi_{1}(\xi)$ so that the condition ( ${ }^{*}$ ) is satisfied. It suffices if $\Phi(\xi)$ is bounded above on some ray $\left[\xi_{0},+\infty\right)$.

The transformation

$$
\begin{equation*}
\tau_{1}=\varphi_{1}(\tau)=\int_{t_{0}}^{\tau} \exp \left(-2 \Phi_{1}(\xi)\right) d \xi, \quad \psi(\tau) \equiv 1 \tag{}
\end{equation*}
$$

then changes the equation (8) again into the equation of the form (2) (We shall refer to this specific form of Kummer transformation as the Kummer-Liouville transformation).

$$
\begin{equation*}
y_{1}^{\prime \prime}\left(\tau_{1}\right)+\sigma_{1}\left(\tau_{1}\right) y\left(\tau_{1}\right)=0, \quad \text { where } \tag{a}
\end{equation*}
$$

$$
\begin{equation*}
\sigma_{1}\left(\tau_{1}(\tau)\right)=\exp \left(4 \Phi_{1}(\tau)\right)\left[\sigma(\tau)+\Phi_{1}^{\prime \prime}(\tau)+\left(\Phi^{\prime}(\tau)\right)^{2}\right] \tag{9}
\end{equation*}
$$

We observe that the inverse function $\varphi_{1}^{-1}: \tau_{1} \rightarrow \tau$ is defined on $[0, \infty)$, since $\varphi_{1}$ was monotone increasing, mapping $\left[t_{0}, \infty\right)$ onto $[0, \infty)$, and $\sigma_{1}\left(\tau_{1}\right)$ can be written in explicit form if the variable $\tau$ is replaced by $\varphi^{-1}\left(\tau_{1}\right)$ on the right hand side of the equality (9).

Since the equation ( $2^{a}$ ) has the same oscillatory properties as (2), this can be used to derive new criteria of oscillation, or non-oscillation from a known oscillatory criterion.

As an example we shall derive the Leighton criterion that equation (2) is oscillatory if

$$
\begin{equation*}
\int_{1}^{\infty}\left(t \sigma(t)-\frac{1}{4 t}\right) d t=\infty \tag{B}
\end{equation*}
$$

from the Leighton-Wintner criterion
(A)

$$
\int_{t}^{\infty} \sigma(t) d t=+\infty
$$

Example 1. We choose $\Phi_{1}(t)=\Lambda \log t, t>1, \Lambda \leqq 1 / 2$.

$$
\sigma_{1}(t)=t^{4} \Lambda \sigma(t)-\Lambda(1-\Lambda) t^{4 \Lambda-2}
$$

The transformation of variable

$$
\tau= \begin{cases}\frac{t^{-2 \Lambda+1}}{-2 \Lambda+1} & \Lambda<\frac{1}{2} \\ \log t & \Lambda=\frac{1}{2}\end{cases}
$$

gives in the particular case $\Lambda=1 / 2$

$$
\sigma_{1}(\tau)=e^{2 \tau} \sigma\left(e^{\tau}\right)-\frac{1}{4}
$$

The Leighton-Wintner condition becomes

$$
\begin{equation*}
\int^{\infty}\left[\xi \sigma(\xi)-\frac{1}{4 \xi}\right] d \xi=+\infty \tag{B}
\end{equation*}
$$

which is Leighton's condition.
If on the other hand we choose $\Lambda=1 / 4$, we obtain the following sufficient condition for oscillation of (2):
(C)

$$
\int^{\infty}\left(t^{1 / 2} \sigma(t)-\frac{3}{16} t^{-1(1 / 2)}\right) d t=+\infty
$$

Obviously one can experiment with other choices of the function $\Phi_{1}(t)$ and with other necessary, or sufficient conditions for oscillation of (2).

With the same choice of $\Phi_{1}(t)=\Lambda \log t, 0<\Lambda \leqq 1 / 2$, we have for example the following generalization of Wintner's criterion:

$$
\begin{equation*}
\lim _{t \rightarrow \infty} t^{-1} \int^{t}\left[\int^{\eta} \sigma(\xi) d \xi\right] d \eta=+\infty \tag{10}
\end{equation*}
$$

If for any $\Lambda<1 / 2$,

$$
\lim _{t \rightarrow \infty} t^{-1} \int^{t}\left\{\int^{\eta}\left[\tau^{2,} \sigma(\tau)-\Lambda(1-\Lambda) \tau^{2, t-2}\right] d \tau\right\} d \eta=+\infty
$$

then the solutions of (2) are oscillatory.
Example 2. (An alternate form of Wong's theorem). In [9] Wong has shown that a necessary and sufficient condition for the existence of a bounded oscillatory solution of (2) is:

$$
\int^{\infty} t \sigma(t) d t=+\infty ; \quad \text { (see also [16], and [6] for generalization to }
$$

higher order equations).
Since boundedness is not necessarily preserved by the Kummer transformation, we shall only use the sufficiency condition for non-oscillation known to Bôcher [2].

$$
\begin{equation*}
\int^{\infty} t \sigma(t) d t<\infty \quad \text { (also known as Kondrat'ev's lemma). } \tag{11}
\end{equation*}
$$

Substituting as before
(D)

$$
\begin{gathered}
\Phi_{1}(t)=\Lambda \log t, \quad \Lambda=\frac{1}{2}, \quad \text { we obtain } \\
\int^{\infty} \tau \sigma_{1}(\tau) d \tau=\int^{\infty} \tau\left(e^{2 \tau} \sigma\left(e^{\tau}\right)-\frac{1}{4}\right) d \tau=\int^{\infty} \log \xi\left(\xi^{2} \sigma(\xi)-\frac{1}{4}\right) \frac{1}{\xi} d \xi \\
=\int_{t_{0}}^{\infty} \log t\left(t \sigma(t)-\frac{1}{4 t}\right) d t<\infty, \quad t_{0} \geqq 1
\end{gathered}
$$

as a sufficient condition for non-oscillation of (2), which is of interest on its own merits.

Clearly a great variety of new necessary, or sufficient conditions could be generated from known conditions for oscillatory behavior of solutions. We shall not pursue this much farther, but will conclude this section by offering one more example.

We consider the equations:

$$
\begin{equation*}
y^{\prime \prime}+\sin t y=0 \tag{a}
\end{equation*}
$$

(b)

$$
y^{\prime \prime}+\left[\sin ^{2} t \cos (\cos t)-\cos t \sin (\cos t)\right] y=0
$$

The equation (a) is known to be oscillatory. A proof of the oscillatory behavior of (a) was originally given by in 1946 (using a Fourier series expansion of the solution); see [11], however it is easily settled by a result of Hartman of 1952, [4]. A proof of oscillation of (b) is not immediately obvious. Both are easily given if one chooses $\Phi_{1}(t)=$ $\sin t$ for (a) and $\Phi_{1}(t)=\cos (\cos t)$ for (b).

We have in the case of (a)

$$
\begin{aligned}
\int^{\infty} \sigma_{1}(t) d \tau & =\int^{\infty}[\exp (4 \sin t)] \cos ^{2} t \frac{d \tau}{d t} d t \\
& =\int^{\infty}[\exp (2 \sin t)] \cos ^{2} t d t=+\infty,
\end{aligned}
$$

since $\int_{d}^{d+2 \pi} \sigma_{1}(t) d \tau$ is a positive number independent of $d$ on any interval $[d, d+2 \pi]$. This proves the oscillatory behavior of (a).

In this case of equation (b), we have chosen:

$$
\begin{aligned}
\Phi(t) & =\cos (\cos t) \\
\left(\Phi^{\prime}\right)^{2}+\Phi^{\prime \prime}+\sigma(t) & =\sin ^{2} t \sin ^{2}(\cos t)
\end{aligned}
$$

and it is clear that:

$$
\int_{\pi / 2}^{\infty}[\exp (2 \cos (\cos t))]\left[\sin ^{2} t \sin ^{2}(\cos t)\right] d t=+\infty
$$

for exactly the same reasons as in the case (a).
2. An iterative procedure. Since equation (1 ${ }^{a}$ ) and (1) are identical in form, the Kummer transformation can be iterated any number of times. Using at each step the additional transformation (6), i.e. $y\left(\tau_{i}\right)=\eta\left(\tau_{i}\right) \exp \left(\Phi_{i+1}\left(\tau_{i}\right)\right)$, we obtain a sequence of equations of the form:

$$
y_{i}^{\prime \prime}\left(\tau_{i}\right)+\sigma_{i}\left(\tau_{i}\right) y_{i}\left(\tau_{i}\right)=0,
$$

where

$$
\left.\sigma_{i}\left(\tau_{i}\left(\tau_{i-1}\right)\right)=\exp \left(4 \Phi_{i}\left(\tau_{i-1}\right)\right)\left[\sigma\left(\tau_{i-1}\right)\right)+\Phi_{i}^{\prime \prime}\left(\tau_{i-1}\right)+\left(\Phi_{i}^{\prime}\right)^{2}\left(\tau_{i-1}\right)\right] .
$$

If the condition $\left({ }^{*}\right)$ is obeyed by each choice of $\Phi_{i}(\tau), i=1,2, \cdots, k$, we arrive at a sequence of transformations, with new variables $\tau_{i}$ defined by

$$
\tau_{i}=\int_{c}^{\pi_{i-1}} \exp \left(-2 \Phi_{i}(\xi)\right) d \xi=\varphi_{i}\left(\tau_{i-1}\right)
$$

where $c$ is a suitably chosen constant. It would appear at a first glance that litte could be gained by such iterative methods, since a.
product of two Kummer-Liouville transformations is again a KummerLiouville transformation, and in fact

$$
\tau_{i}=\varphi_{i}\left(\tau_{i-1}\right)=\varphi_{i}\left(\varphi_{i-1}\left(\tau_{i-2}\right)\right),
$$

can be replaced by a single transformation of the same kind. This does not mean that such a procedure is not of practical use for "improving" in some sense the oscillatory properties of a given second order equation. A meaning of the term "improving" will be given later in §3 of this paper, when we define the "speeding up" of oscillation. At this point we shall only show that new formulas are obtained by iterating twice, even if the same function $\Phi_{1}(\xi)=\Phi_{2}(\xi)$ is used in consecutive steps, and that indeed there are equations for which the second iterative formula gives an easily applicable sufficient condition for oscillation, while the formula obtained in the first iteration, and the original criterion were inconclusive. Moreover, the choice of the function $\Phi_{i}\left(\tau_{i-1}\right)$ at each step was routine, while the choice of a function $\varphi_{i}\left(\tau_{i-2}\right)$ is very complex.

Let us as an example iterate once more the Leighton-Wintner criterion, using the same choice of function $\Phi_{1}(t)=(1 / 2) \log t, \Phi_{2}\left(\tau_{1}\right)=$ $(1 / 2) \log \tau_{1}$. After the first iteration we had:

$$
\begin{aligned}
\sigma_{1}(t) & =\exp \left(4 \Phi_{1}(t)\right)\left[\sigma_{0}(t)+\left(\Phi^{\prime}(t)\right)^{2}+\Phi^{\prime \prime}(t)\right] \\
\text { with } \quad \tau_{1} & =\int^{t} \exp \left(-2 \Phi_{1}(\xi)\right) d \xi, \quad\left(\sigma_{0}(t) \equiv \sigma(t)\right) .
\end{aligned}
$$

In this case with the choice $\Phi_{1}(t)=(1 / 2) \log t$, and $\tau_{1}=\log t$, we have

$$
\sigma_{1}\left(\tau_{1}\right)=\exp \left(2 \tau_{1}\right)\left[\sigma_{0}\left(e^{\tau_{1}}\right)-\frac{1}{4} e^{-2 \tau_{1}}\right] .
$$

Using again the same choice $\Phi_{2}\left(\tau_{1}\right)=(1 / 2) \log \tau_{1}$, we obtain a second iterative function

$$
\sigma_{2}\left(\tau_{1}\right)=\tau_{1}^{2}\left\{\exp \left(2 \tau_{1}\right)\left[\sigma_{0}\left(e^{\tau_{1}}\right)-\frac{1}{4} e^{-2 \tau_{1}}\right]-\frac{1}{4} \tau_{1}^{2}\right\} .
$$

The Leighton-Wintner criterion can be rewritten in the following form:

$$
\begin{aligned}
\int^{\infty} \sigma_{2}\left(\tau_{1}\right) \frac{d \tau_{2}}{d \tau_{1}} d \tau_{1} & =\int^{\infty} \tau_{1}\left\{\exp \left(2 \tau_{1}\right)\left[\sigma_{0}\left(e^{\tau_{1}}\right)-\frac{1}{4} e^{-2 \tau_{1}}\right]-\frac{1}{4} \tau_{1}^{2}\right\} d \tau_{1} \\
& =+\infty .
\end{aligned}
$$

A substitution $\xi=e^{\tau_{1}}$ results in the following sufficient condition for oscillation:
(F)

$$
\int^{\infty} \frac{\log \xi}{\xi}\left\{\left[\xi^{2} \sigma_{0}(\xi)-\frac{1}{4}\right]-\frac{1}{4 \log ^{2} \xi}\right\} d \xi=+\infty
$$

As an example of application we consider the equation

$$
y^{\prime \prime}+\frac{1}{4 t^{2}}\left(1+\frac{\alpha}{\log ^{2} t}\right) y=0, \quad \alpha>0
$$

Application of condition (F) confirms that solutions of this equation are oscillatory if $\alpha>1$. (It is known that this equation is non-oscillatory if $\alpha<1 / 4$.)

Further interesting criteria are easily developed by other iteration of formulas (10) and (11) with other choices of functions $\Phi_{i}\left(\tau_{i-1}\right)$. This technique is summarized in theorems 1 and 2.

Theorem 1. Let $\left\{\Phi_{i}(\xi)\right\}$ be a sequence of functions such that each function $\Phi_{i}(\xi)$ is of the class $C^{2}$ on some infinite ray $\left[\hat{\xi}_{i_{0}},+\infty\right]$, and has the property

$$
\int_{\xi_{i 0}}^{\infty} \exp \left(-2 \Phi_{i}(\xi)\right) d \xi=+\infty
$$

then the equation

$$
\begin{equation*}
x^{\prime \prime}(t)+\sigma_{0}(t) x(t)=0 \tag{a}
\end{equation*}
$$

is oscillatory if and only if the equation

$$
\begin{equation*}
y_{i}^{\prime \prime}\left(\tau_{i}\right)+\sigma_{i}\left(\tau_{i}\right) y_{i}\left(\tau_{i}\right)=0 \tag{b}
\end{equation*}
$$

is oscillatory, where $\sigma_{i}, \tau_{i}$ are determined recursively by the transformations (12) and (13) given below.
(Note: In the case where $\int^{\infty} \exp \left(-2 \Phi_{i}\right) d \xi<\infty$, the alternative formulas (14), (15) are available.)

$$
\begin{gather*}
\sigma_{i}\left(\tau_{i-1}\right)=\exp \left\{4 \Phi_{i}\left(\tau_{i-1}\right)\right\}\left[\sigma_{i-1}\left(\tau_{i-1}\right)+\left(\Phi_{i}^{\prime}\left(\tau_{i-1}\right)\right)^{2}+\Phi_{i}^{\prime \prime}\left(\tau_{i}\right)\right]  \tag{12}\\
\tau_{i}=\varphi_{i}\left(\tau_{i-1}\right)=\int_{\xi_{0}}^{\tau_{i-1}} \exp \left(-2 \Phi_{i}(\xi)\right) d \xi \tag{13}
\end{gather*}
$$

We use here the notation:

$$
\left\{\begin{array}{l}
\Phi_{i}^{\prime}\left(\tau_{i-1}\right) \equiv \frac{d}{d \tau_{i-1}} \Phi_{i}\left(\tau_{i-1}\right) \\
\Phi_{i}^{\prime \prime}\left(\tau_{i-1}\right) \equiv \frac{d^{2}}{d \tau_{i-1}^{2}} \Phi_{i}\left(\tau_{i-1}\right), \quad \text { etc } .
\end{array}\right.
$$

It is clear that any oscillation, or non-oscillation tests applied to $\left(2^{b}\right)$ will be valid tests for solutions of $\left(2^{a}\right)$.

As an example of application of this theorem we prove that the solutions of Mathieu equation
(a)

$$
x^{\prime \prime}(t)+(\alpha+\beta \sin t) x=0
$$

are oscillatory if $\alpha>-\left(\beta^{2} / 2\right)$.
We introduce $\Phi_{1}(t)=\beta \sin t$.
Hence

$$
\begin{aligned}
& \sigma_{1}(t)=\exp (4 \beta \sin t)\left[\alpha+\beta \sin t+\beta^{2} \cos ^{2} t-\beta \sin t\right] \\
&=\exp (4 \beta \sin t)\left[\alpha+\beta^{2} \cos ^{2} t\right] \\
& \int^{\infty} \sigma_{1}(t) \frac{d \tau_{1}}{d t} d t=\int^{\infty} \exp (2 \beta \sin t)\left[\alpha+\beta^{2} \cos ^{2} t\right] d t
\end{aligned}
$$

However if $\alpha>-\left(\beta^{2} / 2\right)$, then

$$
\begin{gathered}
\int_{d}^{d+\pi}\left(\alpha+\beta^{2} \cos ^{2} t\right) d t>0, \quad \text { and } \\
\int_{d}^{d+\pi}\left\{\exp (2 \beta \sin t)\left[\alpha+\beta^{2} \cos ^{2} t\right]\right\} d t=C,
\end{gathered}
$$

where $C$ is a constant independent of $d$. Hence the transformed equation

$$
\begin{equation*}
y^{\prime \prime}(\tau)+\sigma_{1}(\tau) y(\tau)=0 \tag{b}
\end{equation*}
$$

is oscillatory.
(See the 1963 article of Zubova [12] for a discussion of more detailed results concerning the Mathieu equation.)

There are many ways of interpreting Theorem 1. For example, we can restate Theorem 1 in the following way.

Theorem $1^{a}$. If there exists a $C^{2}$ function $f(t)>0, t \in\left[t_{0}, \infty\right)$, such that $\int^{\infty} f^{-1}(t) d t=\infty$ and if

$$
\int^{\infty}\left\{\sigma f-\frac{\left(f^{\prime}\right)^{2}}{4 f}+\frac{f^{\prime \prime}}{2}\right\} d t=+\infty,
$$

then the solutions of (2) are oscillatory.
This result is obtained immediately by identifying

$$
\Phi_{1}(t)=\frac{1}{2} \log f(t)
$$

An application of this result to detect oscillation in the case when $\sigma(t)>0$ for sufficiently large values of $t$, and $\int^{\infty} \sigma(t) d t<\infty$, is obtained
by putting $f(t)=1 / \sigma$ and observing that for sufficiently large values of $t, \log 1 / \sigma$, and $(\log 1 / \sigma)^{-1}$ is defined. Hence on some ray $[\hat{t}, \infty)$ we have the condition:

$$
\int^{\infty}\left(1-\frac{\sigma^{\prime}}{\sigma^{3}}-\frac{\sigma^{\prime \prime} \sigma-2\left(\sigma^{\prime}\right)^{2}}{2 \sigma^{3}}\right) d t=+\infty
$$

as the sufficient condition for oscillation. Since there seems to be no immediate application of such criteria, we shall not pursue this line of reasoning any further.
3. The "speeding up" and "slowing down" of oscillations. We consider the transformation $T: \sigma_{i} \rightarrow \sigma_{i+1}$ as defined by formulas (12) and (13), and the representation $\sigma_{i+1}\left(\tau_{i+1}\right)=\sigma_{i+1}\left(\tau_{i+1}\left(\tau_{i}\right)\right)$.

It is clear that in the cases when we suspect oscillatory behavior we are interested in such transformations with the property

$$
\frac{d_{\tau_{i+1} \sigma_{i+1}}\left(\tau_{i+1}\left(\tau_{i}\right)\right)>\sigma_{i}\left(\tau_{i}\right)}{d_{\tau_{i}}}
$$

for all (almost all) $\tau_{i}$ on some ray $\tau_{i}$ on some ray $\tau_{i} \in[\hat{\tau}, \infty)$. On the other hand if we wish to demonstrate that the equation is disconjugate beyond some point $\hat{\tau}$, we are interested in transformations which reverse the above inequality, i.e. we want the transformation to have the property

$$
\frac{d_{\tau_{i+1}} \sigma_{i+1}\left(\tau_{i+1}\left(\tau_{i}\right)\right)<\sigma_{i}\left(\tau_{i}\right) \quad \text { on some infinite ray }[\hat{\tau}, \infty) . . . ~ . ~ . ~}{\tau_{i}}
$$

This is equivalent to the statement, that we choose $\Phi$ such that

$$
\begin{array}{ll}
\exp (2 \Phi)\left[\sigma+\left(\Phi^{\prime}\right)^{2}+\Phi^{\prime \prime}\right]-\sigma>0 & \text { in the first case, and } \\
\exp (2 \Phi)\left[\sigma+\left(\Phi^{\prime}\right)^{2}+\Phi^{\prime \prime}\right]-\sigma<0 & \text { in the second case }
\end{array}
$$

on some ray $\left[t_{0}, \infty\right)$. We shall say that these transformations "speed up" or "slow down" respectively the oscillation of (2).

Looking at the second inequality, and rewriting it in the form

$$
\left(\Phi^{\prime}\right)^{2}+\Phi^{\prime \prime}+\sigma-\sigma \exp (-2 \Phi)<0
$$

we can regard it as Ricatti's inequality in the variable $\Phi^{\prime}=u$ :

$$
u^{2}+u^{\prime}+p(t)<0, \quad \text { where } \quad p(t)=\sigma[1-\exp (-2 \Phi(t))] .
$$

This inequality can be satisfied on $\left[t_{0}, \infty\right)$ by some $u=\Phi^{\prime}$ only if the equation $y^{\prime \prime}+\sigma(1-\exp (-2 \Phi)) y=0$ is disconjugate on $\left[t_{0}, \infty\right)$.

Example. The choice of $\Phi(t)=(1 / 2) \alpha \log t$ can result in slowing
down of oscillation only if the equation $y^{\prime \prime}+\sigma\left(1-t^{-1}\right) y=0$ is disconjugate on some ray $\left[t_{0}, \infty\right)$.

The following theorem is an immediate consequence of our discussion.

Theorem 2. Let us assume that the equation (2), i.e. $y^{\prime \prime}+\sigma(t) y=$ 0 is disconjugate on some ray $\left[t_{0}, \infty\right)$, on which $\sigma(t)$ is positive. Then there exists a function $\Phi(t) \in C^{2}\left[t_{0}, \infty\right)$ such that a transformation determined by $\Phi(t)$ and defined by formulas (12), (13), or alternatively by formulas (14), (15) below, slows down the oscillation of (2).

Proof. Let us assume that the equation (2) is disconjugate on $\left[t_{0}, \infty\right)$, and $\sigma(t)>0$ on $\left[t_{0}, \infty\right)$. Then there exists a function $u \in$ $C^{1}\left[t_{0}, \infty\right)$, such that $u^{\prime}+u^{2}+\sigma(t) \leqq 0$ for all $t \in\left[t_{0}, \infty\right)$. Hence it is possible to find a function $\Phi(t) \in C^{2}\left[t_{0}, \infty\right)$ such that $\left(\Phi^{\prime}\right)^{2}+\Phi^{\prime \prime}+\sigma(t) \leqq$ $0, t \in\left[t_{0}, \infty\right)$. Let us assume that

$$
\int^{\infty} \exp (-2 \Phi) d t=+\infty
$$

Then the transformation determined by $\Phi(t)$ as defined by (12) and (13) will "slow down" the oscillation of equation (2). If this statement was false, then on some subinterval of $\left[t_{0}, \infty\right)$ we would have

$$
\left(\Phi^{\prime}\right)^{2}+\Phi^{\prime \prime}+\sigma(1-\exp (2 \Phi)) \geqq 0
$$

implying that on this subinterval $-\sigma(t) \exp (-2 \Phi(t)) \geqq 0$, which is impossible.

In the case $\int^{\infty} \exp (-2 \Phi) d t<\infty$ (which is the only remaining case), the Kummer transformation is determined by the formulas

$$
\begin{gather*}
\tau_{i+1}=\int_{\tau_{i}}^{\infty} \exp (-2 \Phi(\xi)) d \xi=\psi\left(\tau_{i}\right)  \tag{14}\\
\sigma_{n+1}\left(\tau_{i}\right)=\exp \left(4 \Phi\left(\tau_{i}\right)\right)\left[\sigma_{n}\left(\tau_{i}\right)+\Phi^{\prime \prime}+\left(\Phi^{\prime}\right)^{2}\right] \psi^{4}\left(\tau_{i}\right) \cdot \tag{15}
\end{gather*}
$$

Again the denial of the condition of "slowing down" of the oscillation involves the inequality

$$
\left(\Phi^{\prime}\right)^{2}+\Phi^{\prime \prime}+\sigma\left(1-\psi^{-4} \exp (-2 \Phi)\right) \geqq 0
$$

which by a repetition of previous arguments would imply

$$
-\sigma \psi^{4} \exp (-2 \Phi) \geqq 0
$$

on some subinterval on which $\sigma(t)>0$, which again is impossible. This concludes the proof.

Note. The referee has pointed out that the idea of iterating the

Kummer-Liouville transformation is not new, and is in fact proposed in the book of R. Bellman [1], pp. 120-122.
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