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#### Abstract

It is easy to expand the definition of a commutative Euclidean domain to non commutative rings with zero divisors. Using such a generalized definition it is proved that matrix rings over Euclidean domains are Euclidean, that left principal ideal domains with finitely many maximal left ideals only, which are assumed to be two sided, are Euclidean and that direct sums of Euclidean rings are Euclidean. It follows from this that semi simple rings with d.c.c. are Euclidean.


P. Samuel in [10] calls a ring $R$ Euclidean if there exists a map $\phi$ from $R$ into a well ordered set $W$ such that the following property is satisfied:
E. For $a, b$ in $R, b \neq 0$ there exist $q$ and $r$ in $R$ such that $a=q b+r$ with $\phi(r)<\phi(b)$.

This definition applies of course to non commutative rings as well, not only to commutative rings as in [10]. If we want to be precise we will say $R$ is left Euclidean for $\phi$. It will be assumed throughout that every ring $R$ has a unit element.

Non commutative Euclidean rings have been considered much earlier. We have the well known examples by Ore [9] and one knows that under additional conditions on the function $\phi$ Ore's examples are essentially the only ones; see [3].
P. M. Cohn in [3] generalized the Euclidean algorithm to apply it to free algebras and transfinite generalizations of the usual Euclidean algorithm satisfying certain additional conditions where considered by Jategaonkar in [6]; see [5] for a transfinite generalization of the weak algorithm.

We will admit rings with zero divisors in this discussion and show that direct sums of left Euclidean rings and $n \times n$ matrix rings over left Euclidean domains are left Euclidean. From this it follows that semi simple rings are both left and right Euclidean. We prove further that a left principal ideal domain with only finitely many maximal ideals which are assumed to be all two sided is left Euclidean.

One concludes as in the commutative case that a left Euclidean ring is a left principal ideal ring. Further it is obvious by considering examples that a left Euclidean ring is not necessarily right noetherian and therefore not necessarily right Euclidean.

We list some results which carry over immediately from [10]. If $R$ is left Euclidean, $b \neq 0$ in $R$ then $\phi(b)>\phi(0)$. Let $R$ be any
ring. We define:
$R_{0}=\{0\}$ and $R_{\alpha}$ by transfinite induction as follows:

$$
R_{\alpha}^{\prime}=\bigcup_{\beta<a} R_{\beta} \quad \text { and } R_{\alpha} \text { is the union of }\{0\}
$$

and the set of all elements $b$ in $R$ such that $R_{\alpha}^{\prime} \rightarrow R / R b$ is an onto mapping.

It is clear that if $R$ is left Euclidean there will be an ordinal $\alpha$ such that $R_{\alpha}=R$.

If on the other hand $R$ is reached by some $R_{\alpha}$ in the above construction one can define a left algorithm $\psi$ by setting

$$
\psi(r)=\beta \quad \text { for } r \in R_{\beta} / R_{\beta^{\prime}}
$$

This smallest algorithm will satisfy the following properties:
(1) $\psi(x)=0 \rightleftarrows x=0$
(2) $\psi(x)=1 \rightleftarrows x$ has a left inverse in $R$.
(3) $\psi(a b) \geqq \psi(b)$ for $a b \neq 0$
(4) $\psi(a)=\inf \psi(b)$ for $b \neq 0$ in $R a \neq 0$.

We will apply the above criterium to prove the following:
THEOREM 1. The ring $R_{n \times n}$ of $n \times n$ matrices over a left Euclidean domain $R$ is a left Euclidean ring.

Let $R$ be a left Euclidean domain for $\phi$. We may assume that $\phi$ satisfies the properties $1-4$ listed above. Every left ideal in $R_{n \times n}$ is a left principal ideal and is generated by an element $M$ of the following standard form: Only the first $k$ rows of $M$ are nonzero. Let $r_{i c_{i}}$ be the first nonzero element in the $i$ th row for $i=1, \cdots, k$. Then we have $1 \leqq c_{1}<c_{2}<\cdots<c_{k} \leqq n$, and the columns to the left of the $c_{1}$ st column are zero, a column between the $c_{i}$ th and $c_{i+1}$ th column has the last $n-i$ elements equal to zero and the columns to the right of the $c_{k}$ th column have the last $n-k$ elements equal to zero.

The elements $r_{j c_{i}}$ are zero for $j>i$ and $\phi\left(r_{j c_{i}}\right)<\phi\left(r_{i c_{i}}\right)$ for $j<i$. If for a matrix $N$ in $R_{n \times n}$ the left principal ideal generated by $N$ is generated by a matrix $M$ in standard form as described above then we will say $N \in A_{r_{c_{1}}} \cdots{ }_{r_{c_{k}}}$ with $r_{i c_{i}}=r_{c_{i}} ; A_{0}=\{$ zero matrix $\}$.

The integers $k, c_{1}, \cdots, c_{k}$ are uniquely determined by the left ideal $I$ of $R_{n \times n}$ and the elements $r_{i c_{i}}$ are uniquely determined up to units in $R$ as left factors. One sees this when one recalls the proof of the fact that $R_{n \times n}$ is a left principal ideal ring. Every left ideal in $I$ is generated by a matrix $B$ in which the first $i-1$ elements in
the $i$ th row are zero, and the element in the $i i-$ position is a generator of the left ideal in $R$ consisting of the elements appearing in the $i$ th column of matrices of $I$ with zero $j$ th column for $j<i$. If this element is zero the whole row can be chosen to be zero. Interchanging rows leads then to the matrix in standard form as described above.

We now order the sets $A_{r_{c_{i}}} \cdots{ }_{r_{c_{k}}}$, and we say that $A_{a_{t_{1}}} \cdots_{a_{t_{k}}}$ is earlier then $A_{b_{s_{1}}} \cdots_{{ }_{s_{k}}}$ if either
(i) $h>k$ or
(ii) $h=k$ and $t_{1}=s_{1}, \cdots, t_{i}=s_{i}$, but $t_{i+1}<s_{i+1}$ or
(iii) $h=k, t_{i}=s_{i}$ for $i=1, \cdots, k, \phi\left(a_{t_{1}}\right)=\phi\left(b_{s_{1}}\right), \cdots, \phi\left(a_{t_{i}}\right)=\phi\left(b_{s_{i}}\right)$, but $\phi\left(a_{t_{i+1}}\right)<\phi\left(b_{s_{i+1}}\right)$.
To prove now that $R_{n \times n}$ is left Euclidean it is sufficient that for a in $R_{n \times n}, 0 \neq b \in R_{n \times n}$ an element $q$ in $R_{n \times n}$ exists such that $a-q b$ is in a set $A_{r_{c_{1}}} \cdots_{r_{c_{k}}}$ which is earlier then the corresponding set of $b$. This will guarantee that the transfinite construction described above reaches eventually the ring $R_{n \times n}$.

We denote by $R^{n}$ the free $R$ left module of rank $n$. If $B$ is an element in $R^{n}$ and $1 \leqq m \leqq n$ we denote with $B^{m}$ the element in $R^{m}$ whose components are the first $m$ components of $B$. As usual, we will say that $A_{1}, \cdots, A_{t} \in R^{n}$ are linearly independent if $\sum r_{i} A_{i}=0$ implies $r_{i}=0$ for all $i$ and $r_{i}$ elements in $R$.

We need a Lemma before we can prove the theorem.

Lemma. Assume three sets $\left\{B_{1}, \cdots, B_{s}\right\},\left\{M_{1}, \cdots, M_{k}\right\},\left\{A_{1}, \cdots, A_{k}\right\}$ of elements in $R^{n}$ are given such that $\left\{B_{1}, \cdots, B_{s}, M_{1}, \cdots, M_{k}\right\}$ is a linearly independent set. Then there exist $\varepsilon_{j}=0$ or 1 for $j=$ $1,2, \cdots, k$ such that $\left\{B_{1}, \cdots, B_{s}, B_{s+1}, \cdots, B_{s+k}\right\}$ is linearly independent for $B_{s+j}=A_{j}+\varepsilon_{j} M_{n_{j}}$.

Assume for a proof that $B_{1}, \cdots, B_{s}, B_{s+1}, \cdots, B_{s+j}$ are constructed and linearly independent for some $0 \leqq j<k$. If $\left\{B_{1}, \cdots, B_{s+j}, A_{j+1}\right\}$ is a linearly independent set, let $\varepsilon_{j+1}=0$ and $B_{s+j+1}=A_{j+1}$. Otherwise we conclude that the rank of the left $R$-module $N$ generated by $B_{1}, \cdots, B_{s}, B_{s+1}, \cdots, B_{s+j}, A_{j+1}$ is equal to $s+j$. If we assume for every $i=1, \cdots, k$ that elements $r_{j+1, i}^{\prime} \neq 0$ and $r_{t, i}$ in $R$ exist for $t=1, \cdots, s+j$ such that

$$
r_{j+1, i}^{\prime}\left(A_{j+1}+M_{i}\right)=\sum_{t=1}^{s+j} r_{t, i} B_{t}
$$

then we conclude that the module $N$ contains a free submodule of rank $s+k>s+j=\operatorname{rank} N$ generated by $B_{1}, \cdots, B_{s}, v M_{1}, \cdots, v M_{k}$
with $v \neq 0$, a left common multiple of the $r_{j+1, i}^{\prime}$ for $i=1, \cdots, k$. This is impossible (as follows from earlier remarks or see [3]) and proves the Lemma.

We are now ready to prove the theorem.
Let $a$ be any matrix in $R_{n \times n}, b$ a nonzero matrix in $A_{r_{c_{1}}} \cdots_{r_{c_{k}}}$. Then there exists a matrix $q^{\prime}$ in $R_{n \times n}$ such that $a-q^{\prime} b=r^{\prime}$ is a matrix in whose $c_{i}$ th column only elements with $\phi$-value smaller than $\phi\left(r_{c_{i}}\right)$ appear. We may assume that $b$ is already in standard form, and we will show that by adding suitable rows of the matrix $b$ to rows of $r^{\prime}$ the resulting matrix appears in some earlier set $A_{s_{n_{1}}} \cdots s_{s_{n_{t}}}$ than $b$.

The following can happen:
(a) $r^{\prime}$ is the zero matrix and we are finished.
(b) The first nonzero column of $r^{\prime}$ is not one of the $c_{i}$-columns, $i=1, \cdots, k$. Then let $B_{1}$ be a row of $r^{\prime}$ with a nonzero element in the first nonzero column of $r^{\prime}$.

Let $M_{1}, \cdots, M_{k}$ be the rows of $b$ and let $A_{1}, \cdots, A_{k}$ be any $k$ rows of $r^{\prime}$ different from $B_{1}$. Then we can apply the lemma and we obtain a matrix

$$
r^{\prime}-q^{\prime \prime} b=r
$$

which has rank at least $k+1$.
(c) The first nonzero column of $r^{\prime}$ is the $c_{i}$ th column for some $1 \leqq i \leqq k$. Choose $B_{1}$ as any row of $r^{\prime}$ with a nonzero element $y$ in the $c_{i}$ th spot. Let $A_{2}, \cdots, A_{i}$ be any $i-1$ rows of $r^{\prime}$ different from $B_{1}$ and let $M_{1}, \cdots, M_{i-1}$ be the first $i-1$ rows of $b$. Set

$$
B_{e+1}=A_{e+1}+M_{e}
$$

for $e=1, \cdots, i-1$ to obtain a linearly independent set

$$
\left\{B_{1}^{c_{i}}, \cdots, B_{i}^{c_{i}}\right\} .
$$

We distinguish now two subcases:
(i) $c_{i+1}=c_{i}+1, \cdots, c_{i+e}=c_{i}+e$, but $c_{i+e+1}>c_{i}+e+1$.

We consider $B_{1}^{w}, \cdots, B_{i}^{v}, M_{i+1}^{w}, \cdots, M_{i+e}^{w}$, i.e. elements in $R^{w}$ for $w=$ $c_{i}+e$, where $M_{j}$ is the $j$ th row of $b$.

Choose any $e$ rows of $r^{\prime}$ different from $B_{1}, A_{2}, \cdots, A_{i}$ and obtain by the lemma $B_{1}, \cdots, B_{i}, B_{i+1}, \cdots, B_{i+e}$ such that $\left\{B_{1}^{w}, \cdots, B_{i+e}^{w}\right\}$ is a linearly independent set.
(ii) $c_{i}+1<c_{i+1}, c_{i+2}=c_{i+1}+1, \cdots, c_{i+h}=c_{i+1}+h-1$, but $c_{i+h+1}>c_{i+1}+h$.
In this case consider $B_{1}^{w}, \cdots, B_{i}^{w}, M_{i+1}^{w}, \cdots, M_{i+h}^{w}$ as in (i) but for $w=c_{i+h}$. Choose any $h$ rows of $r^{\prime}$ different from $B_{1}, A_{2}, \cdots, A_{i}$ and obtain by the lemma $B_{1}, \cdots, B_{i}, B_{i+1}, \cdots, B_{i+h}$ such that

$$
\left\{B_{1}^{w}, \cdots, B_{i}^{w}, B_{i+1}^{w}, \cdots, B_{i+h}^{w}\right\}
$$

is a linearly independent set.
Repeating step $c$, (ii) we can build a matrix $r$ with

$$
r=r^{\prime}-q^{\prime \prime} b
$$

which is contained in an earlier set $A_{s_{n_{1}}} \cdots_{s_{n_{t}}}$ than $b$. This proves the theorem.

Corollary. If $R$ is a division ring then $R_{n \times n}$ is left (and right) Euclidean with $\phi(M)=n-\operatorname{rank}(M)+1$ if $M \neq 0$ and $\phi(0)=0$.

The proof of the next result carries over from [10], Prop. 6 to the non commutative case:

Theorem 2. The direct sum of finitely many left Euclidean rings is left Euclidean.

We obtain with the corollary to Theorem 1:
Corollary. A semi simple ring $R$ is left (and right) Euclidean.
Finally, we prove a non commutative version of Prop. 5 in [10].
Theorem 3. A left principal ideal domain $R$ with only finitely many maximal left ideals which are assumed to be two sided is left Euclidean.

In order to prove this theorem we have to recall certain results from Chapter III in [8].

Let $R$ be a ring satisfying the conditions of Theorem 3. The prime ideals of $R$ contained in one of the maximal ideals $M_{i}$ are the transfinite powers $M_{i}^{\omega^{\alpha}}$. If for a prime ideal $0 \neq P=M_{i}^{\omega^{\alpha}}$, then $\alpha$ is uniquenly determined. We say $P$ has $M_{i}$ weight $\alpha$ and we say $P$ has weight $\alpha$ if $\alpha$ is maximal among the $M_{i}$-weights.

Using the fact that two prime ideals $P_{1}$ and $P_{2}$ with $P_{1} \nsubseteq P_{2} \nsubseteq P_{1}$
commute and that $P_{2}^{\prime} P_{1}^{\prime}=P_{2}^{\prime}$ for prime ideals $P_{2}^{\prime} \subseteq P_{1}^{\prime}$ one can write every non unit $a \neq 0$ in $R$ as a product of prime elements, i.e. elements that generate prime ideals $\neq(0), \neq R$, in a certain standard way; or in Jategaonkar's language:

$$
a=p_{1} \cdots p_{n} \quad \text { such that }\left(p_{1}, \cdots, p_{n}\right)
$$

is an admissable set of prime elements.
Such a factorization is unique up to permissible rearrangements and associates. $R$ is left Euclidean for $\phi$ defined by

$$
\phi(\alpha)=\omega^{\alpha_{1}} m_{1}+\cdots+\omega^{\alpha_{k}} m_{k}
$$

where $m_{i}$ is the number of primes of weight $\alpha_{i}$ in a standard factorization of $a ; \phi($ unit $)=0, \phi(0)=-1$.

To prove this consider any two elements $a, b \neq 0$ in $R$. If

$$
R a+R b=R
$$

no common prime appears in any standard factorization of $a$ and $b$.
Assume $\left\{M_{i}^{\prime}\right\}=\left\{M_{i} ; a \in M_{i}\right\} ;\left\{M_{j}^{\prime \prime}\right\}=\left\{M_{j} ; b \in M_{j}\right\}$ and let $p_{1}, \cdots, p_{k}$ be generators of the maximal prime ideals different from all $M_{i}^{\prime}$ and all $M_{j}^{\prime \prime}$. We conclude that $a-p_{1} \cdots p_{k} b$ is a unit and we are done. (We excluded the trivial cases $a=0$ or $b$ a unit.)

If now $R a+R b=R d=R b$ we are finished again and only the case $R a+R b=R d \supsetneqq R b$ remains.

Then $a=a_{1} d, b=b_{1} d$ and there exists $q$ in $R$ and a unit $u$ such that

$$
a_{1}=q b_{1}+u ; \text { it follows that } a=q b+u d \text { and } \phi(u d)<\phi(b) .
$$

This last inequality is true since $\phi(p d)>\phi(\alpha)$ for any prime element $p$ in $R$.

A special class of rings which satisfy the conditions of Theorem 3 are the non commutative Krull domains with finitely many defining overrings only. For examples see [2], and for examples of local rings in which primes of arbitrary weight appear see [6].

It follows further from the results in [1] that rings in which all left ideals are inversely well ordered by inclusion are left Euclidean rings. This expands at least for the local case the result in Theorem

3 to certain rings with zero divisors.
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