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THE CLASS OF RECURSIVELY ENUMERABLE
SUBSETS OF A RECURSIVELY
ENUMERABLE SET

Louise Hay

For any set a, let A~ denote the index set of the class
of all recursively enumerable (r.e.) subsets of a (i.e., if
{Wi}:=0 is a standard enumeration of all r.e. sets, A% =
{x| W, c a}.) The purpose of this paper is to examine the
possible Turing degrees of the sets A« when « is r.e. It is
proved that if b is any nonrecursive r.e. degree, the Turing
degrees of sets 0A* for a r.e., acb, are exactly the degrees
¢ > 0’ such that ¢ is r.e. in b.

Index sets of form A~ appear to have useful properties in the
study of the partial ordering of all index sets under one-to-one
reducibility. For instance, in the case where « is a nonrecursive
incomplete r.e. set, the index set #A* was used in [1] to provide an
example of an index set which is neither r.e. nor productive. In [2]
it is shown that if the Turing degree of « is not =0’, then the set
0A~ is at the bottom of ¢ discrete w-sequences of index sets (i.e.,
linearly ordered chains of index sets such that no index sets are
intermediate between the elements of the chain.) In particular, such
a set A~ has at least two nonisomorphic immediate successors in
the partial ordering of index sets.

It is natural to ask: What relation, if any, exists between the
Turing degree of « and that of 64%? In the case where a is co-r.e.,
it is easy to see that neither degree determines the other, since GA*
is r.e. and hence has degree 0 or 0’ (by Rice’s theorem [5]), inde-
pendently of the degree of «; while both 0 and 0’ contain sets §A~
for 0. In this paper it is shown that when « is r.e., the
situation is similar, though more complicated. It was shown in [3,
Theorem 1] that if g is a complete r.e. set, then A4 is a complete
T} set. On the other hand, C. G. Jockush, Jr. has constructed an
example (unpublished) of an effectively simple set v such that AT
has degree 0. Since B and v both have degree 0’ [4], this shows
that when a is r.e., the degree of « need not determine that of 6A=~.
The main result of this paper shows that these examples are extremal
cases of the fact that when « is r.e., the degree of A% can take on
all possible values within certain obvious restrictions. More precisely,
we prove the following:

THEOREM. Let b be a nonrecursive r.e. degree. Let
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Z, = {c|Aa) (ac b and A*€ c},
Z, = {c|(Qa) (@ is r.e. and acb and A€ ¢},
s ={cle=0 and c is r.e. in b}.

Then &, = &, = B,

Proof. Clearly <%, c <#. It is thus sufficient to prove that
B, C By C B

P, #,: Assume acb and 6A“cec.
Since 04% = {x| W,n& = @}, A" is r.e. in a so ¢ is r.e. in b. Since
b>0, a+* @ or N, so §A* is a nontrivial index set which, by the
proof of Rice’s theorem [5, Theorem 14-XIV] implies K < ;6A* (where
K denotes the complete r.e. set). So ¢ =0'. Since ¢ was arbitrary,
this shows <, c .

The remainder of this paper is devoted to proving that <z, c <.
We assume that ¢ = (', ¢ r.e. in b, and describe the construction of
an r.e. set a such that a¢eb and A% c.

2. Preliminaries. The notation is that of [5]. Given B r.e.,
nonrecursive, and v r.e. in B, 0’ < ,7, we require an r.e. set @ such
that a=,8 and 6A*=,v. We attempt to achieve this as follows:

(a) to get B < ,a, we “code” g into «;

(b) to get a < ;B, we arrange that an odd integer y is put into
a only when some x < y has just appeared in 8. (The idea here is
similar to that used in the proof of Theorem 2 of [7].);

(e) to get v < ,0A4% we define a sequence {S,},s, of r.e. sets such
that the index of S, is recursive in A% and ecv— S,N @ = O;

(d) to get 64 < v, we try to “preserve” nonempty intersec-
tions W, N & whenever they occur during the construction.

These requirements evidently conflict, and priorities must be as-
signed, in the manner of [6].

The fact that v is r.e. in 8 will be used in the following way:
Let {D,};~, be the canonical indexing of finite sets; <z, ¥) is a stand-
ard recursive pairing function with recursive inverses m, 7w, and

<x’ Y, U, ’U> = <<<Q7, y>9 u’>) ’U> ¢

LemmA 1. If v is r.e. in a set B, thenm there is a recursive
Sfunction f such that for each x,xe€v <« (32) (2€ Wy, and D.., C B
and D.,., C B).

Proof. Let v = WZ/. Then in the notation of Chapter 9 of [5],
rxey—xe W — pi(x) is defined — (3y) Qu) (Iv) Kz, y, u, v) € W,,, and
D,c g and D, c B) where p{e) is a recursive function of e. Let

V = {<u5 ’U> l (3y)(< (L', yy u’ ,U> € WP(e))} *
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Then V is an r.e. set, whose index can be uniformly computed from
x; so there is a recursive function f such that V = W,,, and

xevy — (u) 3v) u,vye V and D, B and D, B)
——(32) (€ Wy and D, ., g and D, CB) .

DEFINITION 2. Let g be a recursive function such that {D,.}izo
is a recursive partitioning of the positive even integers into disjoint
finite sets such that |D,;| =17+ 1 for each < (e.g., let D,,; =
{2 +1+2k|0<k<i+1}). Let e, =e(x) be a recursive function
such that e, = the unique ¢ for which 2z ¢ D,,.

3. Construction. « will be constructed in stages, a = U, a,
where «, is the finite set of integers which has been put into a by
the end of stage s. If W is r.e., W* will denote the result of
performing s steps in some fixed enumeration of W; in particular
W= o.

We define «, and auxiliary recursive funections ¥ = y.(s) and
z: = z,(s) and a partial recursive function i(y) by simultaneous recur-
sion. If ¢ > 0, y: serves to witness that e c v, while 2 witnesses that
W.Nna+ @.

Stage 0.
o, = {0}, . = 2. = 0.

Let C,={2[2>0 and (Fe) @), =y \V2z=2Y)}; so C,= Q.
Assume inductively that C, is finite and that %™ > 0 implies ¥ is
odd and A(y:™) is defined, for all e.

Stage s > 0, s = 1 (mod 3).
Let

E,={y|(3») (y = 2v and ¢, =< s and ¢, € B° and (Y1), (y # 2i7)}
Os = {y ; ae)eés(y = 'yz—l and -Drtz(h(y)) N 183 ES @} .

Let a, = a,_, UK, UO,., If z27'e K, let z2 = 0. Otherwise, let
2=z If yyeO, let y: =0. Otherwise, let y: = y:.

Stage s > 0, s = 2 (mod 3).
Let a, = a,_;. For each ¢ < s (if any) such that
(a) 2 =0 and
(b) (32 (ze W:Na, and (vVi);<. (z %= yi™*) and
(V@)oc: (2 = 20— ¢, > €)) ,
let z; = the least such z. For all other ¢, let 2z = 2z:7'. If 37 = 22
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for some ¢ < j, let y; = 0. Otherwise let y; = y;™".

Stage s > 0, s = 0 (mod 3).

Let a, = a,_,, 22 =2z for all e. Let F,={ele<sand yo' =0
and (3v) (ve Wi, and D..,, Cp and D, CB)). If e¢F, let
y=y"' If F,=+ @, let F,={ky,k, -+, k,}, n=0, k; <k; for
© < j. Define y;, inductively as follows: assume y;, has been defined
for all j <. Let x; = least » such that xe W;,, and D, ., cpg°
and D,,., C 8°, yi, = least odd ye a, such that

y > max (Dﬁl(z,;) U D”z(xi) U CS U {y;cj ’j < i}) .

Define h(y;,) = «; for each 7 < n.

It is easily verified for all three types of stages that C, is always
finite, since new nonzero values are assigned to z: and y: for at most
s + 1 values of e. For the second inductive assumption, it suffices
to note that new nonzero values of y: are defined only if s = 0 (mod 3),
and that each new value y: > 0 is odd and Ai(y;) is defined. That A(y)
is well defined will be proved below.

It is clear that « = U,.E. U U.0, U {0} is r.e. We note for later
use that O, consists of odd numbers and E, of even numbers, so that

(1) O<y=2xcea——(3s)(s=1(mod3) and yc E,),
(ii) y odd, yea——(3s) (s =1 (mod 3) and y<O0,) .

4. Proof of Theorem.

LEMMA 3. For all e and s,

(a) If vy + y: then either (i) s = 0 (mod 3), ¥:™* > 0 and y; = 0,
or (ii) s =0(mod3), ¥ =0 and y; > 0.

b)) If y=9y">0 and y; # vy, then either (31);c(y = 2) or s=1
(mod 3) and ye O,.

() If y: >0, then either (1) (Vt) (t > s—yi =y or (ii) ¢f ¢ =
least t > s such that y: =+ y: them y) =0 and (Vs) (s >t —y ' =0
or y.' > ¥.).

(d) If s<tand 0<y:=1y, then (V) (s <t <t—y) = y).

(e) If lim, y: ewists and lim, yi =y > 0, then (Vs) (Vi) (y = v;
and s < t—y = yi).

Proof. (a) is clear from the construction.

(b) Assume y =yt >0, y:*y. Then by (a), s = 0(mod 3).
If s=1(mod3), then ¥+ ¥ only if y:'€O,. If s=2(mod3),
then %5 # y:™* only if y = y3™' = 2z} for some ¢ < e.

(¢) Assume y =y > 0. If (i) fails to hold, let ¢ be the least
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t>s such that 9:= 1y thus ¢ >s and 0 <y =9 =y!" =y’
Then by (a), ¥, = 0. Suppose (ii) fails to hold; then for some s > ¢/,
0<y ' <y. Let s be least. Then s’ —1=¢ and ' ' =0 or
¥yt >y >0. So yl #y’ " and it follows by (a) that s = 0 (mod 3)
and ¥ ' = 0. Buts' >t > s implies that y = y: e C,,, while %" = ¢
implies % > max C,.. So ¥ >y, which is a contradiction. So (ii)
must hold.

(d) Let s<t and 0 < ¥ = y!. Suppose that y! # y; for some
t', s<t’'<t and let ¢’ be least. Then by (¢), ¥ =0, and t >t >s
implies y: =0 or ¥, > y:, both contrary to hypothesis. So ¥ = y!
implies ! = ¥ for all ¢/, s <t < t.

(e) Assume lim,y: =y >0 and v = y:. Suppose that for some
t>s, yt + vy, and let ¢ be least. Then by (¢), y2' = v for all s’ >t
which contradicts the assumption that y = lim, y:.

LEMMA 4. For all e and s,

(@) y: > 0 implies y; € «,.

(b) If v > 0 and ¢ + e, then y: # y' for all t.
(¢) If y=y; >0, then h(y) is well-defined.

Proof. (a) Assume y = y: >0, and let s’ be the least ¢ such
that y = .. Then 0 << s"<s, and ) ' # ¥y =y > 0. So by Lemma
3(a), ¥y =0 and s’ = 0 (mod 3). By the construction, y&' > yi'!
implies y¢ €a,. Now assume yeca,, and consider the least ¢ such
that yea,. Clearly s <t<s, yea,, and ¢t =1 (mod3). Now y =
¥ >0 is odd, so y¢ F, U a,_.. So yeca, implies y€ 0,. By Lemma
3(d), 2= and ¥ <t—-1<t<s implies y " =y, =y. But by
the construction, ¥ = '™ e O, implies ¥y = 0 = y, which is a contra-
diction. So yea,.

(b) Assume y;>0 and ¢’ e. Clearly if %! =0 then %! =+ ¥; so
assume 3, > 0. Consider the least s’ such that y: = y and the
least ¢ such that y! =y!. Then s =t =0(mod3), ecF, and
ecF,. If ¢ <t then y*eC,, so by the construction,

Yo = Yo > Y =Y .

If & > ¢, thenyeC,,s0 y5 =y >yl =y.. If & =1t,thene e’ eF,,
e=1Fk;, e =Fk; for i=j. If e <e then 7 <jandy =y ey li<J}
while yi, = ¥y > max {yj [ < j}, so y., > yi. By symmetry, if ¢’ <e
then ¢ > y%. Thus in any case, ¢ # ¢’ implies y; = ¥..

(¢) First note that by the construction, h(y) is defined if and
only if there exist ¢, s such that 2 = 0and y = ¢ > 0. In particu-
lar, if y = ¢ > 0, h(y) is defined since if s’ is the least ¢ such that
y =y, then y'=0. To show h(y) is well-defined, it suffices to
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show that there exists at most one pair ¢, s such that y = y: and
y: ' = 0. Suppose y = y: = y: where y' =yi"'=0. Since y >0,
ys = y; implies ¢ = ¢, by part (b) of this lemma. If s= ¢, say s <¢,
then s<t¢t—1<t. But then by Lemma 3(d), v =y =0=y
implies y: # y. = yi, contrary to hypothesis. This completes the
proof.

DEFINITION 5. Let 7(x) = the least ¢ such that
(Vz)zéa:(z € :8 —z€ Bt) .

Then z(x) is defined for all z, and z(x) is evidently recursive in g.

LEMMA 6. If t=1(mod8), y=%">0 and D, NG # O,
then t < t(y) + 3.

Proof. Assume the hypothesis. Let s” be the least s such that
y =19y and let x = h(y); = is well-defined by Lemma 4(c). Then
e<s <t ¢ =0(mod3) and, by the construction, D, 5" and
y =y’ >maxD_,. By hypothesis, D_ ., N B +# @; let 2z be any
element of D, N Z. Then zeD.,, implies 2 <y, so that zep,
z¢ B implies 8" < 7(y). Now suppose ¢ = 7(y) + 8, and let s =t — 3.
Then s =7(y) >s'=e and s=t=1(mod3). Also s=1z(y) implies
zep’, so D, NB # @. By Lemma 3(d), 0<y =y =y." and
s <s—1<s<t—1 implies ¥ = y: = y. But by the construction,
e=s and y=y"" and D.,, N B # © implies y:"cO,, so that
ys = 0 = y. Since this is a contradiction, we conclude t<z(y) + 3.

LEMMA 7. Assume y is odd. Then yea if and only if

(3t)ccn+5(F€)es, (6 =1(modB) and y = y.™ and D.puy, N B+ D).

Proof. By the construction, if y is odd then
yea—— () {t =1 (mod 3) and y< 0,
—— (3t) (Fe),<, (t= 1 (mod 3) and y = ¥/~ and
Doy NGB # @) -

By Lemma 6, such a ¢ can be bounded by z(y) + 3, which proves
the lemma.

LEMMA 8. For all 1 and s,
(@) If 2z >0 and 2+ 2", then s=1(mod3), zi=0 and
e FE, Ca,.
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b Ifz=2x>0, 1<e, and z = 2}, then z = 2t for all t = s.

Proof. (a) Assume z"' >0 and z;=+2z'. If s=0(mod3),
then z{ = zi~* for all 4. If s = 2 (mod 3) then z; + z{™' only if 2z;=* = 0.
It follows that s =1 (mod 3). But then z; # z;~' only if 2{™'¢ E, C a,,
and in that case z; = 0.

(b) Assume z=2x>0, ¢t <e, and z=2,. Suppose (It) (¢t > s
and 2!+ 2i), and let ¢ be least. Then 0 <z = 2"+ 2 so by (a),
t=1(mod3) and ze E,. But this implies that (32') (z = 22’ and
(Vi)ico, (2 # 271)). Clearly o' = », so (V1)< (2 # 2i™") which is a con-
tradiction. So z = 2! for all ¢t > s.

DEFINITION 9. Define functions a(y), o’(y) as follows:

(a) If y is odd, o'(y) = 0.

(b) If y=2x and e, 2B, o'(y) = 0.

(¢) If y =22 and e, € B, 0'(y) = least s such that e, e g

(d) If o’(y) = 0 then o(y) = 0.

(e) If o'(y) > 0, then o(y) = least s = max{e,, ¢’(y)} such that
s = 1 (mod 3).
It is clear that o, ¢’ are defined for all y and that a(y) > 0 if and
only if ¥y =2x and e,€ 8. Since ¢, is a recursive function of x, ¢’
and ¢ are recursive in g.

LeMMA 10. Assume y = 2x > 0. Then yea if and only if
c.e 8 and o(y) > 0 and (Vi) (y # 7).

Proof. (<). Assume e,€ B and o(y) > 0 and (Vi) (y # 277
Then by Definition 9, ¢, < d(y) and e,e 87 < 5°*. Then by the
construction, since o(y) = 1 (mod 3), y€ E,,, C &y, S0 Y E a.

(—). Assume yca. Then since y > 0 is even, y€ E, for some
s, s =1 (mod 3); so e,€ 8, e, = s and (Vi) (¥ # 27"). So in particu-
lar e, € B, and, by definition of g(y), 0 < o(y) < s. Suppose that for
some t < e,y = 2”7, Then by Lemma 8(b), y = 2{™", since

s—1=o0@w — 1.
But this is a contradiction, which proves the lemma.

LemmA 11, a < ,8.

Proof. We show how to decide membership in «, recursively in
B. If y =0, then yea, by Stage 0 of the construction. Suppose
y > 0.
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Case 1. y is odd.

Then by Lemma 7, yea if and only if (3t),c.yss (A€)e<: (=1
(mod 3) and y = ¥ and D,y N B # &). Now for fixed ¢, y it can
be decided recursively whether ¢ = 1 (mod 3) and whether y = y:™
for some e < t, since y: is a recursive function of s. If y = ¢!,
then h(y) is well defined by Lemma 4(c), and it can be decided re-
cursively whether D, ., N 8" # @. So yea— (3t)c.y+:R(t, y) where
R(t, y) is a recursive predicate. Since, as noted in Definition 5, z(y)
is recursive in B, the question of whether yea can be decided,
recursively in g.

Case 2. 1y is even.

Then by Lemma 10, y = 2¢ implies that yea if and only if
e.€ B and o(y) > 0 and (Vi) (y # 2i7). For y = 2z, whether ¢,€ g
can be decided recursively in B, since e, is a recursive function of
v. If e ¢pB, then yea. If e €pB, then o(y) > 0 can be computed
recursively in g, as noted in Definition 9. Since 2; is a recursive
function of s, the membership of the finite set D = {2797 |7 < e,}
can be completely determined, once o(y) is known. Then

yea—yeD.
LEMMA 12. For all e,ec 8 — D,,, N @ # O.

Proof. (<). Assume D,,Na+ @. Let yeD,,,Na. Then
ye D, implies y is even, y > 0, and, as remarked above, y€ a im-
plies y € E, for some s. So y = 2z for some z such that ¢, € g, i.e.,
y = 2x€ D,;, where 1€ 8. But by definition of g, D,,, N D,; #* O
implies 7 = ¢; so e€ .

(—). Assume e¢c B, and let ¢t =1 (mod 3) be so large that ¢ > e
and ee g’ Now by the definition of g, D,, has e 4+ 1 elements,
while {z{™' |7 < ¢} has at most e elements. So D,,, — {#i |1 < e} = @.
Let y=2xeD,, — {1 <e,}. Then y >0, and by definition
of e,e,=e So e, =t ecp and (Vi) (y# 2"). This implies
yeE Cca,, and yeD,,, Na .

LEemMmA 18. B =,
Proof. By Lemma 12, g is in fact truth-table reducible to a.
LEMMA 14. For all 1, e and s, 22 > 0 implies 25 = y.

Proof. By induction on s. Since 2! =0, the lemma holds
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vacuously for s = 0. Assume that for all 7 and e, 22 > 0 implies
227t = yi7Y, and assume y: > 0.

Case 1. s = 0 (mod 3).
Then 2 = z:™', which implies 2. > 0. Then by the induction
hypothesis, 2:7* == yi~* for all 4. If y? = yi™, then

Zo=2TF YT =yl

If yi = y;™', then by the construction, z: = 2:~'e Cy while ¢ > max C,.
So in either case, 2¢ = y:.

Case 2. s =1 (mod 3).

By the construction, z: = z:™* implies z¢ = 0 and ¥ # ¥y implies
y: = 0. So z: > 0 implies 22 = 257! 5= yi™*, by the induction hypothesis.
If yi=' = yg, clearly z:+ yi. If y° =% yi* then y; = 0 so y; # 2 since
z; > 0.

Case 3. s = 2 (mod 3).

For each %, either y; =y or y; =0. If =0 then ¥+ z:.
If y: = yi, then y; = 2 implies 5! = z:. If z: = z:™* this contradicts
the induction hypothesis, since in that case 2:™* > 0. So z{ = yi = yi™*
implies 2 # 22! which by the construction implies z¢ satisfies

(V1)iso(ze # yi™) -

So z: = y5' implies © > e. But by the construction, z: = ¥ for ¢ > e
implies % = 0 which contradicts the hypothesis that y; =2 > 0. So
Y5 = yi' implies 2: # yi. This completes the proof of the lemma.

LEMMA 15. For all e and ¢t, if 2. > 0 then
(a) zeW.Na,

and
(b) 2. = 2x implies e, > e.

Proof. Assume z = z! > 0, and let s’ be the least s such that
2z =2, Then 28 =z, s <t and, by the construction, s’ = 2 (mod 3),
ze W Nna, and z = 2x implies e, > e. It remains to show zea,.
Suppose not, and let ¢ = the least s such that zea,, s <t <t
Then ¢ =1(mod3) and ze E,, U O0,. We claim that if z = 2!’ then
2= 2 for all s =t. Assume otherwise; i.e., z # 2!’ but z = z¢ for
some s> 1. Let s be least. Then s> ¢, 2% 2=12;>0. Then
s=2(mod3) and 2. =ze W:Na,. But s>t implies zea, Ca,,
which is a contradiction. So z = 2! implies z = 2 for all s = ¢’; so
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in particular ¢t = ¢ and z # 2! implies z = 2:. But since by hypothesis
z =z, it follows that z = z!. Now by the construction, ¢ =1
(mod 3) and z!"'= 2! implies 2¢’ = 0. Since z = 2/’ > 0, if follows
that 20 =2 = 2. So 2/~ = z¢ E,, which implies ze€ O,. But then
2z = 2" =y for some 17, which contradicts Lemma 14. So ¢ can-
not exist, and zea,.

DEFINITION 16. 2z is permanently restrained by e if z > 0 and
z = lim, z:.

LEMMA 17. For all e,
(a) If z is permanently restrained by e, then z€ &.
(b) If z is permanently restrained by e, then

(V) (Vi) (z =z and t >s— 2z =2).

(e) At most one z is permanently restrained by e.
(d) If z ==z and z€ &, then z is permanently restrained by e.

Proof. (a) Assume z is permanently restrained by e. Then
z> 0 and z = z¢ for cofinitely many s. By Lemma 15(a), this implies
zc a, for cofinitely many s. So zea.

(b) Assume z is permanently restrained by e and z = z{. Suppose
(3t)(t>s and 2z~ 2!) and let ¢ be least. Then ¢ > s and z = z/7' = zl.
Then by Lemma 8(a), since z!™' = z > 0 this implies z € a, which con-
tradicts (a). So (Vi) (t > s —z = z)).

(c) Suppose z is permanently restrained by e. Then z = z: for
some s, and by (b), z = 2! for all ¢ > s. If 2’ is permanently restrained
by e, then 2z’ = 2! for cofinitely many ¢. Then in particular 2z’ = 2!
for some ¢ > s, which implies 2’ = z.

(d) Assume z = 2z and zed@. Since O0ca it follows that z > 0.
Suppose that (3t) (t > s and z = 2!) and let ¢ be least. Then 0 < 2z =
z2i7' = zi. Then by Lemma 8(a), z = 2" € a, contrary to hypothesis.
So (Vi) (t > s—z = 2¢), i.e., z = lim, 2 and z is permanently restrained
by e.

LEMMA 18. For all ¢ and z,

(a) lim, z: ewists.

(b) If z(e) = lim, z:, z(e) is recursive in 0.

(¢) =z is permanently restrained by e if and only if z = z(e) and
z(e) > 0.

Proof. Fix e. Since D,; is finite for each ¢, there exists ¢
such that (Vi);c, (D,y N & = Dy, N ). Let t(e) be the least such ¢;
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t(e) is recursive in 0’ since « is r.e. and ;<. D,; is completely
known from the canonical indexing. Define a function 7(e) by

re) =1 if (3s)(s=te) and 2 > 0)
=0 otherwise.

Then since t(e) can be computed recursively in 0’ and 2 is a recursive
function of s, r(e) is also recursive in 0.

Case 1. r(e) = 0.
Then (Vs) (s = t(e) — z; = 0). Then 0 = lim, z; = 2.

Case 2. r(e) = 1.

Then (3s) (s = t(e) and z: > 0). Let s(e) be the least such s.
Then s(e) is recursive in (', since s(e) can in fact be computed recur-
sively, given t(e). Suppose (3t) (¢ > s(e) and z! = 2:’), and let ¢ be
least. Then t > s(e), 0 < 25 = 2!~ + z!. By Lemma 8(a), this implies
2! = zi7'e F,. Then by definition of E, it follows that (Iz)(z: = 2z
and (Vi) (25 # 2i™)). Since 2 = z!™', this implies ¢ = ¢,. But
by Lemma 15(b), 2:® = 2x implies e, > ¢, which gives a contradiction.
So z:@ = 2zt for all ¢t = s(e), and 2:¥ = lim, 2:.

Thus (a) holds in either case. Define

z2(e) =0 if 7 =0
=35 if rle=1.

As shown above, z(e) = lim, z¢ for each ¢, and z(e) is recursive in 0’
since r(e) and s(e) are, which proves (b). (c) is an immediate con-
sequence of Definition 16 and the definition of z(e).

LEMMA 19. For all e, ecv if and only if lim, y; = y ewists and
YE X,

Proof. («~) Assume y =lim,y: and ye&. Then y > 0 since
Oca. Let ¢ be the least s such that y = y3. Then by the construc-
tion, ¢ = 0(mod 3), e <t and « = k(y) implies D, ,, <A and D, ,,CA".
Suppose e¢~v. Then by Lemma 1, e Wy, and D, C g implies
D.,.,N B+ @, so there exists s’ >t such that D, N 8" # @. Let
s’ be least, and choose s” = s’ such that s” =1 (mod 3). By Lemma
3(e), 0 <y =1lim,y: and y = ¢, implies y = y: for all s=1¢; so in
particular §” >s" —1=s — 1=t implies y ="' =y But
§" =z 8" >t also implies ¢ < 8” and D, ., N B # @. So by the con-
struction y = 2" e 0,., and y¢' = O # y, which is a contradiction.
So e€.



178 LOUISE HAY

(—) Assume ec~v. Then by Lemma 1,

(3x) (we W, and D, ., C g ane D, CB). Let =z, be the least
such z, and let s’ be the least s such that x, € W3, and D, (z,) C g".
Clearly «,€ W3,, and D, ,C g and D,,,,,C g for all s>s'. Since
x, is least,

(Vx),;<xe(me Wf(e) and Dnl(x) - B -_— Dnz(z) ﬂ B - @) .
Let s” = s’ be large that
(Vx)”<“’e(w € Wf(E) and Dzl(a:) c B ? Dnz(x) N ,88” * @) .

Now by Lemma 18(a), lim, z: exists for all 7. Let m(¢) be a function
such that 2z = lim, 2, i.e.,

(V9) (Vs) (s = m(1) — 2; = 27'7) ,

and choose t = s”, max; ., m(7).

Case 1. (Vs)(s=t—y: > 0).

Then y! >0 so by Lemma 3(c), for all ¢ > s either y: = %% or
y. =0 for some ¢/, s < t' < ¢ Since by assumption the latter does
not happen, it follows that ¥ = lim, ¥%, ¢ > 0.

Case 2. (3s)(s =t and y: = 0).

Let ¢ — 1 be the least such s; so ¢’ >, ¥y~ = 0. By the con-
struction, if ¢ %= 0 (mod 3) then ¢! =0 also; so we may as well
assume ¢ = 0(mod8). Then since ¢ >t=s", x, is the least =
satisfying: 2 e W}, and D, ., C 8" and D, ,, C B8". Since y!'~ = 0 then
by the construction 2! =, Y >0 and z, = h(y)); let y = 4.
Assume y = lim, y¢; i.e., y¢ = y. for some s >t'. Let s be least;
then s> ¢, and y = 9" = ¥y # 9. Then by Lemma 3(b) either
y€ O, or y = z{ for some © <e. But yeO, only if D, ), N B # .
Since h(y) = xz, and D,TMCE this cannot happen. So y¢ O, which
implies y = 2 for some 7 < e. But by Lemma 14, 0 < y = y:* implies
y=27" 8o 1<e and 2zt 2. But s>t >t > max;. m(), so
s — 1 = m(1) which implies z{ = 2i' = 2? which is a contradiction.
It follows that y = lim, 4, where y > 0.

Thus in either case ec v implies lim, ¥ exists and lim, =y >0.
To show yea, it suffices to observe that by Lemma 4(a), % >0
implies y: € «,; so ye @, for cofinitely many s, which can happen only
if yea.
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LEMMA 20. Let

yle) =0 if egn,
= lim,y: if ee.

Then y(e) 1s defined for all e, and y(e) is recursive in 7.

Proof. It follows from Lemma 19 that y(e) is defined for all e.
To compute y(e) recursively in v, ask first whether ecv. If not,
y() = 0. If eew, it remains to compute lim, y:. But this can be
done recursively in 0/, since y: is a recursive function of s, and

y = lim, g @3s) (V) t = s —> y = ¥.)
——(Vs) @A) (t = s and y = y.) .

Since by hypothesis 7€ ¢ and 0’ < ¢, y(e) can be computed recursively
in 7.

LEMMA 21. W,.nNa = @ if and only if there is a 2z in W,
satisfying one of the following conditions:

(a) (39);<. (2 18 permanently restrained by 1),

) (). b€ and z = lim, ),

(e) (31)i<. 1€B and ze D,;).

Proof. (—) Assume that for some z in W, (a), (b) or (c) holds.
If 2z is permanently restrained by <, then ze & by Lemma 17(a). If
z = lim, y; for some i€v, then zea& by Lemma 19. If ze D, for
i€B, 2 =2z for some © >0 and ¢ =¢e,€8 by Definition 2. Now
0<zeaonlyif ze E, U O, for some s. But ze E, implies ¢, € 3, and
ze O, implies z is odd. Since neither is the case, z¢ E,U O, and z € a&.
Thus in all cases, zecan W, and W,Nna = Q.

(—) Assume W, N &+ @. Let z be the least element of W, N &,
and let s’ be the least s such that ze W7, then ze W:Na, for all
s=¢. Since Oeca, 2z >0 and since z is least, it follows that
VY)ye: (€ W,—yeca). Thus for each y < z such that ye W, there
is a stage s(y) such that ye . Choose t = ¢, max,., s(y).

Case 1. (Vs)(s = t—=z: > 0).
Let y =2!. Then y > 0 and by Lemma 15(a), ye W,. Suppose
that z: == y for some s > ¢, and let s be least. Then

0<y=z""%=z

which by Lemma 8(a) implies z: = 0, which contradicts the assump-
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tion since s > t. It follows that y = lim, z: so that ye W, is perma-
nently restrained by e. So (a) holds.

Case 2. (3s) (s =t and z; = 0).

Let ¢ — 1 be any such s; so ¢’ > ¢ and 2/'~" = 0. If ¢’ % 2(mod 3)
then by the construction z¢ = 0 also, so we may as well assume
¢ =2(mod3). Since ¢ —1=t=s we have ze¢ W/ Na,. We con-
sider several subcases.

Subcase 2.1. (Vi);<, (2 = y¥™) and (V&),., (2 = 20 —e, > o).

Now since # >t > max,.,s(y) it follows that no y <z is in
WY Nea,. So z is the least z satisfying the requirements of the
construction for choosing a new value of 2! when ¢ = 2 (mod 3). So
z = 2. Since by hypothesis z€ @, this implies by Lemma 17(d) that
z is permanently restrained by e. So (a) holds.

Subcase 2.2. (31);<, (2 = ¥} or (Ax),., (2 = 2x and e, < e).

Subcase 2.2.1. (31);<, (2 = yi 7).

Let ¢ be least, 1 <e. If z=1im,y: then by Lemma 19, ze&
implies 7€7, in which case (b) holds. If z = lim, ¥} then (3s) (s = ¢’
and z # ¥j); let s be least. Then 0 < z = i~ ## ¥ which by Lemma
3(b) implies ze O,Ca or z = z; for some j < i. The former cannot
happen, since zea; so z =2 for j < ¢ <e. Then by Lemma 17(d),
z is permanently restrained by j < ¢, and (a) holds.

Subcase 2.2.2. (Vi);<, (2 # ¥:™") and (%),.. (# = 22 and e, < e).

Let & = 2/2; then ¢, < ¢ and z¢ D,,, by Definition 2. If e, €5,
then (c) holds with ¢ = e,. Now assume e,€ 8. Then e_c g° for some
s; let s” be the least such s. Choose t” so large that

t” > max {s"”, t', e,}

and ¢” =1(mod3). Suppose that (Vi) (2 2{"""). Then since
e, = t"and e _c g < g, if follows that z¢ E,, C a, which contradicts
the hypothesis that zea@. So z = z!"~* for some ¢ < e,. But then it
again follows by Lemma 17(d) that z is permanently restrained by
1 <e,<e, and (a) holds.

This completes the proof of the lemma.

LEMMA 22. 04 < 7.

Proof. We show how to decide for each e whether W,ca,
recursively in v. By Lemma 18, there is a function z(i) recursive in
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0’ such that z is permanently restrained by ¢ if and only if
z=201)>0.

By Lemma 20, there is a function y(7) recursive in v such that for
each 7, y(2) = lim, y: if 1€v. Let

T,={z@) |t <e and =z(z) >0},
U ={y@|i<e and iev},
V,=1{21@30)., (€8 and zeD,;}.

The sets T,, U,, V, are evidently finite. The membership of 7, can
be completely determined recursively in 0’ and hence in v since vee¢
and ¢/ <c. The membership of U, can be determined recursively
in v. The membership of V, can be obtained recursively in g and
hence recursively in 7, since Seb <0’ < c¢. Since this can all be
done uniformly given e, there is a function g(e), recursive in v, such
that T,UU, UV, = D,.,, for each e. Now by Lemma 21,

W.na+ @ ——3Az)(ze W, and zeT,UU,UV)
‘_’Ifer].Dq(e):;é @ .

But once g¢(e) is known, the question of whether W,N D,,, = & can
be answered recursively in 0/, and hence recursively in 7.

LEMMA 23. For each e, let

T, = {z|z is permanently restrained by some i < e},
R, ={yly>0 and 3s)(y = y)} -
Then ecv if and only if R.nanT, = .

Proof. (—). Asume ecn. Then by Lemma 19, lim, y: =1y
exists and yea. Clearly ye R,, so it suffices to show y¢ T,. Sup-
pose ¥y is permanently restrained by some ¢ < e. Then y = z; for
cofinitely many s. But y = lim, y: implies y = y: for cofinitely many
s; while by Lemma 14, 0 < y = 22 implies y # % for all s, which is
a contradiction. So ye R, Nnan T..

(«—) Assume R,Nna@nT,= @, and let y be the least element
of RRnanT. Now yeR, implies 0 < y = y. for some t. Since
yea it suffices by Lemma 19 to show y = lim, y°. Suppose not; then
for some s>t y #y =y; and if s is least, 0 <y =y = ¥
Then by Lemma 3(b), either ye O, C «, or y = 2; for some ¢ <e. But
y € ¢, contradicts the hypothesis that y e @; while 0 < y = z5 for 7 < e
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implies by Lemma 17(d) that y is permanently restrained by 7 < e,
contradicting the hypothesis that y¢ T,. So y = lim,y: and yea
which implies ee .

LEMMA 24, v < ,0A~

Proof. Let
T, = {z is permanently restrained by some 7 < ¢},
R.={yly>0 and @) (y =)} .

By Lemma 23, ecv if and only if R.Nnan T, = @. So it suffices to
show that we can decide whether R,nan T, = @, recursively in
0A*. By Lemma 13, g < ,a. This implies a is nonrecursive since
B is nonrecursive. In particular, a = @ or N, so A® is nontrivial
and by Rice’s theorem, [4], 0’ is recursive in #A*. Since ¥ is a recur-
sive function of s, R, is an r.e. set. By Lemma 18,

T, ={2() |t <e and z(i) > 0}

where z(¢) is recursive in 0’ and thus in A% Thus the membership
of the finite set T, can be completely determined, recursively in 4=,
and since this can be done uniformly in e, there is a function p(e)
recursive in #A* such that W,, = R, — T,, for cach e. Then

ee')"——-*Wp(e)ﬂC_Yi %)
— ple) € 0A",

which can be decided recursively in A4~ once p(e) is known. This
completes the proof of the lemma.

It follows from Lemmas 11 and 13 that « € b, and by Lemmas 22
and 24 that 6A*cc. Since « is r.e., this completes the proof of the
theorem.
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