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OSCILLATORY SOLUTIONS AND MULTI-POINT BOUNDARY
VALUE FUNCTIONS FOR CERTAIN ^th-ORDER LINEAR

ORDINARY DIFFERENTIAL EQUATIONS

M. S. KEENER

Consider the nth order linear differential equation

(1) yM + Σ* P*(t)y(k) = 0 ,

where pk(t) e C[a, oo). This study explores some of the relation-
ships between multi-point boundary value functions for (1)
and the character of oscillatory solutions of (1). In particular,
it is supposed for (1) that a certain (n — 1) point boundary
value problem has no nontrivial solution and that two non-
trivial solutions with (n — 1) zeros in common are constant
multiples of each other. Under these conditions it is shown
that there exists an integer i, 1 ^ i ^ n — 1, such that for
each a > a and every integer I, 1 g* I ^ i — 1, there is an
oscillatory solution of (1) with a zero of exact multiplicity I
at t = a. Furthermore, any solution of (1) with a zero at
t = a of multiplicity I ^ i is nonoscillatory.

In general, simple examples illustrate that oscillatory behavior
varies widely under no additional conditions on the equation (1). In
order to give some structure on which to base an investigation of
the given equation, we employ multi-point boundary value functions.
These functions have been studied by Alieu (in papers unavailable to
the author) and by A. C. Peterson ([6], [7]). These functions were
essentially used by Hanan [3] for n — 3 and, for n — 4, by Leighton
and Nehari [5] as well as the author [4]. The results in this paper
generalize some of the ideas of these papers.

We shall need the following definitions.

DEFINITION. We say a nontrivial solution y(t) of (1) has an
it — i2 — — ik, ΣjU h — n> distribution of zeros on an interval I
provided there exists points tx < t2 < < tk in / such that y(t) has
a zero of order at least is at the point t = tjf j = 1, 2, , k. For
each te [a, °o), r<1<2...<Jfc(ί) denotes the infimum of the set of numbers
b > t for which there exists a nontrivial solution y(t) of (1) with an
ii — i2 — " — ί* distribution of zeros on [t, b]. If no such distribution
exists, we write

If r<1<2...tJb(ί) — oo for all te [a, oo), w e write
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The condition on equation (1) we employ in this paper is

( 2 ) rn...1-2.1.. i = °° ,

where the number two in the subscript appears in the yth position
for some 1 ^ j ^ n — 1. The position of this number two proves to
be important. In order to simplify the statement of lemmas, theorems,
etc., we introduce the following notation.

NOTATION. For integers i and j , 1 ^ i ^ n — 2, 1 ^ j ^ n — i,
define

where the number (i + 1) in the above subscript appears in the ith
position. The symbol S(n-i)3{t) denotes then the infimum of the set
of number b > t for which there exists a nontrivial solution y(t) with
(n — i) distinct zeros at points tif t ^ tx ^ < t2 < < ίΛ-i ^ b and
a zero at t = t,- of order at least (i + 1). As before, if no such
solution y(t) exists, we write

if S{n-i)3{t) = oo for all te [a, oo), W e write

In this notation condition (2) above is simply

( 3 ) £(»_!),' = °°

For n — 3, Hanan [3] has studied the oscillatory properties of
equations with 5»2i = oo o r S 2 2 = oo, Dolan [1] has studied third-order
equations for which S2ι(t) < S22(t). For n = 4, Leighton and Nehari
[5] considered the equation

[φ)v'V - P(χ)y = 0 ,

r{x), p(x)eC[a, oo), r(x) and p(x) are positive on [a, oo). They show
that S32 = oo for such equations. The author [4] has considered
fourth-order equations for which S31 = oo or S33 — oo. The methods
of these authors are difficult to generalize since they make use of
the relatively low degree of the equation in question.

In this paper we make use of the following standing hypothesis:
(H) Any two nontrivial solutions with (n — 1) zeros in common

are constant multiples of each other.
The hypothesis seems to play a fundamental role in studies of
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this kind. For n = 3, S2l = oo or S22 = °° imply (H) trivially. For
n — 4, added conditions are often used to guarantee that (H) is
satisfied (see [4], [5]). For n > 4, little seems to be known about
equations satisfying (H). However, assuming S u_ 1 } i = oo for some
integer j , l^j<^n — 1, it is clear that two nontrivial solutions with
(n — 1) distinct zeros in common are constant multiples of each other.
Furthermore, under the same hypothesis, (H) will hold provided
(n — 1) x n matrices of the form

(i = 1, —', k; 0 ^ mx <̂  ̂ , ΣJ = 1 μt = ^ — 1; 2 <£ & < w — 1) have rank
(π — 1). Here {̂ (ί)}S=i is a fundamental set of solutions for equation
1. This latter condition guarantees that solutions exist satisfying
(n — 2) homogeneous conditions and one inhomogeneous condition.
The proof that S^^DJ ~ ^ implies (H) follows then by an elementary
argument. We shall assume (H) throughout this study.

Peterson [6] has shown that if rni...n(t) < oo for some te [a, ©o),
then there exists at most one integer j , 1 ^ j ^ n — 1, for which
Sin-D3(t) = co. Assuming (H), we show in this paper that if S{n-ι}j = oo
for equation (1) and ae(a, oo), then for each integer ϊ, 1 ^ I ^ j ,
there exists an oscillatory solution of (1) with a zero of exact order
I at t = α.

The following lemmas prove to be quite useful in the construction
of solutions with certain types of distributions of zeros. Lemma 1 is
due to T. Sherman [8], while Lemma 2 has been used by a number
of authors. Lemma 3 and Lemma 4 are exercises stated here for
reference purposes.

LEMMA 1. (Sherman) Let f and g be functions with the following
properties:

( i ) g has a zero of order q ^ 0 at t = a and g{g)(a) > 0;
(ii) / has a zero of order p > q at t = a and f{p){a) > 0;
(iii) f(t)g(t)Φθf<yr te(a,b];
(iv) f,geC*la,b].

Then given any K > 0 there is a constant c, 0 < c < K, such that
h(t) — f(t) — cg(t) has a simple zero at some point tc e (α, b] and
h{t)Φ 0 for te(tc, b].

LEMMA 2. Let f and g be functions with the following properties:
( i ) / has a zero of order n ^ 1 at t = a and a zero of order

m ^ 1 at t = b;
(ii) g has a zero of exact order nλ < n at t — a and a zero of

exact order m1 < m at t = b;
(iii) f(t)g(t)^ 0 for te(a, b);
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(iv) /, gε Cp[a, b], where p = max {n, m}.
Then there exists a nontrivial linear combination h{t) of f and g
such that h(t) has a double zero in (α, 6).

LEMMA 3. Let f and g be functions with the following properties:
( i ) / has a zero of even multiplicity at t = a.
(ii) g(t) Φ 0 in some interval I containing t — a.
(iii) f and g are continuous and positive on I\{a}.

Then there exists a constant K > 0 such that for k e (0, K) the function
h(t) — f(t) — kg(t) has at least two distinct zeros of odd order on I.

LEMMA 4. Let f and g be functions with the following properties:
( i ) / has an isolated zero of odd order at t = a;
(ii) g does not vanish in some interval I containing the point

t = a;
(iii) f,geC(I).

Then there exists a constant K > 0 such that if \ k | < K, the function
h(t) = f(t) — kg(t) has at least one zero of odd order on the interval I.

LEMMA 5. Let f and g be functions with the following properties:
( i ) g has a zero of order q ^ 0 at t = a and (—l)qgίq)(a) > 0;
(ii) / has a zero of order p > q at t = a and (—l)pf{p)(a) > 0;
(iii) f(t)-g(t)Φθfor te[b,a);
(iv) f,geC>[b,a].

Then given any K > 0 there exists a constant c, 0 < c < K, such that
h{t) = f(t) — cg(t) has a simple zero at some point tc e (6, a) and
h{t)φ 0 for te[b,te).

Lemma 5 is an analogue of Lemma 1 and may be proved by-
applying Lemma 1 to the functions F(x) = f(a — x) and G(x) = g(a — x)
on the interval [0, a — b].

The theorem below provides a good illustration of the techniques
used in the construction of solution with certain desired zero distribu-
tions. The technique is used often throughout the paper. Further-
more, it gives a relationship between an (n — 1) point disconjugacy
criteria and a two point disconjugacy criteria. The latter criteria
has received more attention than the former with regards to con-
ditions on the coefficients of (1) to induce such a disconjugacy. If
n = 4, Theorems 2 and 3 are similar to Lemmas 2.1 and 2.3 in [5].

THEOREM 1. If S(Λ_1)2 = «>, then S2ί(t) = oo for all t> a.

To prove the theorem it is necessary and sufficient to show that
the solution y{t) given by
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y{p)(a) = 0 , p = 0 f 1 , . . . , Λ - 2 ,

{a < a) does not vanish on (α, °o). Suppose to the contrary that
y(b) = 0 for some b > a. We will show that there exists a nontrivial
solution w(t) with (n — 1) distinct zeros and a zero of multiplicity
two in the second position.

We first show that there exists a solution y^t) with a zero of
order (n — 2) at £ = α and two distinct zeros, of odd multiplicity.
Let xSt) denote a nontrivial solution of (1) satisfying the following
conditions:

x[p)(a) = 0 , p = 0, 1, 2, . . . , Λ - 3 ;

^(6) =* 0 .

Note that x[n~2){a) Φ 0 since ^(ί) and y(t) are not constant multiples
of each other. If y'{b) — 0, we may choose sgn xx(b) so that Lemma
3 will apply at the point t — b. In this way, we will have a non-
trivial solution with the desired properties. If y\b) Φ 0, we may
choose x(t) so that x[n~2)(a) > 0 and Lemma 1 will apply. By applying
Lemma 4 at the point t = b and then applying Lemma 1, we have
the desired solution. In either case, the solution yλ(t) exists with two
zeros of odd multiplicity at t = bx < b2.

Now we show there exists a solution y2(t) with a zero of order
(n — 3) at t = a and three distinct zeros on (a, <*>), one of which is
of odd multiplicity. Let x2(t) denote a solution of (1) satisfying the
following conditions:

%ίp)(a) = 0 , p = 0, 1, . . . , r a - 4

&i(δi) = 0

x2(b2) Φ 0 .

Now we apply Lemma 4 at the point t —b2 to obtain a constant
K > 0 such that if 0 < | k | < K,

y&) - kx2(t)

has a zero of odd multiplicity on (bί9 °o). We may choose sgn4%~~3)(α)
so that Lemma 1 applies, and hence there exists a number k, 0 <
I k I < K, such that

3/2(ί) = Vi(t) ~ kx2(t)

has a simple zero at t = 52e (α, 60 and vanishes at £ — 63e (6^ oo).
Similarly there exists a solution y3(t) with a zero of order (n — 4)

at t = α and four distinct zeros on (α, °o), at least one of which is
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of odd multiplicity. The procedure is as before except the solution
x3(t) is chosen to satisfy the following (n — 1) conditions:

*ί»(α) = 0, p = 0,l,2, . . . , * - 5

0

0

0 .

We may continue this process until we have obtained a nontrivial
solution yn^(t) such that yn-Jf) has a triple zero at t = α and (w — 3)
distinct zeros on (α, °°) at £ = δΛ_4 < < δi < δTO_3 and a zero of
odd multiplicity at ί = δ%_3. Let α?(ί) denote a solution of (1) satisfying
the follwing conditions:

x(a) = χ'(ά) = 0

x(bt) = 0 , i = 1,2, •-., n - 4

α(5"-8) * 0

where sgn %"(a) is chosen so that Lemma 5 applies at t = a. Then
as above we apply Lemma 4 at the point t = bn_B to obtain a constant
K > 0 such that if 0 < | & | < K,

y^lt) - kx(t)

has (^ — 3) distinct zeros on (α, ©o). Corresponding to K, we apply
Lemma 5 to obtain a nontrivial solution

w(t) = yn_4(t) - M«) i I fc I < K,

which has a simple zero on (a, α). Since w(t) has the desired pro-
perties, we have S(Λ.1,2 ^ °°. This contradiction concludes the proof
of the theorem.

An analogue of the method of proof used in Theorem 1 may be
given to prove the following theorem. The primary alteration is the
interchanging of the roles played by Lemma 1 and Lemma 5.

THEOREM 2. If S{n-1){n-2) = ©o, then S22 = °o for all te(a, ©o).

The following theorem is fundamental in our work. The corol-
laries are along the lines of results of Peterson [7]. Basically the
theorem provides us with the existence of certain nontrivial solutions
with zeros of odd multiplicities which are useful in the constructions
of certain solutions.

THEOREM 3. Suppose S(%_1)3 = oo for some integer j,l <^j <^n — l.
Let i and k be integers, 1 ^ i ^ n — 2, I <. k i^ n — L Suppose y(t)
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is a nontrivial solution of (1) with (n — i) distinct zeros on [α, b) c
[a, co) at a ^ aλ < α2 < < αn_z < 6 and a zero at t — aά of order
(i + 1).

( i ) If there exists an integer m for which either am < αw + 1 < ak

or ak < am < αm+1, £/̂ e% £Aβrβ exists a nontrivial solution w(t) of (1)
with (n — i) distinct zeros on [a, 6), a zero in the j»'th position of order
(i + 1), and at least one zero on (α, ak) U (ak, b) of odd multiplicity.

(ii) If k Φ 1, αm£ a < α, £λere exists a nontrivial solution z(t)
of (1) m£fe (π — i + 1) distinct zeros on (a, b), a zero in the (k + l)st
position of order i, and a zero of odd multipliplicity on (a, ak).

(iii) If k Φ n — i, there exists a nontrivial solution z(t) of (1)
with (n — i + 1) distinct zeros on [a, b), a zero of order i in the kth
position, and a zero of odd multiplicity on (ak, b).

To prove part (i) of the theorem, we assume y(t) has a zero of
even multiplicity at t = ap9 p = 1, 2, , n — i. Let ce [α, b) for
which y(c) Φ 0 and x(t) denote a nontrivial solution of (1) satisfying
following boundary conditions:

x(ap) = 0 , p Φ am, am+ι

x(c) = 0 .

By (H), x(am) x (αm+1) Φ 0 and so we may choose x(t) so that sgn x(am+ι) =
sgn 2/(αm+i + ε) for ε > 0 and small. Let / denote an interval con-
taining t = α w + 1 for which y(t) does not vanish on the set J\{αm+1}.
Applying Lemma 3, there exists a constant K > 0 such that if
0 < λ < K,

w(t) = #(£) - λa (ί)

has two distinct zeros of odd mltiplicity on /. By (5) w(t) ^ 0 and
the proof of part (i) is complete.

For the proof of part (ii), first suppose that y(t) has a zero of
odd multiplicity at t = at. Let ce [a, b) for which y(c) Φ 0 and x(t)
be a nontrivial solution of (1) defined by the (n — 1) boundary con-
ditions:

x(ap) = 0, p = 2, 3, , w — ΐ

x { p ) ( a k ) = 0 , p = l , 2 , . . - , i - l ;

α (c) = 0 .

By (H), .τίαjα;^'""1^^) ^ 0 and we may choose x(t) so that sgn xιΛ)(ak) —
sgn ^(α^ — ε) for ε > 0 and small. Let / denote an interval containing
t = a1 for which y(t) Φ 0 on I^a,}. By Lemma 4 there exists a con-
stant K > 0 such that if 0 < | λ | < K,
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y(t) - Xx(t)

has a zero of odd multiplicity on I. By Lemma 5 there exists a
constant k, 0 < λ < K, for which

z(t) = y(t) - Xx(t)

has a simple zero on (ak, ak — S) for d > 0 and small. Then z(£) ξέ 0
by (6) and has the desired properties. If y(t) has a zero at t = aλ

of even multiplicity, let x(t) be defined by (6) above. The solution
z(t) may be obtained by applying Lemma 3 at the point t = αι#

For part (iii), we may proceed in a way analogous to the proof of
part (ii). In modifying the proof of part (ii), Lemma 1 will play the
role of Lemma 5. Since the proof is essentially the same, we omit
it here for the sake of brevity. The proof of the theorem is then
complete.

The following corollaries are immediate consequences of parts
(ii) and (iii) respectively of Theorem 3.

COROLLARY 1. Suppose S{n^Dj(a) = oo for some integer j , 2 <
j ^ n — 1. Then for t e {a, °o),

COROLLARY 2. Suppose Sίn-Vj — oo for some integer j , 1 fg j ^
n — 1. Let i and k denote integers such that 1 ^ i <^ n — 2, 1 ^
k ^ n — i — 1. Then for t e [a, oo),

=

The following theorem gives a bound on the number of distinct
zeros of a nontrivial solution to the right of a zero of multiplicity

THEOREM 4. If 1 <: j <: n — 3, then Sin-.1)3 = oo implies for
te(a, oo) S[n-jn(t) = oo.

Proof. Suppose there exists a nontrivial solution y(t) with
(w ~ i) ^ 3 distinct zeros on (α, oo) and a zero of order (j + 1) in
the first position. By Theorem 3(i), we may assume y(t) has distinct
zeros at points

t = a<a1<a2<- -< α * - ^

and that there exists an integer p Ξ> 1 for which t = αp is a zero of
odd multiplicity for ^/(ί). Let ce[£, a) such that #(c) =£ 0 and x(t)
denote a solution of (1) such that
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x{k)(a) =

x(e) =

x(ak) =

0,

0 ;

0 ,

k

k

— 1,

Φ p

•••J

#

- 1 ;

( 7 )

By (H), x(ap)xιi)(a) Φ 0 and so we may choose sgn x(j)(a) so that
Lemma 5 applies at t = a. Since x(ap) Φ 0 by Lemma 4, we have
a constant K > 0 such that f or 0 < | λ | < K

y(t) - Xx{t)

has a zero close to t = ap. Applying Lemma 5, there exists a con-
stant \ Φ 0 with I λx I < K such that the nontrivial solution (by (7))

has a zero on (α, α). The solution w(t) has % — j + 1 distinct zero
on (α, oo) and a zero of order j 1 in the second position. Hence,
S(*_i+i)2(£) < °° for some t> a. This contradicts Corollary 1 if j > 2
and the hypothesis if j = 2. The proof of the theorem is complete.

THEOREM 5. If for some integer j , 1 <Ξ j ^ % — 1, S(w_i)i? = °° /or
equation (1), £fce% ^o oscillatory solution of (1) Λαs α zero o/ multiplicity
(j + 1) o% (or, oo).

If 1 <; i g π — 3, the theorem follows immediately from Theorem
4. For j = n — 2, we suppose, to the contrary, that there exists an
oscillatory solution y(t) with a zero of order (n — 1) at t = a > a.
Since S(w_i)u_2) = °°> there exists a point t — b > a for which τ/(6) = 0
and y'(b) Φ 0. Let ce(α, oo) for which /̂(c) Φ 0 and #(£) denote a
nontrivial solution of (1) satisfying the following (n — 1) conditions:

Note x(6)α;(π~2)(α) ̂  0 by (H). We choose sgn x{n~2)(a) so that Lemma 5
applies. Applying Lemma 4 at the point t — b, there exists a con-
stant K > 0 such that if 0 < | λ | < K, the solution

y(t) - Xx(t)

has a zero close to t = b. Applying Lemma 5, there exists a constant
λ, I λ I < K, such that

w(t) =

has a simple zero on (α, a). Hence, the nontrivial soultion w(t) has
a 1 — (n — 2) — 1 distribution of zeros, contradicting Corollary 1.
This completes the proof of the theorem.
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The following theorem provides a separation theorem which is
quite useful in the construction of oscillatory solutions.

THEOREM 6. Suppose Sin-1)3- = °o for some integer j , 1 <L j fg
n — 1, and let I denote an integer such that 1 ^ I ^ j — 1. Suppose
y(t) is a nontrivial solution of (1) which has a zero of multiplicity
I at t = a ^ a. Let [y, δ]a(a, °o) and suppose y(t) has at least
(j — I — 1) distinct zeros on (α, 7) and at least (n — j — 1) distinct
zeros on (δ, 00). Denote these zeros of y(t) by

a <aι< < <*,•_/_! < 7 < < 7 < & ! < . . . < & „ _ ; _ ! .

Suppose further that there exists a point t — ce (α, 7) U (δ, °°) such
that y(t) has a zero of odd multiplicity at t — c. Then y(t) has only
simple zeros on [7, δ].

Proof. Suppose there exists β e [7, δ] such that y(β) = y'{β) = 0.
We wish to show that this supposition contradicts S(Λ-Di = °°. Obvi-
ously, then, I ^ 2. We shall construct a finite sequence of nontrivial
solutions {ykYkZl with the properties:

( i ) 2//bOO has a zero at t = a of order (I — k);
(ii) 2/fc(£) has at least (j — 1) zeros counting multiplicities and

(j — I + &) distinct zeros on [α, 7);
(iii) yk(t) has at least (n — I + fc) distinct zeros on [α, 00);

(iv) Vt(β) = V'(β) = 0.
Having completed the construction, the solution ^^( ί ) implies
S(%_1):? (α) < 00 contradiction S{n-.Dj = 00.

We now proceed with the construction. Define yo(t) = y(t). Let
yoe(a, 00) for which ?/()70) ^ 0; and ii denote an interval containing
t = c for which 2/0(£) does not vanish on the set Ii\{c}. Let α?x(ί)
denote a solution of (1) satisfying the following (n — 1) conditions:

x^b^ — 0 for all i and m

( 9 ) such that at Φ c and bmΦ c

Xi(β) = »ίG8) - 0

- 0 .

By (H), xa~1)(a)xL(c) Φ 0 and by Lemma 4 there exists JBΓί > 0 such
that for I k \ < i ξ the solution

y(t) - kx(t)

has a zero on 71# By Lemma 1, there exists a constant ki with
I fci I < ϋΓi such that
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Vi(t) = Vo(t) ~ k.xXt)

has a simple zero at t — cλ e (α, αθ {cι e (α, 7) if I = j — 1) and, of
course, a zero at ί = c 6 J l t Note further that ^(ί) is a nontrivial
solution of (1) by (9).

If I > 2, we proceed with the construction. Let J2 denote a closed
interval containing t = cx such that y^t) does not vanish on I2\K}.
Let x2(t) denote a solution of (1) satisfying the following (n — 1)
conditions where ηι is chosen so that y^O Φ 0:

^2(c) = 0

(α) = 0 , p = 0, 1, • • • , £ - 3 ;

(α<) = 2̂(ί>m) = 0 for all i and m

for which α^ Φ C and δm ^ c

= 0

xp],) = 0 .

By (H), X2~2)(a)x2(cύ Φ 0 and by Lemma 4 there exists a constant
if2 > 0 such that if \k\ < K2

- kx2(t)

has a zero on 72. Applying Lemma 1, there exists a constant k2 with
I ft21 < K2 such that

has a zero at ί = c2 e (α, cx) Π Γ2 and a zero at £ — cγ e I2. Note y2(t)
is a nontrivial solution by (10).

After (I — 1) steps, we obtain a nontrivial solution yi-St) with
the following properties:

Vt-άa) = 0

2/!-i(α) ^ 0

Vi-tic^ = 0

l/ι-i(c,) = 0 , i = l , 2, . . . , i - 2 ;

l/z_i(c) = 0

2/i-iίαi) = Vi-iiK) = 0 for all i and

m for which at Φ C and δm Φ C

2/ι-i(iS) - vΊ-i<β) = 0 .

Furthermore,

a^a < Cz_! < cz_2 < <c1<aι<

< a,.!-! < /3 < 6χ < < &._,_! .

Then 2/z_i(ί) has (n — 1) distinct zeros and a double zero at t — β
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in the jth. position. The contradicts £u_1 ) : ; = oo, and hence no such
point t = β exists. This completes the proof of the theorem.

We now proceed to the main results of this study. As mentioned
before, they give wth-order extension of some of the results of [3],
[4], and [5].

THEOREM 7. Suppose S{%-1)S = oo for some integer j , 1 <; j ^
% — 1. Suppose yι(t) is an oscillatory solution of(ϊ) which has a zero
at t = a > a of exact multiplicity I, 0 fg I ^ j — 1. Then there exists
an oscillatory solution yι+ι(t) of (1) which has a zero of order at least
(I + 1) at t = a.

To prove the theorem let {at)T=ι denote the consecutive zeros of
yι{t) with a < αx. Define a sequence of nontrivial solutions {a?,(ί)}|ii
of (1) by the following (n — 1) conditions:

xtiaj) - 0 , k = l, 2, — , i — I — 1

Xifau+k) = 0 , fe = 1, 2, , n - j - 1 .

Suppose first t h a t ei ther j Φ n — 1 or I Φ j — 1, and define

( α 2 < + 1 , if j Φ n — 1

U i f j = u — 1 and I Φ j — I .

Consider the intervals (αA, αA+1) c (ay_i-lf α2ί+1) (where α/_ι_i = α if
I = j — 1 and α 2 i + 1 = oo if y = ^ — 1). The claim is that for large i
there is at most (I — 1) such intervals for which x^t) does not vanish.

For a proof of this claim, let [ak, ak+ι] c (α/-ι_i, α2<+ι) be an interval
on which Xiit) does not vanish. By Lemma 2, there exists a non-
trivial solution

which has a double zero at t — bke (ak, ak+1). Now by Theorem 6,
w'{a) = 0 and so

(13) e
" vΊifi)

If {[aXk, αni+j}i=i is a collection as such intervals, then for each k by

(13)

and so wWjL(ί) has (^ — 1) distinct zeros with a double zero in the i t h
position. This contradicts the assumption S^^j = oo, and the proof
of the claim is complete.
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We return to the proof of the theorem. We now have a sequence
{Xi(t)}T=ι of nontrivial solutions each of which vanishes at t = ak9

k — 1, 2, , j — I — 1 and a zero of order (I + 1) at t = α. Further-
more, there is at most (I — 1) intervals [ak, ak+ι] c (α, _ί_i, α2i+1) on
which #*(£) does not vanish. If K(ί)}?=i denotes a fundamental set of
solutions for (1), then for each i there exists constants K J m such
that

= Σ

If we normalize the sequence {α?<(£)}|Li by the condition

(14) Σ c\k = 1
fc = l

for each i, the resulting class of solutions is trivially relatively com-
pact in the solution space. Therefore, there exists a subsequence
{%ni(t)}T=i which converges — uniformly on compact sets — to a non-
trivial solution yι+1(t) of (1). The zeros of yι+1(t) are limit points of
the zeros of the solutions {xni{t)}7=ι- It follows from the claim above
that i/i+i(ί) has a zero on [ak, ak+1] for all but possibly (I — 1) such
intervals. Hence, yι+1(t) is an oscillatory solution.

To complete the proof of the theorem, we assume j = n — 1 and
I = j — I = n — 2. We must show that the solution given by

yw(a) - 0 , p = 0, 1, . . . , w - 2

y ^ - ι ) { a ) = q ^ 0

is oscillatory. If y(t) is nonoscillatory, we may choose q so that
y(t) > 0 for large ί. By (H), #(α<) Φ 0 for all i. Without loss of
generality let y{

n

ns2

2)(a) > 0, and let (aiy ai+1) denote an interval for
which yn-2(t) > 0 (note by assumption yn-2(at) = yn-Jίβi+ι) = 0). Then
by Lemma 2 there exists a constant λ and a point t0 e (aif ai+1) for
which

u(t) = yn^{t) - Xy{t)

has a double zero at t = tQ. Then

λ = lizdίA > o .
l/«-i(*o)

Then

ia) < 0 .

It follows that u(t) has a zero of odd multiplicity on (α, α,) for large
i. Hence, y(t) vanishes on each interval (aif ai+1) for which yn-z{t) > 0
and i is large. This completes the proof of the theorem.
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Theorem 7 only guarantees the existence of an oscillatory with
a zero at t = a of order j. The following theorem gives a sharper
picture with regard to the number of oscillatory solutions vanishing
at t = a > a. For j = n — 1, the added condition r{n^m — oo is un-
fortunate. It is not known if jS>(»_1Hn-i) — °° implies r&L2)2 = °° f° r

large t. The condition was used in [4] and played a similar role
there.

THEOREM 8. Suppose S{n-Dj = oo for some integer j,l^j^n — l.
If (1) has an oscillatory solution, then given a > a and an integer I,
0 ^ I ^ j, there exists an oscillatory solution yt{t) with a zero at t = a
of exact order I. Furthermore, every nontrivial linear combination
°f Vι(t) and yi-^t) is cscillatory except when I = n — 1. In this case,
the added condition r(γl_2)2 = °° implies that every nontrivial linear
combination of yn-2(t) is oscillatory.

Theorem 7 assures the existence of yά{t). Given an oscillatory
solution yι(t), 1 <^ I <; j, with the desired properties, we construct the
oscillatory solution yι-x{t) by a method analogous to that used in the
proof of Theorem 7. The sequence {Xi(t)}T=ι will be chosen this time
so that

xϊp)(a) = 0, p = 0,l, . . . , ί - 2 ;

(15) χ i ( a k ) = Q, k = l,-..,j-l, i f l ^ j - 1 ;

%i(a2i+k) = 0 , & = 1, , ^ - i - 1 , if j ^n - 2

»<(δ) - 0 ,

where {αJΓ=i denotes the consecutive zeros of yt{t) with α < αx and
the point £ = 6 is chosen so that b e (a, a) and yι(b) Φ 0. The method
used in Theorem 7 can be used to show that if either j Φ n — 1 or
1 Φ j, there exist at most (I — 2) intervals in {a^h a2i+1) of the form
[au ai+1] for which x^t) does not have exactly one simple zero on
[aίf ai+1]. Furthermore, the sequence {$<(£)}Jii can be normalized by
(14) and a corresponding convergent subsequence extracted. The
subsequence will converge — uniformly on compact sets — to a non-
trivial oscillatory solution yι-λ(t), where yι-ι{b) — 0.

We now show that every linear combination of y^t) and yι-St)
is oscillatory, i.e., W[yt(t), y^t)] = yι(t)y[^(t) - yι-,{t)y\{t) Φ 0 for
large t. Suppose on the contrary that W[yι(t0), yi-^Q] = 0. There
then exists a constant λ such that

w(t) = 2/,-iίί) - Xyι(t)

has a double zero at t = t0. Since S^-ny — oo, it follows from (15)
and Theorem 6 that w(t) does not change sign on an interval of the
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form [ak, ak+1] (k large) if t0 is large. Accordingly, yι-ι(ak)yι-ί(ak+1) > 0
and hence xt(t) has two distinct zeros on (ak, ak+1) for large enough i.
This contradicts above statements for x^t). Therefore, WlyiitXy^tyiΦO
for large values of t and every nontrivial linear combination of yv{t)
and Vι~ι{t) is oscillatory.

To see that yι-x(t) has a zero of exact order (I — 1) at t = a,
note first that if j — n — 1, then yι-ι{t) and y^t) have (n — 2) zeros
in common by construction. Since τ/z_i(δ) = 0 and yι(b) Φ 0, the re-
sult follows by (H). Now if j ίg n — 1 and Z < j , S{n^V)j = co implies

i_z)#U(ay_i) =£ 0 and

is oscillatory. Accordingly, Theorem 6 implies ^/^1}(α) ^ 0. If i ^ w — 2
and I = j , then

is oscillatory, and Theorem 5 implies yllr^ia) Φ 0.
To complete the proof of the theorem, we need to consider the

case I = j = n — 1. Suppose yn-S) has consecutive zeros at ί = α <
αL < α2 < < an < , and y^-2{t) denote a nontrivial solution with
a zero at £ ~ a of order (^ — 2) and yn-2(b) = 0 where 6 > α is chosen
so that yn~ι(b) Φ 0. Since yn-Jf) and yn-ι(t) have (π — 2) zeros in
common at t = a, (H) implies ^/ίr2

2)(α) Φ 0. Suppose [αfc, αfc+1], b < αA,
is an interval for which yn-2(t) Φ 0. Lemma 2 and (H) imply for
some t0 e (ak, ak+1) the solution

w(t) = ^ . ( ί ) -

has a double zero at t = t0. By Theorem 6,

0 < w(b)w^(a) =

Hence yn~2(t) vanishes on each interval (alf aι+1) for which
sgn 2/i-i(α<)2/»-2(α*) = sgn yn-i(b)ylnS2

2)(a). Therefore, yn-2(t) is oscillatory.
Finally, the last statement in Theorem 7 follows immediately from
Lemma 2. The proof of the theorem is then complete.
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