# PUISEUX SERIES FOR RESONANCES AT AN EMBEDDED EIGENVALUE 

James S. Howland

Let $H(\kappa)=T+\kappa B^{*} A$ be a self-adjoint perturbation of the self-adjoint operator $T$, and suppose that $T$ has an eigenvalue $\lambda_{0}$ of finite multiplicity $m$ embedded in its continuous spectrum. If the operator

$$
Q(z)=A(T-z)^{-1} B^{*}
$$

is bounded and can be continued meromorphically across the axis at $\lambda_{0}$, the asymptotic spectral concentration of the family $H(\kappa)$ at $\lambda_{0}$ is determined by the poles of

$$
\begin{equation*}
\kappa A(H(\kappa)-z)^{-1} B^{*}=I-[I+\kappa Q(z)]^{-1} . \tag{1}
\end{equation*}
$$

These "resonances" can be expanded in a series of fractional powers of $\kappa$, and therefore have a unitarily invariant significance for the family $H(\kappa)$. An example shows that nonanalytic series may indeed occur; however, if a resonance is an actual eigenvalue of $H(\kappa)$ for all sufficiently small real $\kappa$, its series is analytic. Because the resonances cannot lie on the first sheet when $\kappa$ is real, these series must have a special form. In the generic case, they yield, as the lowest order approximation to the imaginary parts of the resonances, the famous Fermi's Golden Rule. The case when $\lambda_{0}$ is embedded at a branch point of (1) is studied by means of a simple example.

To outline briefly, Puiseux expansions are obtained in §1, and their special form is noted (c.f. [15, Theorem 4.2]). In § 2, a study of these series for perturbations which remove the degeneracy at $\lambda_{0}$ leads to Fermi's Golden Rule. The discussion of spectral concentration in §3 relies heavily on the arguments of [3], particularly on a grouping of the resonances into "clusters" which act asymptoticly as a single simple pole. The examples appear in §4. The appendix contains a technical result which simplifies not only Theorem 3.1 but also [3, Theorem 2.1] (c.f. [3, p. 156; Note (1)]). The results proved here were announced in [4].

Simon [14, 15] has recently discussed a similar problem for $N$ body Hamiltonians with dilatation analytic interactions. It is of particular interest that the Balslev-Combes technique which he employs reduces the problem to that of an isolated eigenvalue of a non-self-adjoint operator. This gives an interesting insight into the occurrence of Puiseux series, and suggests that, in the general case, resonance series can be viewed as perturbation series for an isolated
eigenvalue of a suitable non-self-adjoint operator. Simon considers eigenvalues of arbitrary finite multiplicity, and not, as erroneously remarked in [4], only simple multiplicity.

Eigenvalues embedded at "thresholds" are not considered by Simon. Mathematically, a threshold may be variously described as (i) a branch point of an appropriate function, (ii) a point where the absolutely continuous part of $T$ changes multiplicity, or (sometimes) (iii) an end point of the spectrum of $T$. The unperturbed eigenvalue in the second example of $\S 4$ is a threshold in all three senses. A slightly revised Golden Rule is shown to apply to this case.

Let us conclude this introduction with an observation about the invariant significance of "resonances". It is tempting, at first glance, to call a point $\Lambda$ a resonance of the self-adjoint operator $H$ if the continuation of some matrix element $\left((H-\zeta)^{-1} f, f\right)$ across the spectrum of $H$ has a pole at $\Lambda$. However, this definition is worthless; for if $H$ is the multiplication

$$
H f(x)=x f(x) \quad-\infty<x<\infty
$$

(which is essentially the general case in which continuation is possible), then given any point $\Lambda$ in the lower half-plane, there is a rational function $f(x)$ for which the continuation of

$$
\left((H-\zeta)^{-1} f, f\right)=\int(x-\zeta)^{-1}|f(x)|^{2} d x
$$

has a pole at 1 . The "resonances" considered by various authors are always something more than this-poles of an $S$-matrix [11], of an integral operator [13], or (as here) of an operator-valued function. Accordingly, the definition of "resonance" is referred to some structure in addition to the operator $H$-such as outgoing subspaces, the representation of $H$ as a differential operator, or a decomposition $H=T+A B^{*}$.

While something of this sort is necessary in general, in the case of an analytic perturbation $H(\kappa)$ of an embedded eigenvalue, a unitarily invariant significance can be attached to a Puiseux series $\Lambda(\kappa)$ of "resonances" in the weak sense which we have scorned above. There is of course additional structure here, too: the analyticity of the families $H(\kappa)$ and $\Lambda(\kappa)$.

To be precise, suppose that $H(\kappa)$ is an analytic family [6, Chapter VII] of closed operators, self-adjoint for real $\kappa$, with essential spectrum independent of $\kappa$. Let $\lambda_{0}$ be an eigenvalue of $H(0)$ and assume that for some vector $f$

$$
\left((H(\kappa)-\zeta)^{-1} f, f\right)
$$

has a continuation $F(\zeta, \kappa)$ to a meromorphic function of $(\zeta, \kappa)$ for $|\kappa|<\delta$ and $\left|\zeta-\lambda_{0}\right|<\delta$. Assume further that

$$
\Lambda(\kappa)=\lambda_{0}+\beta \kappa^{n / p}+\cdots \quad \beta \neq 0
$$

is a pole of $F(\zeta, \kappa)$ for each $\kappa$. Since for small $\kappa$, the term $\beta \kappa^{n / p}$ dominates those which follow it, $\Lambda(\kappa)$ will be in the upper half-plane for $\kappa$ in certain sectors of the complex plane, and will therefore be an eigenvalue of $H(\kappa)$, because of the assumed invariance of the essential spectrum. Thus the same analytic family $\Lambda(\kappa)$ represents a "resonance" for some values of the perturbation parameter, and an actual eigenvalue of $H(\kappa)$ for others. Put differently, the resonances are continuations in $\kappa$ of eigenvalues of $H(\kappa)$, and have, therefore, a unitarily invariant significance for the family $H(\kappa)$.

1. Puiseux series. The following assumptions will be made throughout this article. For proofs of the various assertions, see [2, 7 , and 10].

Let $\mathscr{H}$ and $\mathscr{H}^{\prime}$ be separable Hilbert spaces. Let $T$ be a selfadjoint operator on $\mathscr{H}$ with resolvent $G(z)=(T-z)^{-1}$, and let $A$ and $B$ be closed, densely defined operators from $\mathscr{H}$ to $\mathscr{H}^{\prime}$ such that $\mathscr{D}(T) \subset \mathscr{D}(A) \cap \mathscr{D}(B)$ and

$$
\begin{equation*}
(A x, B y)=(B x, A y) \text { for every } x, y \in \mathscr{D}(A) \cap \mathscr{D}(B) \tag{1.1}
\end{equation*}
$$

Suppose that for every $z \in \rho(T)$, the operator $A G(z) B^{*}$, which is defined on $\mathscr{D}\left(B^{*}\right)$, has a bounded extension $Q(z)$ to $\mathscr{H}^{\prime}$, and that $I+Q(z)$ is invertible for some $z \in \rho(T)$. Then, for sufficiently small real $\kappa$, there is a self-adjoint extension $H(\kappa)$ of $T+\kappa B^{*} A$ the resolvent of which is

$$
\begin{equation*}
R(z, \kappa)=G(z)-\kappa[B G(\bar{z})]^{*}[I+\kappa Q(z)]^{-1} A G(z) \tag{1.2}
\end{equation*}
$$

whenever $z \in \rho(T)$ and $I+\kappa Q(z)$ has a bounded inverse. In particular, $H(0)=T$ and $R(z, 0)=G(z)$. We shall write $H(\kappa)=\int \lambda d E_{\kappa}(\lambda)$. If $\mathscr{M}\left(A^{*}\right)$ denotes the smallest reducing subspace of $T$ which contains $\mathscr{R}\left(A^{*}\right)$, then $\mathscr{M}=\mathscr{M}\left(A^{*}\right) \cap \mathscr{M}\left(B^{*}\right)$ reduces both $H(\kappa)$ and $T$ and $H(\kappa)=T$ on $\mathscr{M}^{\perp}$. Only the parts of $H(\kappa)$ and $T$ in $\mathscr{M}$ are of interest in perturbation theory.

Let $\Omega$ be a neighborhood of a point $\lambda_{0}$ of the real axis, and $\Omega^{ \pm}=$ $\{z \in \Omega: \pm \operatorname{Im} z>0\}$. Assume that $Q(z)$ has a continuation $Q^{ \pm}(z)$ from $\Omega^{ \pm}$to $\Omega$, which is analytic on $\Omega$ except for a simple pole at $\lambda_{0}$ with residue of finite rank $m$. The part of $T$ in $\mathscr{M}$ is then absolutely continuous in $\Omega \cap \boldsymbol{R}$, except for an eigenvalue $\lambda_{0}$ of finite multiplicity equal to $m$. Since $Q^{+}(z)$ and $Q^{-}(z)$ do not in general agree on $\Omega$,
the eigenvalue $\lambda_{0}$ is in general embedded in the absolutely continuous spectrum of $T$.

If we now write

$$
Q^{ \pm}(z)=Q_{o}^{ \pm}(z)+\left(\lambda_{0}-z\right)^{-1} F^{\prime}
$$

where $F$ has finite rank and $Q_{c}^{ \pm}(z)$ is analytic at $\lambda_{0}$, then $I+\kappa Q_{c}^{ \pm}(z)$ can be inverted by a Neumann series for $\left|z-\lambda_{0}\right|<\delta_{1}$ and $|\kappa|<\delta_{2}$ if $\delta_{1}$ and $\delta_{2}$ are sufficiently small. Hence, $A R(z, \kappa) B^{*}$ also has a bounded extension $Q_{1}(z, \kappa)$ for $\operatorname{Im} z \neq 0$, which has completely meromorphic (meromorphic with finite rank principal parts at all poles [2]) continuations $Q_{1}^{ \pm}(z, \kappa)$ from $\Omega^{ \pm}$to $\left|z-\lambda_{0}\right|<\delta_{1}$ satisfying

$$
\begin{align*}
& I-\kappa Q_{1}^{ \pm}(z, \kappa)=\left[I+\kappa Q^{ \pm}(z)\right]^{-1} \\
& \quad=\left\{I+\kappa\left(\lambda_{0}-z\right)^{-1}\left[I+\kappa Q_{c}^{ \pm}(z)\right]^{-1} F\right\}^{-1}\left[I+\kappa Q_{c}^{ \pm}(z)\right]^{-1} . \tag{1.3}
\end{align*}
$$

The poles of $Q_{1}^{ \pm}(z, \kappa)$ need not be real, but for real $\kappa$ do not lie in $\Omega^{ \pm}$; they are the resonances of this perturbation problem.

Theorem 1.1. There is an analytic function $\Delta(z, \kappa)$ on a polydisc $\left\{(z, \kappa):\left|z-\lambda_{0}\right|<\delta_{1},|\kappa|<\hat{\delta}_{2}\right\}$ such that
(a) For $|\kappa|<\delta_{2}, \quad \Delta(z, \kappa)$ has exactly $m$ zeros $z_{1}(\kappa), \cdots, z_{m}(\kappa)$ (repeated according to multiplicity) in $\left|z-\lambda_{0}\right|<\delta_{1}$, which are precisely the poles of $Q_{1}^{+}(z, \kappa)$ in $\left|z-\lambda_{0}\right|<\delta_{1}$. For $\kappa=0, z_{j}(0)=\lambda_{0}$ ( $j=1, \cdots, m$ ).
(b) If for some real $\kappa, z_{j}(\kappa)$ is real, then $z_{j}(\kappa)$ is an eigenvalue of $H(\kappa)$ of multiplicity equal to the multiplicity $m_{j}(\kappa)$ of $z_{j}(\kappa)$ as a zero of $\Delta(z, \kappa)$.

This result was proved in [2, §5], except for analyticity of $\Delta(z, \kappa)$ which is clear from the construction of $\Delta(z, \kappa)$ (see equation (2.2) below). However, we have omitted the hypothesis of [2] that $Q(z)$ is compact. This can be done; for in [2] compactness was used only for two things: (a) to prove that $I+\kappa Q^{ \pm}(z)$ has a completely meromorphic inverse, and (b) to prove, by references to [10], that $H(\kappa)$ is self-adjoint for real $\kappa$. However, we have argued above that (a) holds here, while (b) holds for $\kappa$ sufficiently small [10, p. 59].

Note that [2] $F=A P_{0}\left[B P_{0}\right]^{*}$.
We shall now show that the resonances can be grouped into cycles, so that each of the $p$ elements of a cycle is one of the values of a series expansion in powers of $\kappa^{1 / p}$. Such series are known as Puiseux series [9, p. 130]. For their application to perturbation theory, see [6; Chapters II and VII].

Theorem 1.2. The resonances $z_{1}(\kappa), \cdots, z_{m}(\kappa)$ may be labeled so
that each $z_{j}(\kappa)$ has a Puiseux series expansion in $\kappa$. If

$$
\begin{equation*}
z_{j}(\kappa)=\lambda_{0}+\alpha_{1} \omega^{j} \kappa^{1 / p}+\alpha_{2} \omega^{2 j} \kappa^{2 / p}+\cdots \quad(j=1, \cdots, p) \tag{1.4}
\end{equation*}
$$

is a given Puiseux cycle of resonances, where $\omega$ is a primitive pth root of unity, then either the series has the form

$$
\begin{equation*}
z_{j}(\kappa)=\lambda_{0}+\alpha_{p} \kappa+\cdots+\alpha_{2 n p} \kappa^{2 n}+\alpha_{2 n p+1} \omega^{j} \kappa^{2 n+1 / p}+\cdots \tag{1.5}
\end{equation*}
$$

where $\lambda_{0}, \alpha_{p}, \cdots, \alpha_{(2 n-1) p}$ are real and $\operatorname{Im} \alpha_{2 n p}<0$, or $p=1$ and all the coefficients $\alpha_{n}$ are real.

Moreover, the multiplicity $m_{j}(\kappa)$ is independent of $\kappa$ for $\kappa \neq 0$ and sufficiently small, and is the same for each element $z_{j}(\kappa)$ of a given Puiseux cycle.

In particular, if $z_{j}(\kappa)$ belongs to a Puiseux cycle with $p \geqq 2$, then $z_{j}(\kappa)$ is not real for all sufficiently small real $\kappa \neq 0$. Thus any actual embedded eigenvalues of $H(\kappa)$ are analytic.

Corollary 1.3. For real $\kappa \neq 0$ sufficiently small, the multiplicity of point eigenvalues in the interval $\left(\lambda_{0}-\delta_{1}, \lambda_{0}+\delta_{1}\right)$ is independent of $\kappa$. If for some $j, z_{j}(\kappa)$ is real for all sufficiently small $\kappa$, then $z_{j}(\kappa)$ is analytic in $\kappa$.

Proof of Theorem 1.2. Since $\Delta(z, 0)=\left(\lambda_{0}-z\right)^{m}$, the Weierstrass Preparation Theorem [1, p. 188] yields that

$$
\Delta(z, \kappa)=\left[\left(z-\lambda_{0}\right)^{m}+g_{m-1}(\kappa)\left(z-\lambda_{0}\right)^{m-1}+\cdots+g_{0}(\kappa)\right] F(z, \kappa)
$$

where $g_{0}, \cdots, g_{m-1}$ and $F$ are analytic, $F\left(\lambda_{0}, 0\right) \neq 0$ and $g_{0}(0)=\cdots=$ $g_{m-1}(0)=0$. Thus $z_{1}(\kappa), \cdots, z_{m}(\kappa)$ are the zeros of a polynomial in $z$ with coefficients analytic in $\kappa$, namely $\Delta(z, \kappa) / F(z, \kappa)$. Hence, (c.f. [6, pp. 63-66]) $z_{1}(\kappa), \cdots, z_{m}(\kappa)$ are algebroidal functions having at most an algebraic singularity at $\kappa=0$, and must therefore have Puiseux series expansions. The statement about multiplicities is part of this theory.

Since $H(\kappa)$ is self-adjoint for real $\kappa, R(z, \kappa)$, and hence $Q_{1}^{+}(z, \kappa)$, is analytic for $\operatorname{Im} z>0$, so that in the cycle (1.4), one has $\operatorname{Im} z_{j}(\kappa) \leqq$ 0 for real $\kappa$, and each $j=1, \cdots, p$. Therefore, the first term of (1.4) with a nonreal coefficient must have negative imaginary part for all real $\kappa$ and $j=1, \cdots, p$. But this can only happen for an even integer power $\kappa^{2 n}$ where, moreover, $\operatorname{Im} \alpha_{2 n p}<0$. If all coefficients $\alpha_{n} \omega^{j n}$ are real, then because of the factor $\omega^{j n}$, we can only have $p=1$ or 2 . However, if $p=2$ and $\alpha_{n} \omega^{j n} \kappa^{n / 2}$ is the first nonzero term with $n$ odd, then changing $\kappa$ into $-\kappa$ introduces a factor $i$, so that by proper choice of $j$, the imaginary part of this term can be made positive. Since this cannot occur, we must have $p=1$.

Remark. With perhaps a mild additional hypothesis, stationary scattering theory [8] shows that, for real $\kappa$, the absolutely continuous parts of $H(\kappa)$ and $T$ in $\left(\lambda_{0}-\delta_{2}, \lambda_{0}+\delta_{2}\right)$ are unitarily equivalent.
2. Fermi's golden rule. In the simple case in which the perturbation $B^{*} A$ removes the degeneracy at $\lambda_{0}$, calculation of the resonances up to terms of order $\kappa^{2}$ leads to the venerable Golden Rule for the line widths $\Gamma_{j}(\kappa)$. In order to discuss this, we must recall the construction of $\Lambda(z, \kappa)$ [2, §5].

It was proved in [2, p. 329; Theorem 3.1] that the residue of $Q^{+}(z)$ at $\lambda_{0}$ is $-A P_{0}\left[B P_{0}\right]^{*}$, where $P_{0}$ is the orthogonal projection onto $\operatorname{ker}\left(T-\lambda_{0}\right)$. Hence the operator

$$
\begin{equation*}
Q_{c}^{+}(z)=Q^{+}(z)-\left(\lambda_{0}-z\right)^{-1} A P_{0}\left[B P_{0}\right]^{*}, \tag{2.1}
\end{equation*}
$$

which corresponds to the continuous part of $T$ near $\lambda_{0}$, is analytic on $\Omega$. According to [2, p. 335; Theorem 5.1]

$$
\Delta(z, \kappa)=\left(\lambda_{0}-z\right)^{m} \operatorname{det}\left[I+\left[I+\kappa Q_{c}^{+}(z)\right]^{-1} \kappa\left(\lambda_{0}-z\right)^{-1} A P_{0}\left[B P_{0}\right]^{*}\right] .
$$

Using the formula $\operatorname{det}(I+S T)=\operatorname{det}(I+T S)[6, \mathrm{p} .162 ;$ Problem 4.17] gives

$$
\begin{equation*}
\Delta(z, \kappa)=\left(\lambda_{0}-z\right)^{m} \operatorname{det}\left\{I+\left[B P_{0}\right]^{*}\left[I+\kappa Q_{c}^{+}(z)\right]^{-1} \kappa\left(\lambda_{0}-z\right)^{-1} A P_{0}\right\} \tag{2.2}
\end{equation*}
$$

Now, $A$ and $B$ are one-one on $\mathscr{R}\left(P_{0}\right)$ and $\mathscr{R}\left(\left[B P_{0}\right]^{*}\right)=\mathscr{R}\left(P_{0}\right)$ [2, p. 331]. We may therefore write (2.2) as a determinant on $\mathscr{R}\left(P_{0}\right)$, and then the factor $\left(\lambda_{0}-z\right)^{m}$ may be taken inside the $m \times m$ determinant to yield

$$
\begin{align*}
& \Delta(z, \kappa) \\
& \quad=\operatorname{det}\left\{\left(\lambda_{0}-z\right) I_{m}+\kappa\left[B P_{0}\right]^{*} A P_{0}-\kappa^{2}\left[B P_{0}\right]^{*} Q_{c}^{+}(z) A P_{0}+O\left(\kappa^{3}\right)\right\} \tag{2.3}
\end{align*}
$$

uniformly in $z$, where $I_{m}$ is the identity on $\mathscr{R}\left(P_{0}\right)$ and $\left[I+\kappa Q_{c}^{+}(z)\right]^{-1}$ has been expanded in a Neumann series.

The operator $V_{0}=\left[B P_{0}\right]^{*} A P_{0}$ maps $\mathscr{R}\left(P_{0}\right)$ into itself, and is essentially the compression of the perturbation $B^{*} A$ to $\mathscr{R}\left(P_{0}\right)$. Using (1.1), we find that for $x, y \in \mathscr{H}$

$$
\begin{aligned}
\left(V_{0} x, y\right) & =\left(\left[B P_{0}\right]^{*} A P_{0} x, y\right)=\left(A P_{0} x, B P_{0} y\right)=\left(B P_{0} x, A P_{0} y\right) \\
& =\left(\left[A P_{0}\right]^{*} B P_{0} x, y\right)=\left(V_{0}^{*} x, y\right)
\end{aligned}
$$

which means that $V_{0}$ is self-adjoint on $\mathscr{R}\left(P_{0}\right)$. Therefore, with respect to a suitable orthonormal basis $\phi_{1}, \cdots, \phi_{m}$ of $\mathscr{R}\left(P_{0}\right), V_{0}$ has a diagonal matrix

$$
D=\left(\begin{array}{llll}
\lambda_{1} & & & \\
& \lambda_{2} & & \\
& & \ddots & \\
& & & \lambda_{m}
\end{array}\right)
$$

The perturbation $B^{*} A$ is said to remove the degeneracy at $\lambda_{0}$ iff the eigenvalues $\lambda_{1}, \cdots, \lambda_{m}$ to $V_{0}$ are all distinct. If $X(z)$ denotes the matrix with entries

$$
X_{i j}(z)=-\left(Q_{c}^{+}(z) A \phi_{i}, B \phi_{j}\right)
$$

then writing (2.3) with respect to the basis $\phi_{1}, \cdots, \phi_{m}$ yields finally

$$
\begin{equation*}
\Delta(z, \kappa)=\operatorname{det}\left\{\left(\lambda_{0}-z\right) I_{m}+\kappa D+\kappa^{2} X(z)+O\left(\kappa^{3}\right)\right\} \tag{2.4}
\end{equation*}
$$

uniformly in $z$ on a neighborhood of $\lambda_{0}$.
Theorem 2.1. If $B^{*} A$ removes the degeneracy at $\lambda_{0}$, then $z_{j}(\kappa)$ is analytic $(j=1, \cdots, m)$ and

$$
\begin{equation*}
z_{j}(\kappa)=\lambda_{0}+\kappa \lambda_{j}+\kappa^{2} X_{j j}\left(\lambda_{0}\right)+O\left(\kappa^{3}\right) \tag{2.5}
\end{equation*}
$$

Taking the imaginary part of (2.5) for real $\kappa$, we obtain formally

$$
\begin{aligned}
\Gamma_{j}(\kappa) & =-\operatorname{Im} z_{j}(\kappa)=-\kappa^{2} \operatorname{Im}\left(Q_{c}^{+}\left(\lambda_{0}\right) A \phi_{j}, B \dot{\phi}_{j}\right)+O\left(\kappa^{3}\right) \\
& =-\kappa^{2} \operatorname{Im}\left(R_{c}\left(\lambda_{0}+i 0\right) V \phi_{j}, V \phi_{j}\right)+O\left(\kappa^{3}\right) \\
& =(2 i)^{-1} \kappa^{2}\left(\left[R_{c}\left(\lambda_{0}-i 0\right)-R_{c}\left(\lambda_{0}+i 0\right)\right] V \phi_{j}, V \dot{\phi}_{j}\right)+O\left(\kappa^{3}\right)
\end{aligned}
$$

and hence finally

$$
\begin{equation*}
\Gamma_{j}(\kappa)=\pi \kappa^{2}\left(\delta_{c}\left(T-\lambda_{0}\right) V \phi_{j}, V \dot{\phi}_{j}\right)+O\left(\kappa^{3}\right) \tag{2.6}
\end{equation*}
$$

where $V=B^{*} A=A^{*} B, R_{c}(z)=R(z)-\left(\lambda_{0}-z\right)^{-1} P_{0}$, and

$$
\delta_{c}(T-\lambda)=(2 \pi i)^{-1}\left[R_{c}(\lambda-i O)-R_{c}(\lambda+i O)\right] .
$$

Formula (2.6) is Fermi's Golden Rule.
Proof of Theorem 2.1. We already know that $z_{j}(\kappa)=\lambda_{0}+O(\kappa)$, and hence $X\left(z_{j}(\kappa)\right)=X\left(\lambda_{0}\right)+O(\kappa)$. If we define

$$
\zeta_{j}(\kappa)=\kappa^{-1}\left(z_{j}(\kappa)-\lambda_{0}\right) .
$$

Then the equation for $\zeta_{j}(\kappa)$ is, by (2.4),

$$
\begin{equation*}
\operatorname{det}\left\{-\kappa \zeta_{j}(\kappa) I_{m}+\kappa D+\kappa^{2} X\left(\lambda_{0}\right)+O\left(\kappa^{3}\right)\right\}=0 \tag{2.7}
\end{equation*}
$$

Expanding and dividing by $\kappa^{m}$ gives

$$
\begin{equation*}
\left(\lambda_{1}-\zeta_{j}(\kappa)\right) \cdots\left(\lambda_{m}-\zeta_{j}(\kappa)\right)+O(\kappa)=0 \tag{2.8}
\end{equation*}
$$

Since the polynomial $\left(\lambda_{1}-\zeta\right) \cdots\left(\lambda_{m}-\zeta\right)$ obtained for $\kappa=0$ has distinct simple zeros, equation (2.8) has $m$ analytic solutions, one asymptotic to each root as $\kappa \rightarrow 0$. Thus we may take

$$
\zeta_{j}(\kappa)=\lambda_{j}+\beta_{j} \kappa+O\left(\kappa^{2}\right) \quad(j=1, \cdots, m)
$$

Setting $j=1$ and substituting into (2.7), we find that

$$
\operatorname{det}\left\{\kappa J+\kappa^{2} X\left(\lambda_{0}\right)+O\left(\kappa^{3}\right)\right\}=0
$$

where

$$
J=\left(\begin{array}{llll}
-\kappa \beta_{1} & & & \\
& \left(\lambda_{2}-\lambda_{1}\right)-\kappa \beta_{1} & & \\
& & \ddots & \\
& & & \left(\lambda_{m}-\lambda_{1}\right)-\kappa \beta_{1}
\end{array}\right)
$$

Expanding (2.7) gives

$$
\kappa^{m+1}\left(\lambda_{2}-\lambda_{1}\right) \cdots\left(\lambda_{m}-\lambda_{1}\right)\left(X_{11}\left(\lambda_{0}\right)-\beta_{1}\right)+O\left(\kappa^{m+2}\right)=0
$$

so that, in fact,

$$
\beta_{1}=X_{11}\left(\lambda_{0}\right)
$$

3. Spectral concentration. The following theorem extends the main result of [3] to embedded eigenvalues.

Theorem 3.1. Assume that there exists a subspace $\mathscr{D}$ of $\mathscr{D}(A) \cap$ $\mathscr{D}(B)$ such that $B \mathscr{D} \subset \mathscr{D}\left(A^{*}\right), A \mathscr{O} \subset \mathscr{D}\left(B^{*}\right)$, and which is dense in $\mathscr{D}(A)$ and $\mathscr{D}(B)$ in the respective graph norms. For $j=1, \cdots, m$ and $\kappa$ real, choose $\delta_{j}(\kappa)$ such that $\delta_{j}(\kappa)=o(1)$ and $\operatorname{Im} z_{j}(\kappa)=o\left(\delta_{j}(\kappa)\right)$ as $\kappa \rightarrow 0$. Let

$$
S(\kappa)=\bigcup_{j=1}^{m}\left\{t: \operatorname{Re} z_{j}(\kappa)-\delta_{j}(\kappa)<t<\operatorname{Re} z_{j}(\kappa)+\delta_{j}(\kappa)\right\}
$$

If $H(\kappa)=\int \lambda d E_{\kappa}(\lambda)$, then

$$
P_{0}=s t-\lim _{\kappa \rightarrow 0} \int_{S(\kappa)} d E_{\kappa}(\lambda)
$$

As shown in the appendix, the additional hypothesis insures that, for real $\kappa$, the poles of $Q_{1}^{+}(z, \kappa)$ are the complex conjugates of those of $Q_{1}^{-}(z, \kappa)$. Thus we did not need to take into account the poles of $Q_{1}^{-}(z, \kappa)$ when defining $S(\kappa)$, as was done for the corresponding set $J_{n}$ in [3, Theorem 2.1]. In order that $\mathscr{D}$ exists, it is sufficient that either $A$ or $B$ be bounded, or that $A$ and $B$ be commuting self-adjoint operators.

Theorem 3.1 has a proof very similar to that of [3, Theorem 2.1], but cannot be deduced directly from that result because the operator $Q_{1}^{+}(z, \kappa)$, which corresponds to $Q_{1}^{+}(z, n)$ of [3], tends to zero as $\kappa \rightarrow 0$, and cannot, therefore, satisfy Hypothesis III (b) of [3]. To avoid repeating the lengthy arguments of [3], we shall simply carry the argument along to a point at which the arguments become essentially identical. A considerable study of [3] is therefore necessary to understanding the remainder of this section.

In order to surmount the difficulties posed by nonsimple poles, or poles close together, we shall show that for real $\kappa$, the resonances $z_{1}(\kappa), \cdots, z_{m}(\kappa)$ may be grouped into what we shall call clusters in such a way that, as $\kappa \rightarrow 0$, the resonances of a single cluster act together as a single, simple pole of $Q_{1}^{+}(z, \kappa)$, at least insofar as their asymptotic effect on the spectral measure of $H(\kappa)$ is concerned.

The result of our considerations is a rather detailed description of the singular part of $Q_{1}^{+}(z, \kappa)$.

In the first two lemmas, $\kappa$ may be complex.

Lemma 3.2. Let $z_{j}(\kappa)(j=1, \cdots, N)$ be the distinct poles of $Q_{1}^{+}(z, \kappa)$. Then $Q_{1}^{+}(z, \kappa)$ has the partial fraction expansion

$$
\begin{equation*}
Q_{1}^{+}(z, \kappa)=\sum_{j=1}^{N} \frac{B_{1}^{(j)}(\kappa)}{\left(z-z_{j}(\kappa)\right)}+\cdots+\frac{B_{m_{j}}^{(j)}(\kappa)}{\left(z-z_{j}(\kappa)\right)^{m_{j}}}+L(z, \kappa) \tag{3.1}
\end{equation*}
$$

where $L(z, \kappa)$ is analytic in $z$ and $\kappa$. If $z_{j}(\kappa)$ has a Puiseux series expansion in powers of $\kappa^{1 / p}$, then $B_{k}^{(j)}(\kappa)\left(k=1, \cdots, m_{j}\right)$ also has an expansion in powers of $\kappa^{1 / p}$, and has at most an algebraic pole at $\kappa=0$.

The proof is a simple adaptation of the argument on pp. 69-70 of [6]. Certain additional facts obtained there do not hold here, since $Q_{1}^{+}(z, \kappa)$ is not a resolvent. Analyticity of $L(z, \kappa)$ is proved in the proof of the next lemma.

It follows immediately that for small $\kappa \neq 0, B_{\kappa}^{(j)}(\kappa)$ either vanishes identically or is never zero. Hence, for small $\kappa \neq 0$, the order $m_{j}$ of the $j$ th pole $z_{j}(\kappa)$ of $Q_{1}^{+}(z, \kappa)$ is independent of $\kappa$.

If the terms of the singular part of $Q_{1}^{+}(z, \kappa)$ in (3.1) are combined, we obtain

$$
Q_{1}^{+}(z, \kappa)=\frac{P(z, \kappa)}{\Delta(z, \kappa)}+L(z, \kappa)
$$

where $P(z, \kappa)$ is a polynomial in $z$ with coefficients having at most an algebraic singularity at $\kappa=0$, and $\Delta(z, \kappa)$ is the analytic function of $z$ and $\kappa$ defined in $\S 1$.

Lemma 3.3. (a) As $\kappa \rightarrow 0, Q_{1}^{+}(z, \kappa) \rightarrow Q^{+}(z)$ uniformly on $0<$ $\varepsilon \leqq\left|z-\lambda_{0}\right| \leqq \delta_{2}$ for every $\varepsilon>0$.
(b) $P(z, \kappa), \Delta(z, \kappa)$, and $L(z, \kappa)$ are all analytic in $z$ and $\kappa$. Moreover,

$$
\begin{equation*}
\lim _{\kappa \rightarrow 0} P(z, \kappa)=\left(z-\lambda_{0}\right)^{N-1} A P_{0}\left[B P_{0}\right]^{*} \tag{3.2}
\end{equation*}
$$

Proof. From (1.3) and (2.1) one obtains

$$
\begin{equation*}
I-\kappa Q_{1}^{+}(z, \kappa)=\left[I+\kappa\left(\lambda_{0}-z\right)^{-1} \Gamma(z, \kappa) A P_{0}\left[B P_{0}\right]^{*}\right]^{-1} \Gamma(z, \kappa) \tag{3.3}
\end{equation*}
$$

where

$$
\Gamma(z, \kappa)=\left[I+\kappa Q_{c}^{+}(z)\right]^{-1}
$$

is analytic in $z$ and $\kappa$, for $\kappa$ and $z-\lambda_{0}$ small. Expanding the right side, canceling $I$ on both sides and dividing by $\kappa$ yields the result. Analyticity of $L(z, \kappa)$ and the coefficients of $P(z, \kappa)$, as well as (3.2) follow from the formulas between equations (2.7) and (2.8) of [3], where the discrete parameter $n$ must be replaced by $\kappa$.

Assume now that $\kappa$ is real, and write

$$
z_{j}(\kappa)=\lambda_{j}(\kappa)-i \Gamma_{j}(\kappa) \quad(j=1, \cdots, N)
$$

where $\lambda_{j}(\kappa)$ is real and $\Gamma_{j}(\kappa) \geqq 0$. We shall now describe the grouping of the $z_{j}(\kappa)$ 's into clusters. To begin with, we specify that if $\Gamma_{j}(\kappa) \equiv 0$, then $z_{j}(\kappa)$ is to form a cluster by itself. Otherwise, $\Gamma_{j}(\kappa)>$ 0 for small $\kappa \neq 0$, and we shall assume now for convenience that

$$
\Gamma_{j}(\kappa)>0
$$

$$
(j=1, \cdots, N)
$$

Then $\Gamma_{j}(\kappa)$ has a Puiseux series, so that

$$
\begin{equation*}
\Gamma_{j}(\kappa)=a_{j} \kappa^{p(j)}+\cdots \tag{3.4}
\end{equation*}
$$

where $a_{j}>0$ and $p(j)$ is an integer $(j=1, \cdots, m)$. (If $\kappa$ is complex in (3.4), $\Gamma_{j}(\kappa)$ is defined, but no longer the imaginary part of $-z_{j}(\kappa)$.) For $\kappa \neq 0$, choose $\delta_{j}(\kappa)>0$ such that

$$
\delta_{j}(\kappa)=o\left(\kappa^{p(j)-1}\right) \quad(j=1, \cdots, m)
$$

while

$$
\kappa^{p(j)}=o\left(\delta_{j}(\kappa)\right) \quad(j=1, \cdots, m)
$$

as $\kappa \rightarrow 0$, and consider the intervals

$$
J_{j}(\kappa)=\left(\lambda_{j}(\kappa)-\delta_{j}(\kappa), \lambda_{j}(\kappa)+\delta_{j}(\kappa)\right)
$$

If $\kappa$ is small, the number of component intervals of

$$
\begin{equation*}
J_{1}(\kappa) \cup \cdots \cup J_{m}(\kappa) \tag{3.5}
\end{equation*}
$$

is independent of $\kappa$, and each component is the union of the intervals $J_{j}(\kappa)$ corresponding to a certain set of resonances. For the distance between $\lambda_{j}(\kappa)$ and $\lambda_{k}(\kappa)$ is of the order of some integral power of $\kappa$, and is therefore either much greater or much less than the length of $J_{j}(\kappa)$. These sets are the clusters; they are independent of $\kappa$. We shall denote the components of (3.5) by

$$
\left(c_{j}(\kappa)-\rho_{j}(\kappa), c_{j}(\kappa)+\rho_{j}(\kappa)\right) \quad(j=1, \cdots, N)
$$

where $N$ is the number of clusters. We shall refer to $c_{j}(\kappa)$ and $\rho_{j}(\kappa)$ as the center and radius of the $j$ th cluster.

It is easily seen that if $\left\{z_{1}(\kappa), \cdots, z_{p_{1}}(\kappa)\right\}$ is the first cluster, then

$$
\begin{equation*}
\lambda_{j}(\kappa)-c_{1}(\kappa)=o\left(\rho_{1}(\kappa)\right) \quad\left(j=1, \cdots, p_{1}\right) \tag{3.6}
\end{equation*}
$$

For if $\lambda_{j}(\kappa)$ and $\lambda_{k s}(\kappa)$ belong to the first cluster, the distance between them is much less than either $\delta_{j}(\kappa)$ or $\delta_{k}(\kappa)$, neither of which can exceed $\rho_{1}(\kappa)$. Similarly

$$
\begin{equation*}
\rho_{i}(\kappa)=o\left(\left|c_{1}(\kappa)-c_{2}(\kappa)\right|\right) \quad(i=1,2) \tag{3.7}
\end{equation*}
$$

because $c_{1}(\kappa)-c_{2}(\kappa)$, being determined by the $\lambda_{j}(\kappa)$ 's, is of integral power order, while $\rho_{j}(\kappa)$, being determined by the $\delta_{j}(\kappa)$ 's is not.

Similar statements hold for other clusters. The interpretation of (3.6) is that the resonances of a cluster are asymptotically very close to the center of the corresponding interval ( $c_{n}-\rho_{n}, c_{n}+\rho_{n}$ ), while (3.7) says that distinct components of (3.5) are asymptotically very small compared to their distance apart.

Lemma 3.4. For $\operatorname{Im} z>0$, and $\left|z-\lambda_{0}\right| \leqq \delta_{2}$

$$
\|P(z, \kappa)\| \leqq C|\Delta(z, \kappa)|(\operatorname{Im} z)^{-1}
$$

where $C$ is independent of $\kappa$.
Proof. For each $\kappa$, the coefficients of $P(z, \kappa)$ are of finite rank, since they are residues of functions with singular parts of finite rank, and are also analytic in $\kappa$. The lemma therefore follows by a proof similar to that of equation (2.8) of [3].

The procedures of [3] could now be applied to yield an asymptotic expansion for the singular part $P(z, \kappa) / \Delta(z, \kappa)$ of $Q_{1}^{+}(z, \kappa)$. However, we shall be content to remark that for any sequence $\kappa_{n} \rightarrow 0$, the quantities $P\left(z, \kappa_{n}\right), \Delta\left(z, \kappa_{n}\right)$, etc. have precisely the properties of $P_{n}(z)$, $\Delta_{n}(z)$ etc. which are used in the proof of [3, Theorem 2.1] from equation (2.10) of [3] onward. The remainder of the proof of Theorem 3.1 follows [3] with essentially no change.
4. Examples. We shall now consider some simple examples which illustrate certain phenomena.

Example 1. We shall first give an example in which a nonanalytic Puiseux series occurs. Let $\mathscr{H}=L_{2}(-\infty,+\infty) \oplus \mathbb{U}^{2}$, and let $e_{1}, e_{2}$ be the usual orthonormal basis of $\mathbb{C}^{2}$. Define

$$
H_{0}\binom{u(t)}{\xi}=\left(\begin{array}{cc}
t & 0 \\
0 & c
\end{array}\right)\binom{u(t)}{\xi}=\binom{t u(t)}{c \xi}
$$

where $u \in L_{2}(-\infty,+\infty), \xi \in \mathbb{C}^{2}$ and $c$ is a fixed real number. $H_{0}=T$ has absolutely continuous spectrum of simple multiplicity, except for an embedded eigenvalue $c$ of multiplicity $m=2$. Let $f_{1}(t), f_{2}(t)$ be an orthonormal pair of functions in $L_{2}(-\infty,+\infty)$, and define an operator $Y$ from $\mathbb{C}^{2}$ into $L_{2}(-\infty,+\infty)$ by

$$
Y\left(\xi_{1} e_{1}+\xi_{2} e_{2}\right)=\xi_{1} f_{1}(t)+\xi_{2} f_{2}(t)
$$

The operator $Y^{*}$ from $L_{2}(-\infty,+\infty)$ back into $\mathbb{C}^{2}$ is then

$$
Y^{*} u=\left(\int u(t) \bar{f}_{1}(t) d t\right) e_{1}+\left(\int u(t) \bar{f}_{2}(t) d t\right) e_{2}
$$

We shall consider the perturbed operator

$$
H(\kappa)=H_{0}+\kappa V
$$

where

$$
V=\left(\begin{array}{cc}
0 & Y \\
Y^{*} & \lambda_{1} I
\end{array}\right)
$$

and $\lambda_{1}>0$. The perturbation $V$ is self-adjoint of rank 4, and its range has the orthonormal basis $\left\{f_{1}, f_{2}, e_{1}, e_{2}\right\}$. If we choose the factorization

$$
V=V P=P V
$$

where $P$ is the orthogonal projection onto the range of $V$, then the matrix of

$$
Q(z)=V\left(H_{0}-z\right)^{-1} P
$$

with respect to the orthonormal basis $f_{1}, f_{2}, e_{1}, e_{2}$ of the range of $V$ is

$$
\left(\begin{array}{cc}
0 & (c-z)^{-1} I_{2} \\
F(z) & (c-z)^{-1} \lambda_{1} I_{2}
\end{array}\right)
$$

where

$$
F(z)=\int(t-z)^{-1}\left(\begin{array}{cc}
\left|f_{1}(t)\right|^{2} & \bar{f}_{1}(t) f_{2}(t) \\
f_{1}(t) \bar{f}_{2}(t) & \left|f_{2}(t)\right|^{2}
\end{array}\right) d t
$$

and $I_{2}$ is the $2 \times 2$ identity matrix.
If we now assume that $F(z)$ has a meromorphic continuation from the upper half-plane across the axis in a neighborhood of $c$, then the equation

$$
(c-z)^{2} \operatorname{det}(I+\kappa Q(z))=0
$$

for the resonances reduces to

$$
\kappa^{4} D(z)-\kappa^{2} T(z)\left(c+\kappa \lambda_{1}-z\right)+\left(c+\kappa \lambda_{1}-z\right)^{2}=0
$$

where $T(z)$ and $D(z)$ are the trace and determinant of $F(z)$. Solving for $\left(c+\kappa \lambda_{1}-z\right)^{-1}$ by the quadratic formula yields

$$
z=c+\lambda_{1} \kappa+\kappa^{2} g(z)
$$

where

$$
g(z)=-\frac{1}{2}\left(T(z) \pm \sqrt{T^{2}(z)-4 D(z)}\right) .
$$

For simplicity, let us now take $c=0$. Then, if the function

$$
H(z)=T^{2}(z)-4 D(z)
$$

has a simple zero at $z=0$, the function $g(z)$ has a Puiseux series expansion

$$
g(z)=a_{0}+a_{1} z^{1 / 2}+a_{2} z+\cdots
$$

where $a_{1} \neq 0$. It then follows easily from

$$
z=\lambda_{1} \kappa+\kappa^{2}\left(a_{0}+a_{1} z^{1 / 2}+a_{2} z+\cdots\right)
$$

that

$$
z=\lambda_{1} \kappa+a_{0} \kappa^{2}+a_{1} \lambda_{1}^{1 / 2} \kappa^{5 / 2}+O\left(\kappa^{3}\right)
$$

which means that $z(\kappa)$ has a nonanalytic Puiseux series in $\kappa$. We shall therefore have obtained the desired example, if we can find $f_{1}(t)$ and $f_{2}(t)$ such that $H(z)$ has a simple zero at $z=0$.

To this end, let

$$
f_{1}(t)=\left(\frac{2}{\pi}\right)^{1 / 2} \frac{1}{t^{2}+1}
$$

and

$$
\begin{aligned}
f_{2}(t) & =(2-2 \varepsilon)^{-1 / 2} \operatorname{sgn} t & & 0<\varepsilon<|t|<1 \\
& =0 & & \text { otherwise } .
\end{aligned}
$$

Then $f_{1}$ and $f_{2}$ are an orthonormal pair, and since they are real,

$$
F_{12}(z)=F_{21}(z) .
$$

The values of $F_{11}(0)$ and $F_{11}^{\prime}(0)$ may be computed from

$$
F_{11}(z)=-(z+2 i)(z+i)^{-2} \quad \operatorname{Im} z>0
$$

while due to the fact that $f_{2}(t)$ vanishes near the origin, the integrals for $F_{12}(0)$ and $F_{22}(0)$, as well as those obtained for $F_{12}^{\prime}(0)$ and $F_{22}^{\prime 2}(0)$ by differentiation under the integral sign are absolutely convergent. In fact, one has

$$
F_{22}(0)=(2-2 \varepsilon)^{-1} \int_{\varepsilon<|t|<1} \frac{d t}{t}=0
$$

and

$$
F_{22}^{\prime}(0)=(2-2 \varepsilon)^{-1} \int_{\varepsilon<|t|<1} \frac{d t}{t^{2}}=\varepsilon^{-1}
$$

Similarly,

$$
F_{12}(0)=2(\pi-\pi \varepsilon)^{-1 / 2} \int_{\varepsilon}^{1} \frac{1}{t^{2}+1} \cdot \frac{d t}{t}
$$

and

$$
F_{12}^{\prime}(0)=0 .
$$

Hence, one computes that

$$
\begin{aligned}
H(0) & =\left(F_{11}(0)-F_{22}(0)\right)^{2}+4 F_{21}^{2}(0) \\
& =-4+16(\pi-\pi \varepsilon)^{-1}\left\{\int_{\varepsilon}^{1} \frac{1}{t^{2}+1} \frac{d t}{t}\right\}^{2}
\end{aligned}
$$

and

$$
\begin{aligned}
H^{\prime}(0) & =2\left(F_{11}(0)-F_{22}(0)\right)\left(F_{11}^{\prime}(0)-F_{22}^{\prime}(0)\right)+8 F_{12}(0) F_{12}^{\prime}(0) \\
& =-4 i\left(3+\varepsilon^{-1}\right) \neq 0 .
\end{aligned}
$$

It therefore remains to choose $\varepsilon$ such that $H(0)=0$; that is, such that

$$
\left(\frac{\pi}{4}\right)^{1 / 2}=(1-\varepsilon)^{-1 / 2} \int_{\varepsilon}^{1} \frac{1}{t^{2}+1} \frac{d t}{t} \equiv \Phi(\varepsilon) .
$$

But since $\Phi(\varepsilon)$ is decreasing on $0<\varepsilon<1, \Phi(0+)=+\infty$, and $\Phi(1-)=$ 0 , there is a unique $\varepsilon$ in the interval $0<\varepsilon<1$ satisfying this equation.

Finally, note that the Puiseux series appears here as a degenerate case, since in the usual case when $H(z)$ does not vanish at the origin, $g(z)$ and hence $z(\kappa)$, have two distinct analytic branches.

Example 2. An example will now be given of an eigenvalue of multiplicity one embedded at an end point of the continuous spectrum, and perturbed by an operator of rank two, which gives rise to a resonance or an eigenvalue which cannot be represented as a Puiseux series. The endpoint appears as a branch point of $Q^{+}(z)$. Branch points of continued quantities occur in Simon's articles [14, 15] as "thresholds" for certain processes (that is, the minimum energies at which the processes can occur). His theory excludes eigenvalues embedded at thresholds-with good reason, as this example shows. Most of the thresholds in $[14,15]$ are embedded in a continuous spectrum, rather than at an end point. An example of this along the present lines would be easily constructed. The example is similar to Example 8.3 of [5, p. 581]. The operator $H_{0}=T$ on $L_{2}(0, \infty) \oplus$ $\mathbb{C}$ defined by

$$
H_{0}[u(t), \xi]=[t u(t), 0]
$$

has absolutely continuous spectrum $[0, \infty)$ and an eigenvalue at $\lambda_{0}=0$ with eigenvector

$$
\dot{\phi}_{0}=[0,1] .
$$

Let $H(\kappa)=H_{0}+\kappa V$ where

$$
V[u(t), \xi]=\left[\xi f(t),(u, f)+\lambda_{1} \xi\right] .
$$

We assume that $\lambda_{1}>0$ and

$$
\int_{0}^{\infty}|f(t)|^{2} d t=1
$$

The perturbation $V$ has rank 2, so the resonances are to be sought as poles of an analytic continuation of the inverse of the matrix $W(z, \kappa)$ of the restriction of $I+\kappa V\left(H_{0}-z\right)^{-1}$ to the range $\mathscr{R}(V)$ of $V$. Computing $W(z, \kappa)$ with respect to the orthonormal basis $\phi_{0}, f$ of $\mathscr{Z}(V)$, one obtains [5; eq. (8.9), p. 581]

$$
W(z, \kappa)=\left(\begin{array}{cc}
1 & -\kappa z^{-1} \\
\kappa F(z) & 1-\kappa \lambda_{1} z^{-1}
\end{array}\right)
$$

where

$$
F(z)=\int_{0}^{\infty}|f(t)|^{2}(t-z)^{-1} d t
$$

If we assume that $F(z)$ has a continuation $F_{+}(z)$ from the upper halfplane across the positive real axis, then the resonances satisfy the equation

$$
\begin{equation*}
z=\kappa \lambda_{1}-\kappa^{2} F_{+}(z) \tag{4.1}
\end{equation*}
$$

(See [5, p. 581], the third equation from the bottom of the page-in which there is an error of sign.)

Now choose

$$
\begin{equation*}
|f(t)|^{2}=\frac{2}{\pi} \frac{1}{1+t^{2}} \tag{4.2}
\end{equation*}
$$

so that

$$
F(z)=\frac{2 i-(2 / \pi) \log z-z}{1+z^{2}}
$$

where $0<\arg z<2 \pi$. The solution of (4.1) then has the asymptotic expansion

$$
\begin{equation*}
z(\kappa)=\kappa \lambda_{1}+(2 / \pi) \kappa^{2} \log \left(\kappa \lambda_{1}\right)-2 i \kappa^{2}+O\left(\kappa^{3}\right) \tag{4.3}
\end{equation*}
$$

which is not of Puiseux type. For $\kappa<0, z(\kappa)$ lies in the region $0<$ $\arg z<2 \pi$, and is therefore a negative eigenvalue $\lambda(\kappa)$ of $H(\kappa)$, with the expansion

$$
\lambda(\kappa)=\kappa \lambda_{1}+(2 / \pi) \kappa^{2} \log \left(-\kappa \lambda_{1}\right)+O\left(\kappa^{3}\right) \kappa<0
$$

For $\kappa>0$, the continuation $F_{+}(z)$ of $F(z)$ leads to the solution $z_{+}(\kappa)$ with $\arg z_{+}(\kappa) \cong 0$, while if $F_{+}(z)$ is replaced in (4.1) by the continuation $F_{-}(z)$ of $F(z)$ from the lower half-plane, one obtains the solution $z_{-}(\kappa)$ with $\arg z_{-}(\kappa) \cong 2 \pi$. These numbers are complex conjugates. If $\kappa$ is complex, the first situation essentially prevails, in the sense that the non-self-adjoint operator $H(\kappa)$ has an eigenvalue at $z(\kappa)$ for all sufficiently small $\kappa$ in any given sector $|\arg \kappa-\pi| \leqq$ $\pi-\delta, \delta>0$.

If instead of (4.2), one chooses

$$
\begin{equation*}
|f(t)|^{2}=\frac{2}{\pi} \cos (\pi \alpha / 2) \frac{t^{\alpha}}{1+t^{2}} \tag{4.4}
\end{equation*}
$$

where $-1<\alpha<1$, then one obtains, for $\alpha \neq 0$,

$$
F(z)=\frac{\cot (\pi \alpha / 2)-\csc (\pi \alpha / 2) z^{\alpha} e^{-i \pi \alpha}-z}{1+z^{2}}
$$

where $0<\arg z<2 \pi$. The solution of (4.2) then has the expansion

$$
\begin{equation*}
z(\kappa)=\kappa \lambda_{1}-\kappa^{2} \cot (\pi \alpha / 2)+\kappa^{2+\alpha} e^{-i \pi \alpha} \lambda_{1}^{\alpha} \csc (\pi \alpha / 2)+O\left(\kappa^{3}\right) \tag{4.5}
\end{equation*}
$$

This has the same general behavior: for $\kappa>0$, there is an eigenvalue $\lambda(\kappa)$ with expansion

$$
\lambda(\kappa)=\kappa \lambda_{1}-\kappa^{2} \cot (\pi \alpha / 2)+(-\kappa)^{2+\alpha} \lambda_{1}^{\alpha} \csc (\pi \alpha / 2)+O\left(\kappa^{3}\right)
$$

while for $\kappa>0$, there is a resonance. A notable feature, however,
is that one may obtain a Puiseux series by taking, for example, $\alpha=$ $\pm 1 / 2$, in which case $W(z, \kappa)$ has only an algebraic singularity at $z=$ 0 . In fact there are only two sheets, and it is interesting to note that for $\kappa<0$, these is a pole on the second sheet directly below the eigenvalue $\lambda(\kappa)$.

Let us see what becomes of Fermi's Golden Rule in this case. One has

$$
\left\langle\delta_{c}\left(H_{0}-\lambda\right) \bar{V} \phi_{0}, \quad \bar{V} \phi_{0}\right\rangle=|f(\lambda)|^{2} .
$$

(See [5, eq. (8.7)]. Note that, in the notation of [5], the $V_{1}$ term contributes nothing.) Hence, Fermi's Rule gives

$$
\Gamma(\kappa) \cong \pi \kappa^{2}\left|f\left(\lambda_{0}\right)\right|^{2} .
$$

Applied to the case $\lambda_{0}=0$ with $f(t)$ given by (4.4), this gives the following results: (a) for $\alpha=0$

$$
\Gamma(\kappa) \cong 2 \kappa^{2}
$$

which agrees with (4.3); (b) for $\alpha>0$

$$
\Gamma(\kappa) \cong 0
$$

which agrees with (4.5), to order $\kappa^{2}$, but is not informative; (c) for $\alpha<0, \Gamma(\kappa)$ is infinite, which is not surprising because according to (4.5), $\Gamma(\kappa)$ is not $O\left(\kappa^{2}\right)$. The Gold from which the Rule is made is apparently mixed with Brass.

If, however, $\lambda_{0}$ is replaced in the Rule by $\lambda_{0}+\kappa \lambda_{1}$, the resulting formula

$$
\begin{equation*}
\Gamma(\kappa) \cong \pi \kappa^{2}\left\langle\delta_{c}\left(H_{0}-\lambda_{0}-\kappa \lambda_{1}\right) V \phi_{0}, V \phi_{0}\right\rangle \tag{4.6}
\end{equation*}
$$

is an unalloyed success; for one then obtains

$$
\Gamma(\kappa) \cong \pi \kappa^{2}\left|f\left(\kappa \lambda_{1}\right)\right|^{2} \cong 2 \lambda_{1}^{\alpha} \kappa^{2+\alpha} \cos (\pi \alpha / 2)
$$

which agrees with (4.5).
Appendix. Let $T$ be self-adjoint and suppose that for some pair of vectors $f, g$ the function

$$
r(z)=\left((T-z)^{-1} f, g\right)
$$

has meromorphic continuations $r_{ \pm}(z)$ across some interval of the real axis. That the poles of $r_{-}(z)$ need not be the complex conjugates of the poles of $r_{+}(z)$ may be seen by taking $T u(t)=t u(t)$ on $L_{2}(-\infty,+\infty)$ and choosing $f(t)=(t+i)^{-1}$ and $g(t)=(t-i)^{-1}$. Then $r_{+}(z)$ has a pole at $z=-i$, while $r_{-}(z)$ vanishes identically.

Similarly, the poles of $Q_{1}^{+}(z)$ and $Q_{1}^{-}(z)$ are not always conjugate. For $A=(\cdot, f) f$ and $B=(\cdot, g) g$ are bounded and self-adjoint, and $A B=B A=0$ because $f$ and $g$ are orthogonal. Hence, $H=T+$ $B^{*} A=T$, and

$$
Q_{1}(z)=Q(z)=(G(z) f, g)(\cdot, g) g=r(z)(\cdot, f) g
$$

so that $Q_{1}^{+}(z)$ has a pole at $z=-i$ while $Q_{1}^{-}(z)$ vanishes identically.
We shall give sufficient conditions that $Q_{1}^{+}(z)$ and $Q_{1}^{-}(z)$ have conjugate poles. Let $T, A$, and $B$ satisfy the hypotheses of $\S 1$, and assume that $Q_{1}^{ \pm}(z)$ defined by

$$
I-Q_{1}^{ \pm}(z)=\left[I+Q^{ \pm}(z)\right]^{-1}
$$

is meromorphic, and has finite rank principal parts at all its poles. This is true, for example, if $\kappa$ is small in $\S 1$, or if $Q^{ \pm}(z)$ is compact. Formula (1.2) (with $\kappa=1$ ) then defines the resolvent $R(z)$ of an extension $H$ of $T+B^{*} A$, and $Q_{1}(z)$ is the extension of $A R(z) B^{*}$. (It is not clear whether or not $H$ is self-adjoint in this generality, but this is not at issue.) By taking adjoints, [7, eq. (2.2)] one also finds that $B G(z) A^{*}$ has the compact extension

$$
\widetilde{Q}(z)=[Q(\bar{z})]^{*}
$$

which has the continuations

$$
\begin{equation*}
\widetilde{Q}^{ \pm}(z)=\left[Q^{ \pm}(z)\right]^{*} \tag{1}
\end{equation*}
$$

defined on $\Omega$. Similarly, $B R(z) A^{*}$ leads to $\widetilde{Q}_{1}(z)$ and $\widetilde{Q}_{1}^{ \pm}(z)$.
Theorem. In addition to the hypotheses above, suppose that there exists a subspace $\mathscr{D}$ of $\mathscr{D}(A) \cap \mathscr{D}(B)$ such that $B \mathscr{D} \subset \mathscr{D}\left(A^{*}\right)$, $A \mathscr{D} \subset \mathscr{D}\left(B^{*}\right)$, and $\mathscr{D}$ is dense in $\mathscr{D}(A)$ and $\mathscr{D}(B)$ respectively, in the graph norms. If $Q^{+}(z)$ is analytic at $z_{0}$, then $Q_{1}^{+}(z)$ is analytic at $z_{0}$ iff $\widetilde{Q}_{1}^{+}(z)$ is analytic at $z_{0}$.

Proof. Let $P_{A}$ and $P_{B}$ be the orthogonal projections onto the closures of the ranges of $A$ and $B$. Then $I-P_{B}$ projects onto ker $B^{*}$, so that

$$
P_{A} Q(z)=Q(z) \quad \text { and } \quad Q(z)\left[I-P_{B}\right]=0
$$

for $\operatorname{Im} z>0$, and hence by continuation

$$
\begin{equation*}
P_{A} Q^{+}(z)=Q^{+}(z) \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
Q^{+}(z) P_{B}=Q^{+}(z) \tag{3}
\end{equation*}
$$

Observe next that by (1.1),

$$
B^{*} A x=A^{*} B x \quad x \in \mathscr{D} .
$$

Hence, for $x, g \in \mathscr{D}$, and $\operatorname{Im} z>0$, one has

$$
\begin{aligned}
& \left(\widetilde{Q}_{1}(z) B x, A y\right)=\left(B R(z) A^{*} B x, A y\right) \\
& \quad=\left(B R(z) B^{*} A x, A y\right)=\left(A R(z) B^{*} A x, B y\right) \\
& \quad=\left(Q_{1}(z) A x, B y\right)
\end{aligned}
$$

where (1.1) was used in the equality next to last. Using that $\mathscr{D}$ is dense in the graphs, and passing to a continuation shows that analyticity of $P_{A} \widetilde{Q}_{1}^{+}(z) P_{B}$ at $z_{0}$ is equivalent to analyticity of $P_{B} Q_{1}^{+}(z) P_{A}$ at $z_{0}$.

If we now assume that $Q^{+}(z)$ and $\widetilde{Q}_{1}^{+}(z)$ are analytic at $z_{0}$, then since (1), together with (2) and (3), implies that

$$
\begin{aligned}
Q_{1}^{+}(z) & =Q^{+}(z)-\left[Q^{+}(z)\right]^{2}+Q^{+}(z) Q_{1}^{+}(z) Q^{+}(z) \\
& =Q^{+}(z)-\left[Q^{+}(z)\right]^{2}+Q^{+}(z) P_{B} Q_{1}^{+}(z) P_{A} Q^{+}(z)
\end{aligned}
$$

it follows that $Q_{1}^{+}(z)$ is also analytic at $z_{0}$. The other implication is proved similarly.

It is evident from the proof that if the ranges of $A$ and $B$ are dense, the assumption that $Q^{+}(z)$ is analytic at $z_{0}$ may be dropped. However, the example above shows that it cannot be dropped in general.

Corollary. If all poles of $Q^{+}(z)$ are real, then the nonreal poles of $Q_{1}^{+}(z)$ and $Q_{1}^{-}(z)$ are complex conjugates.

This follows from (1).
Proposition. Either of the following conditions suffices for the existence of $\mathscr{D}$.
(a) Either $A$ or $B$ is bounded.
(b) $A$ and $B$ are commuting self-adjoint operators.

Proof. If $A$ is bounded, it follows from (1.1) that $A \mathscr{D}(B) \subset$ $\mathscr{D}\left(B^{*}\right)$. Hence, one may take $\mathscr{D}=\mathscr{D}(B)$. Similarly if $B$ is bounded.

Sufficiency of (b) follows easily from [12, p. 358].
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