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Let $\left\{\phi_{n}\right\}$ be a sequence of continuous functions orthogonal on an interval with respect to a positive measure $d \alpha$, and let $h(n)=\left(\int_{a}^{b}\left|\phi_{n}\right|^{2} d \alpha\right)^{-1}$. Then under hypotheses general enough to include as special cases the trigonometric system $\left\{e^{i n x}\right\}$, the ultraspherical polynomials, and most cases of the Jacobi polynomials, the sequences $\langle a\rangle$ satisfying $\|a\|=\sum_{n=0}^{\infty}|a(n)| h(n)<$ $\infty$ form a Banach algebra with a convolution defined by $\langle a * b\rangle=$ $\langle c\rangle$ where $\sum_{n=0}^{\infty} c(n) h(n) \phi_{n}=\left(\sum_{n=0}^{\infty} a(n) h(n) \phi_{n}\right)\left(\sum_{n=0}^{\infty} b(n) h(n) \phi_{n}\right)$. Attention is centered upon sequences $\langle a\rangle$ of unit norm (called distribution sequences), and the associated orthogonal series $\Sigma a(n) h(n) \phi_{n}$ (called characteristic functions). Theorems on divisibility and stability of these classes are proved, the results being modeled after the corresponding ones about the class of characteristic functions in probability theory.

In § 1 the classical example and the one corresponding to the ultraspherical polynomials are discussed. Section 2 is devoted to the study of the basic properties of characteristic functions. The principle results of this section are Theorem 1 (c) which relates convergence of distribution sequences and characteristic functions and Theorem 2 (f) which gives a canonical form analogous to that of Lévy and Khinchine for the divisible characteristic functions, i.e., those characteristic functions which have roots of every order in the class of characteristic functions. An important collection of semigroups of characteristic functions (the stable ones) is classified in §§ 3 and 4. Section 5 contains several examples. An excellent exposition of the classical case can be found in Lukac's book [12]; this paper makes heavy use of generalizations of techniques which are to be found there.

The author wishes to acknowledge his debt of gratitude to Richard Askey for suggesting the problems that are solved here, and for encouragement throughout this investigation.

1. Examples. Recall the definition and elementary properties of characteristic functions in the classical case:

A distribution function $F$ is a nondecreasing function defined on $(-\infty,+\infty)$ such that $F(x) \rightarrow 0$ as $x \rightarrow-\infty$ and $F(x) \rightarrow 1$ as $x \rightarrow+\infty$. A real-valued random variable $X$ has distribution $F$ if $P[X \leqq x]=$ $F(x)$. The characteristic function of $F$ is its Fourier-Stieltjes trans-
form:

$$
f(t)=\int_{-\infty}^{\infty} e^{i t x} d F(x)
$$

If $X$ and $Y$ are independent real-valued random variables with distributions $F$ and $G$, and if $f$ and $g$ are the characteristic functions of $F$ and $G$ respectively, then $X+Y$ has distribution $H=F * G$, the convolution of $F$ and $G$, where

$$
F * G(x)=\int_{-\infty}^{\infty} F(x-y) d G(y)
$$

and the characteristic function $h$ of $H$ is given by $h=f g$. Thus, questions about convolutions of distributions can be recast as questions about products of characteristic functions. Much of the work in this paper will correspond more closely to the situation that arises in those cases where the random variables are integer-valued. In that case, the distribution can be thought of as a sequence $u(n)=P[X=n]$, with $u(n) \geqq 0$ and $\sum_{n=-\infty}^{\infty} u(n)=1$. The characteristic function becomes the series

$$
f(x)=\sum_{n=-\infty}^{\infty} u(n) e^{i n x}
$$

and the convolution $\langle w\rangle$ of distribution sequences $\langle u\rangle$ and $\langle v\rangle$ is given by

$$
w(n)=\sum_{k=-\infty}^{\infty} u(n-k) v(k) .
$$

Similar techniques have been devised to deal with random variables which take values in spaces other than the real line. For instance, $X$ may take values in the unit sphere $\sum_{k-1}$ in $k$-dimensional Euclidean space. If $X$ and $Y$ are random variables in $\sum_{k-1}$, write $X=T p$ and $Y=S p$ where $T$ and $S$ are random variables in $S O(k)$, and $p=$ $(0,0, \cdots, 0,1)$, and define $X \oplus Y=T S p$. This relation can be used to define a convolution for measure on $\mathrm{SO}(k)$ in such a way that the distribution of $T S$ is the convolution of the distributions of $T$ and $S$. Restriction to random variables satisfying $P[X \in E]=P[X \in T E]$ for every $T \in \mathbb{S O}(k)$ satisfying $T p=p$, yields a theory which takes place on $[-1,1]$ by identification of $X$ with $X \cdot p$. This gives rise to a convolution algebra of measures on $[-1,1]$. The idea analogous to characteristic function here will be a sequence of Fourier-Stieltjes coefficients with respect to a certain orthogonal sequence. More specifically, put $2 \lambda=k-2$, and let $\left\{W_{n}^{\lambda}(x)\right\}$ be the ultraspherical or Gegenbauer polynomials normalized so that $W_{n}^{2}(1)=1$. These polynomials are orthogonal on $[-1,1]$ with respect to the measure
$\left(1-x^{2}\right)^{\lambda-1 / 2} d x ;\left\{W_{n}^{1 / 2}(x)\right\}$ are the Legendre polynomials. Define

$$
[w(n)]^{-1}=\int_{-1}^{1}\left[W_{n}^{\lambda}(x)\right]^{2}\left(1-x^{2}\right)^{\lambda-1 / 2} d x
$$

If $\mu$ is a measure on $[-1,1]$, and $N=\{0,1,2, \cdots\}$, put

$$
a(n)=\int_{-1}^{1} W_{n}^{\lambda}(x) d \mu(x) \quad(n \in N)
$$

equivalent to the statement

$$
\mu \sim \Sigma a(n) w(n) W_{n}^{\lambda} \quad(n \in N)
$$

Then if

$$
\eta \sim \Sigma b(n) w(n) W_{n}^{\lambda} \quad(n \in N)
$$

and if $\mu^{*} \eta$ is the convolution of $\mu$ and $\eta$,

$$
\mu^{*} \eta \sim \Sigma \alpha(n) b(n) w(n) W_{n}^{\lambda} \quad(n \in N)
$$

The structure of the algebra and the convolution are discussed in more detail by Bochner [3], Conte [5], and Hirschman [9]. Investigations of stochastic processes associated with this structure can be found in Bochner [3], Roberts and Ursell [13], Lamperti [11], and Bingham [1].

Hirschman [9] pointed out a duality between $n$ and $x$ in $\left\{W_{n}^{\lambda}(x)\right\}$ A distribution sequence is a sequence $\langle a\rangle=\{a(n)\}_{n=0}^{\infty}$ satisfying $a(n) \geqq 0$ and $\Sigma a(n) w(n)=1$; call $f(x)=\Sigma a(n) w(n) W_{n}^{\lambda}(x) \quad(|x| \leqq 1)$ the characteristic function of $\langle a\rangle$. Hirschman [9] describes a dual convolution structure on the distribution sequences. That is, there are nonnegative coefficients $c(k, n, m)$ such that if $\langle a\rangle$ and $\langle b\rangle$ are distribution sequences with characteristic functions $f$ and $g$, and if

$$
c(k)=\Sigma c(k, n, m) a(n) w(n) b(m) w(m) \quad(n, m \in N)
$$

then $\langle c\rangle$ is a distribution sequence with $f g$ as its characteristic function. Thus, there is a well-defined dual to the structure associated with zonal probability distributions on spheres. Problems in this context have been studied by Kennedy [10], and Bingham [2]. Both structures are well defined even if $2 \lambda$ is not an integer.

In this paper, a generalization of this dual structure to a wide class of orthogonal expansions which include Fourier series, ultraspherical series, and certain Jacobi series is formulated.

## 2. Characteristic functions.

Definitions and Notation. Let $I=[a, b]$ be a fixed bounded
interval; an integral sign without limits will always denote integration over $I$. Let $N$ be the set of nonnegative integers and $N^{\prime}=N-\{0\}$; $\Sigma$ and $\Sigma^{\prime}$ will denote summation over $N$ and $N^{\prime}$ respectively with respect to repeated indices. Let $\alpha$ be a strictly increasing function on $I$, and let $\left\{\phi_{n}\right\}_{n \in N}$ be a sequence of continuous functions on $I$ such that $\int \phi_{n} \bar{\phi}_{m} d \alpha=0$ if $n \neq m$.

Define

$$
h(n)=\left\{\int\left|\phi_{n}\right|^{2} d \alpha\right\}^{-1} \quad \text { and } \quad c(k, n, m)=\int \bar{\phi}_{k} \phi_{n} \phi_{m} d \alpha \quad(k, n, m \in N),
$$

and make the following assumptions.
A1. $\left\{\phi_{n}\right\}_{n \in N}$ is a maximal orthogonal set in $L^{2}(d \alpha)$.
A2. $\phi_{0} \equiv 1$.
A3. $\dot{\phi}_{n}(b)=1(n \in N)$.
A4. For some constant $M$

$$
\left|\phi_{n}(x)\right| \leqq M \quad(n \in N, x \in I) .
$$

A5. $c(k, n, m) \geqq 0 \quad(k, n, m \in N)$,
A6. $\quad \Sigma h(k) c(k, n, m)<\infty \quad(n, m \in N)$.
A7. $\int \dot{\phi}_{n}^{2} d \alpha \geqq 0 \quad(n \in N)$,
Remarks. Axiom A2 can be replaced by A2': $\int \phi_{n} d \alpha \geqq 0(n \in N)$ and $\Sigma h(n) \int \phi_{n} d \alpha<\infty$. The purpose of either axiom will be to ensure that the unit constant function will be a characteristic function, but A $2^{\prime}$ adds complications to many otherwise simple arguments. Axiom A7, which is obviously true in the real case, guarantees that the class of characteristic functions will be closed under complex conjugation. A corollary later in the paper will show that the $M$ in A4 can be replaced by unity.

Examples 1. Exponential functions. Let $a=0, b=2 \pi$, and $d \alpha(x)=d x$; replacing $N$ by $Z=N \cup\left(-N^{\prime}\right)$, let $\phi_{n}(x)=e^{i n x}(n \in Z)$. Then $h(k)=(2 \pi)^{-1}$ and

$$
c(k, n, m)= \begin{cases}2 \pi & k=n+m \\ 0 & \text { otherwise }\end{cases}
$$

2. Orthogonal polynomials. Let $\left\{p_{n}\right\}_{n \in N}$ be a family of real polynomials on $[a, b]$ orthogonal with respect to $d \alpha$ such that the degree of $p_{n}$ is exactly $n$, and such that for some real positive number $M$

$$
\begin{equation*}
\left|p_{n}(x)\right| \leqq M p_{n}(b) \quad(x \in I \text { and } n \in N) \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\int p_{k} p_{n} p_{m} d \alpha \geqq 0 \quad(k, n, m \in N) \tag{2}
\end{equation*}
$$

Define $\phi_{n}=p_{n} / p_{n}(b)$, then $\left\{\dot{\phi}_{n}\right\}_{n \in N}$ satisfies A1-A7: A1, A3, and A4 are obvious. A2 follows because $\phi_{0}=1$, A5 holds because of (1) and (2), and A6 follows from the fact that $c(k, n, m)=0$ if $k>n+m$. An especially important example of orthogonal polynomials is
3. Jacobi polynomials. Let $a=-1, b=1, d \alpha(x)=(1-x)^{\alpha}(1+x)^{\beta} d x$ and $\phi_{n}=P_{n}^{(\alpha, \beta)} / P_{n}^{(\alpha, \beta)}(1)$ where the $P_{n}^{(\alpha, \beta)}$ are the Jacobi polynomials. Then (1) holds with $M=1$ if $\alpha \geqq \beta$ and $\alpha \geqq-1 / 2$ [14, pp. 58 and 168], and (2) holds if $\alpha \geqq \beta$ and $\alpha+\beta+1 \geqq 0$ [6] (actually A5 holds in a slightly larger region [7]). Thus $\left\{\phi_{n}\right\}_{n \in N}$ satisfy A1-A6 if $\alpha \geqq \beta$ and $\alpha+\beta+1 \geqq 0$. Hence the axioms hold for the normalized ultraspherical polynomials $\left\{W_{n}^{\lambda}\right\}$; and, in particular, for Legendre polynomials.

The following lemma will be referred to later.
Lemma 1. Suppose $\int|f|^{2} d \alpha<\infty$ and $\Sigma|u(n)| h(n)<\infty$, where $u(n)=\int_{T} f \bar{\phi}_{n} d \alpha . \quad$ Then $f=\Sigma u(n) h(n) \phi_{n}$ almost everywhere with respect to $\alpha$. If $f$ is continuous, the series converges to $f$ everywhere.

Proof. $\quad \Sigma u(n) h(n) \dot{\phi}_{n}$ converges uniformly to a continuous function $g$ by the Weirstrass $M$-test. By A4, $\left\{h(n)^{-1}\right\}$ is a bounded sequence so $u(n) \rightarrow 0$ as $n \rightarrow \infty$, hence $\Sigma\left(|u(n)| h(n)^{1 / 2}\right)^{2}<\infty$. Since $\left\{h(n)^{1 / 2} \phi_{n}\right\}$ is a complete orthonormal system with respect to $d \alpha$

$$
\int\left|f-\sum_{n=0}^{k} u(n) h(n) \phi_{n}\right|^{2} d \alpha \longrightarrow 0 \quad \text { as } k \longrightarrow \infty
$$

Hence $f=g$ almost everywhere with respect to $\alpha$.
An immediate consequence of the lemma and A6 is

$$
\begin{equation*}
\phi_{n} \phi_{m}=\Sigma c(k, n, m) h(k) \dot{\phi}_{k}, \tag{3}
\end{equation*}
$$

evaluating (3) at $b$ yields

$$
\begin{equation*}
\Sigma c(k, n, m) h(k)=1 \tag{4}
\end{equation*}
$$

A sequence $\langle u\rangle=\{u(n)\}_{n \in N}$ is called a distribution sequence if $u(n) \geqq 0$ and $\Sigma u(n) h(n)=1$. The continuous function

$$
f=\Sigma u(n) h(n) \dot{\phi}_{n}
$$

will be called the characteristic function of $\langle u\rangle$. If $\langle u\rangle$ and $\langle v\rangle$ are distribution sequences, define $\langle w\rangle=\langle u * v\rangle$ by

$$
w(k)=\Sigma c(k, n, m) u(m) h(m) v(n) h(n)
$$

Then from (4)

$$
\Sigma w(k) h(k)=[\Sigma u(m) h(m)][\Sigma v(n) h(n)]=1
$$

and from $\mathrm{A} 5, w(k) \geqq 0$, so $\langle w\rangle$ is also a distribution sequence. Moreover, the characteristic function of $\langle w\rangle$ is the product of the characteristic functions of $\langle u\rangle$ and $\langle v\rangle$ because of (3).

The following theorem lists some of the useful properties of characteristic functions.

Theorem 1. (a) Two distribution sequences are the same if and only if their characteristic functions agree.
(b) Convex combinations and products of characteristic functions are also characteristic functions.
(c) Let $\left\{\left\langle u_{j}\right\rangle\right\}_{j_{\in N}}$, be distribution sequences with characteristic functions $\left\{f_{j}\right\}_{j \in N^{\prime}}$. If $\left\langle u_{j}\right\rangle$ converges pointwise to a distribution sequence $\left\langle u_{0}\right\rangle$ with characteristic function $f_{0}$, then $f_{j} \rightarrow f_{0}$ uniformly; conversely, if $f_{j}$ converges pointwise to a function $f$ which is continuous at $b$, then $\left\langle u_{j}\right\rangle$ converges pointwise to a distribution sequence $\langle u\rangle$, the characteristic function of which is $f$, and $f_{j} \rightarrow f$ uniformly.

Remark. Corresponding to every fact about characteristic functions is one about distribution sequences; for instance, (b) also says that the convolution of distribution sequences is also a distribution sequence. This leads to a kind of stochastic process on the nonnegative integers. We say $X$ is sampled from distribution $v$ if $\operatorname{Pr}[X=k]=$ $v(k) h(k)$. Let $X$ and $Y$ be sampled from distributions $\langle u\rangle$ and $\langle v\rangle$ respectively. Then if it is observed that $X=m$ and $Y=n$, sample $Z$ from the distribution $w(k)=c(k, n, m) h(k)$. Then the distribution of $Z$ is $\langle u * v\rangle$. (This interpretation was suggested by the referee.)

Proof. (a) follows from A1, the first part of (b) is trivial, and the second part follows from the discussion above.

To prove the first part of (c), let $\left\langle u_{j}\right\rangle$ and $f_{j}$ be as in the statement of the theorem, and let $M$ be as in A4. Choose $\varepsilon>0$; since $\left\langle u_{0}\right\rangle$ is a distribution sequence, there exists an integer $K$ such that

$$
\sum_{n=K+1}^{\infty} u_{0}(n) h(n)<\varepsilon / 4 M,
$$

and since $\left\langle u_{j}\right\rangle \rightarrow\left\langle u_{0}\right\rangle$ pointwise, there is an integer $J$ such that if $j \geqq J$

$$
\sum_{n=0}^{K}\left|u_{j}(n)-u_{0}(n)\right| h(n)<\varepsilon / 4 M .
$$

Then, if $j \geqq J$

$$
\begin{aligned}
\left|f_{j}(x)-f_{0}(x)\right|= & \left|\sum\left[u_{j}(n)-u_{0}(n)\right] h(n) \dot{\phi}_{n}(x)\right| \\
\leqq & M \sum_{j}\left|u_{j}(n)-u_{0}(n)\right| h(n) \\
\leqq & M \sum_{n=0}^{K}\left|u_{j}(n)-u_{0}(n)\right| h(n)+M \sum_{n=K+1}^{\infty} u_{0}(n) h(n) \\
& +M \sum_{n=K+1}^{\infty} u_{j}(n) h(n) \\
\leqq & \frac{\varepsilon}{2}+M \sum_{n=K+1}^{\infty} u_{j}(n) h(n) .
\end{aligned}
$$

Now

$$
\begin{aligned}
M \sum_{n=K+1}^{\infty} u_{j}(n) h(n) & \leqq M \sum_{n=K+1}^{\infty} u_{0}(n) h(n)+M\left|\sum_{n=K+1}^{\infty}\left[u_{j}(n)-u_{0}(n)\right] h(n)\right| \\
& \leqq \frac{\varepsilon}{4}+M\left|\sum_{n=0}^{K}\left[u_{j}(n)-u_{0}(n)\right] h(n)\right| \leqq \varepsilon / 2
\end{aligned}
$$

Thus $\left|f_{j}(x)-f_{0}(x)\right| \leqq \varepsilon$, if $j \geqq J$.
To prove the converse, let $\left\{\left\langle u_{j}\right\rangle\right\}_{j \in N^{\prime}}$ be distribution sequences, and let $\left\{f_{j}\right\}_{j \in N^{\prime}}$ be their respective characteristic functions. Assume that for each $x \in I, f_{j}(x) \rightarrow f(x)$ as $j \rightarrow \infty$, where $f$ is a function which is continuous at $b$. Since $f_{j}(b)=1\left(j \in N^{\prime}\right)$, it follows that

$$
\begin{equation*}
f(t) \longrightarrow f(b)=1 \quad \text { as } t \longrightarrow b . \tag{5}
\end{equation*}
$$

Let $u(n)=\int f \bar{\phi}_{n} d \alpha$, then by Lebesgue's dominated convergence theorem $u_{j}(n)=\int f_{j} \bar{\phi}_{n} d \alpha \rightarrow \int f \bar{\phi}_{n} d \alpha=u(n)$ as $j \rightarrow \infty$, so $u(n) \geqq 0$; and for any $K$,

$$
\sum_{n=0}^{K} u(n) h(n)=\lim _{j \rightarrow \infty} \sum_{n=0}^{K} u_{j}(n) h(n) \leqq 1
$$

so $\sum u(n) h(n) \leqq 1$. From Lemma 1, it follows that

$$
\begin{equation*}
f=\sum u(n) h(n) \phi_{n} \tag{6}
\end{equation*}
$$

except on a null set with respect to $d \alpha$, so

$$
\lim _{x \rightarrow b} \sum u(n) h(n) \phi_{n}(x)=\lim _{x \rightarrow b} f(x)=1
$$

By Lebesgue's dominated convergence theorem and Axiom A3, it follows that $\sum u(n) h(n)=1$; so $\langle u\rangle$ is a distribution sequence. Now the first part of (c) tells us that the sequence $f_{j}$ converges to its limit uniformly, so $f$ is continuous, and (6) holds everywhere on $I$, thus $f$
is a characteristic function.
The following corollary justifies the replacement of $M$ by 1 in A4.
Corollary. $\left|\dot{\varphi}_{n}(x)\right| \leqq 1$ for $x \in I$.
Proof. By Theorem $1(\mathrm{~b})\left(\dot{\phi}_{n}\right)^{p}$ is a characteristic function for each $p \in N^{\prime}$. Let $a^{(p)}(k)=\int\left(\phi_{n}\right)^{p} \bar{\phi}_{k} d \alpha$, then $\sum h(k) a^{(p)}(k)=1$, so

$$
\left|\dot{\phi}_{n}(x)\right|^{p}=\left|\sum a^{(p)}(k) h(k) \dot{\phi}_{k}(x)\right| \leqq \sum a^{(p)}(k) h(k) M \leqq M ;
$$

i.e.,

$$
\left|\dot{\phi}_{n}(x)\right|^{p} \leqq M \quad\left(p \in N^{\prime}\right),
$$

so $\left|\dot{\phi}_{n}(x)\right| \leqq 1$.
A class of characteristic functions which play a particularly important role in our investigation are the divisible characteristic functions: we say a characteristic function $f$ is divisible if for every $n \in N^{\prime}$, there is a characteristic function $f_{n}$ such that $\left(f_{n}\right)^{n}=f$. Note that this definition is identical to the classical one (the phrase "infinitely divisible" is often used). $f_{n}$ can be taken to be the continuous $n$th root of $f$ which takes the value 1 when $t=b$, and is denoted by $f^{1 / n}$. The following theorem lists the basic properties of divisible characteristic functions.

Theorem 2. (a) Divisible characteristic functions have no zeros on $[a, b]$.
(b) Products of divisible characteristic functions are divisible.
(c) If $\left\{f_{j}\right\}_{j \in N^{\prime}}$ is a sequence of divisible characteristic functions that converges to a characteristic function $f$, then $f$ is divisible.
(d) If $f$ is a divisible characteristic function, then $f^{p}$ is a divisible characteristic function for each $p>0$.
(e) If $g$ is a characteristic function and if $p>0$, then $f=$ $\exp \{p(g-1)\}$ is a divisible characteristic function.
(f) Suppose $u(n) \geqq 0\left(n \in N^{\prime}\right)$ and $\Sigma^{\prime} u(n) h(n)<\infty$, then

$$
\begin{equation*}
f=\exp \left[\sum^{\prime} u(n) \pi(n)\left(\phi_{n}-1\right)\right] \tag{7}
\end{equation*}
$$

is an infinitely divisible characteristic function; conversely every infinitely divisible characteristic function can be uniquely expressed in the form (7).

The formula (7) is analogous to the Lévy-Khinchine canonical representation of divisible characteristic functions.

Proof. (a)-(e) are similar in statement and proof with theorems that can be found in [12, pp. 108-113].

Proof of (f). If $u(n) \geqq 0$ and $A=\Sigma^{\prime} u(n) h(n)<\infty$, then $f=$ $\exp \left\{\sum^{\prime} u(n) h(n)\left(\phi_{n}-1\right)\right\}=\exp \left\{A\left[\left(\sum^{\prime} A^{-1} u(n) h(n) \phi_{n}\right)-1\right]\right\}$ is a divisible characteristic function by (e). To demonstrate the converse, let $f$ be a divisible characteristic function, then for each $m \in N^{\prime}$

$$
f^{1 / m}=\sum u_{m}(n) h(n) \phi_{n}
$$

with $u_{m}(n) \geqq 0\left(m \in N^{\prime}, n \in N\right)$ and $\sum u_{m}(n) h(n)=1$. Now

$$
g_{m}=m\left(f^{1 / m}-1\right)=m \sum^{\prime} u_{m}(n) h(n)\left[\phi_{n}-1\right],
$$

so $f_{m}=\exp \left(g_{m}\right)$ is a characteristic function by (e) and $f_{m}$ converges pointwise, indeed uniformly by Theorem 1 (c) to $f$. Since $f$ is divisible, it is bounded away from zero, whence $g_{m} \rightarrow g=\log f$ uniformly. Thus for $n \in N^{\prime} m u_{m}(n)=\int g_{m} \phi_{n} d \alpha$ converges to $\int g \dot{\phi}_{n} d \alpha \equiv u(n)$, hence $u(n) \geqq$ 0 . Now

$$
m \sum^{\prime} u_{m}(n) h(n)=-\left(\int d \alpha\right)^{-1} \int g_{m} d \alpha \longrightarrow-\left(\int d \alpha\right)^{-1} \int g d \alpha=B
$$

whence $m \sum^{\prime} u_{m}(n) h(n) \leqq B+1$ for $m$ sufficiently large, and thus $\sum^{\prime} u(n) h(n) \leqq B+1$, so (f) is proved.

We say a distribution sequence $\langle u\rangle$ is divisible if for each $n$ there is a distribution sequence $\left\langle u_{n}\right\rangle$ such that $\left\langle u_{n}^{* n}\right\rangle=\langle u\rangle$ where, $\left\langle u^{* 1}\right\rangle=\langle u\rangle$ and $\left\langle u^{* n}\right\rangle=\left\langle u * u^{*(n-1)}\right\rangle$. Then an immediate consequence of (f) is the

Corollary. A distribution sequence $\langle u\rangle$ is divisible if and only if $\langle u\rangle$ has the form

$$
\langle u\rangle=\left\langle e^{-\lambda}\left[\sum_{n=0}^{\infty} \frac{\lambda^{n}}{n!} v^{* n}\right]\right\rangle
$$

for some distribution sequence $\langle v\rangle$.
Remarks. 1. If $f$ is divisible, then $(f)^{1 / m}$ is a characteristic function which converges to the constant function 1 as $m \rightarrow \infty$, thus the existence of divisible functions implies Axiom A2. Conversely Axiom A2 states that 1 is a characteristic function; 1 is obviously divisible, so A2 is equivalent to the existence of divisible functions; or, what is the same, the existence of divisible functions is equivalent to 1 being a characteristic function.
2. An alternate approach to this subject is to take the convolution algebra as the primitive notion. This is the method used by Gilewski and Urbanik [8]. Let $\mathscr{P}$ denote the set of nonnegative measures on $N$ with total mass not exceeding 1 , and $\mathscr{P}_{0}$ be the probability measures in $\mathscr{P}$. We say $P_{k} \rightarrow P$ if $P_{k}(n) \rightarrow P(n)$ for each $n \in N$. $E_{k}$ stands for the unit mass concentrated at $k$. A binary operation ${ }^{*}$ on
is a generalized convolution if it satisfies
(i) $E_{0} * P=P(P \in \mathscr{F})$.
(ii) $(a P+b Q) * R=a(P * R)+b(Q * R)$ ( $P, Q, R \in \mathscr{P}, a, b>0$, and $a+b \leqq 1$ ).
(iii) If $P_{k} \rightarrow P$, then $P_{k} * Q \rightarrow P * Q,\left(P, P_{k}, Q \in \mathscr{P}\right)$.
(iv) $P * Q \in \mathscr{P}_{0}$ whenever $P, Q \in \mathscr{P}_{0}$.

The convolution is studied by means of a generating function which is a one-to-one mapping from $\mathscr{P}$ into the analytic functions on the unit disc. The image of $P$, called the generating function of $P$, is denoted by $\Phi_{p}$ and must satisfy
(i) $\Phi_{a P+b Q}=a \Phi_{p}+b \Phi_{Q},(P, Q \in \mathscr{P}$ and, $a, b \geqq 0, a+b \leqq 1)$.
(ii) $\Phi_{P, Q}=\Phi_{P} \Phi_{Q}\left(P, Q \in \mathscr{P}^{\circ}\right)$.
(iii) $\Phi_{P_{k}} \rightarrow \Phi_{P}$ uniformly on compact subsets of the disk if and only if $P_{k} \rightarrow P$.

In this context, then, Gilewski and Urbanik obtain a result analogous to Theorem 2 (f).

In this general setting a characteristic function can be defined by requiring the $\Phi_{P}$ to be continuous on some interval $[a, b]$ and replacing (iii) by (iii') $\Phi_{P_{k}} \rightarrow \Phi_{P}$ uniformly if and only if $P_{k} \rightarrow P$.
3. Stable characteristic functions. In the classical case, a distribution function $F$ is said to be stable if to every $b_{1}>0, b_{2}>0$, and real $c_{1}, c_{2}$, there corresponds a positive number $b$ and a real number $c$ such that if $F_{i}=F\left(\left(x-c_{i}\right) / b_{i}\right)$, then $F_{1} * F_{2}(x)=F((x-c) / b)$. The corresponding relation for the characteristic functions is that $f\left(b_{1} t\right) f\left(b_{2} t\right)=$ $f(b t) e^{i \alpha t}$ where $\alpha=c-c_{1}-c_{2}$. Thus the study of stable characteristic functions reduces to a study of characteristic functions which have the following property: given positive real numbers $b_{1}$ and $b_{2}$, there exists a positive real number $b$ such that $f\left(b_{1} t\right) f\left(b_{2} t\right)=f(b t)$. A canonical form for all stable distributions in the classical case can be found in [12, p. 132].

The balance of the paper is devoted to the formulation of an appropriate notion of stability and to the identification of the stable characteristic functions as so defined.

In the classical definition of stability, a set of functions was required to exhibit a certain behavior with respect to a semigroup of functions on the line. This notion is generalized so that stability with respect to a semigroup acting on $I$ can be defined.

Reminiscent of the semigroup $s_{c}(x)=c x$ define a dilation to be a 1-parameter family of function $s_{c}$ each one being defined at least on $I$ such that $s_{c}$ is strictly increasing if $c>0$ and the following properties all hold

B1. $\quad s_{0}(x) \equiv b$.
B2. $s_{0}(b)=b(c \geqq 0)$.

B3. $s_{c}\left(s_{d}(x)\right)$ is defined if $c, d \geqq 0$ and $x \in I$ and $s_{c}\left(s_{d}(x)\right)=s_{c d}(x)$.
B4. $s_{1}(x)=x$.
B5. $s_{c}(x)$ is continuous in $c$ and in $x$.
As examples, consider $s_{c}(x)=b-c(b-x)$, and $s_{c}(x)=(b+1)-$ $(b+1-x)^{c}$.

A definition of stability can now be given. Let $s$ be a dilation and let $E(s)=\left\{s_{c}(x) \mid c \geqq 0, x \in I\right\}$; write $g_{c}(x)$ for $g\left(s_{c}(x)\right)$ if there is no danger of confusion. A function $f$ defined on $E(s)$ is said to be stable with respect to $s$ (or simply stable if there is no ambiguity) if $f_{c}$ restricted to $I$ is a characteristic function for each $c \geqq 0$, and if corresponding to each $c \geqq 0$ and $d \geqq 0$ there is an $e \geqq 0$ such that $f_{c}(x) f_{d}(x)=f_{e}(x)$ for $x \in I$; when this is the case write

$$
c \circ d=e
$$

If $f$ is stable with respect to $s$ say $(f, s)$ is a stable pair. As a trivial example, if $f$ is the function which is equal to one at each point of $I$, then $(f, s)$ is a stable pair for every dilation $s$.

In order to state the main result a canonical form for dilations is necessary. This is given in Lemma 3, below, the proof of which requires

Lemma 2. (a) For each $x \in I, x \neq b, s_{c}(x)$ is a strictly decreasing function of $c$.
(b) For each $x \in I, x \neq b,\left\{s_{c}(x) \mid c \geqq 0\right\} \supseteqq \mathrm{I}$.

Proof. Since $s_{c}(x)$ is continuous in $c$ and $s_{1}(x)=x<b=s_{0}(x)$ it will suffice to show that if $c \neq d, s_{c}(x) \neq s_{d}(x)$. Suppose by way of contradiction that $s_{c}(x)=s_{d}(x)$, and assume that $\lambda=d / c<1$. Then application of $s_{1 / c}$ to both sides of the last equation yields $x=s_{\lambda}(x)$; repeated application of $s_{\lambda}$ leads to $x=s_{\lambda n}(x)$. But, $\lambda_{n} \rightarrow 0$, so $s \lambda^{n}(x) \rightarrow b$, hence $x=b$. This contradiction establishes (a).

To prove (b) let $y \in I$. If $y \geqq x$ then $s_{1}(x)=x \leqq y \leqq b=s_{0}(x)$ so $y=s_{c}(x)$ for some $c \leqq 1$. If $y<x$ then $x=s_{d}(y)$ for some $d$ in ( 0,1 ], but then $y=s_{1 / d}(x)$, so (b) is proved.

Lemma 3. Let is be a strictly decreasing continuous function defined on an interval containing $I$ and with range containing $[0, \infty)$ such that $\psi(b)=0$. Then if we define

$$
\begin{equation*}
s_{c}(x)=\psi^{-1}(c(\psi(x))) \quad(c \geqq 0) \tag{8}
\end{equation*}
$$

$s$ is a dilation; conversely if $s$ is a dilation there is a strictly decreasing continuous function is defined on an interval containing $I$ and with range containing $[0, \infty)$ such that $\psi(b)=0$ satisfying (8).

Proof. If $\psi$ satisfies the hypothesis then B1-B4 follow by direct computation and B5 is trivial.

To prove the converse, let $x_{0} \in I, x_{0} \neq b$ and define $\psi$ by $\psi^{-1}(t)=$ $s_{t}\left(x_{0}\right)$. $\psi$ is well defined by Lemma $2(a)$. The domain and range of $\psi$ are correct by Lemma $2(b)$. Finally, to establish (8) let $x \in I$. Then for some $d \geqq 0, x=s_{d}\left(x_{0}\right)$, so $\psi^{-1}(c(\psi(x)))=\psi^{-1}\left(c\left(\psi\left(s_{d}\left(x_{0}\right)\right)\right)\right)=$ $\psi^{-1}(c d)=s_{c d}\left(x_{0}\right)=s_{c}\left(s_{d}\left(x_{0}\right)\right)=s_{c}(x)$.
4. The main result.

Theorem 3. Let $s$ be a dilation determined by the function $\psi$ as in (8) and let $B=\sup \left\{\beta \mid 1-\lambda \psi^{\beta}\right.$ is a characteristic function for some $\lambda>0\}$,
(a) There are nontrivial stable pairs $(f, s)$ if and only if $B>0$.
(b) If $B>0$, ( $f, s$ ) is a stable pair if and only if

$$
\begin{equation*}
f=\exp \left[-m \psi^{\beta}\right] \text { for some } m \geqq 0 \text { and } 0 \leqq \beta \leqq B \tag{9}
\end{equation*}
$$

Remarks. The hypothesis of (a) can be more simply stated: for some $\lambda>0$ and $\beta>0,1-\lambda \psi^{\beta}$ is a characteristic function.

The proof of the theorem will follow from a number of lemmas. In the following assume ( $f, s$ ) is a fixed nontrivial stable pair and that $s$ is determined by a function $\psi$ as in (8).

Define $c(0)=0$ and $c(n)=1 \circ c(n-1) \quad\left(n \in N^{\prime}\right)$. The following lemma describes the behavior of $f_{c}$ and $c(n)$.

LEMMA 4. (a) $f_{1}=f, f_{0}=1,\left(f_{a}\right)_{b}=f_{a b}$, and $f_{a} f_{b}=f_{a \circ b}$.
(b) $f_{c(n)}=f^{n}\left(n \in N^{\prime}\right)$.
(c) $c(n) \neq 0\left(n \in N^{\prime}\right)$.
(d) $f$ is divisible.
(e) If $x \neq y$ then $f_{x} \neq f_{y}$.

Proof. (a) follows by trivial computations, and (b) follows by iterating the last relation in (a), (c) follows from (b) and the assumption that $f$ is not constant.

Since $f$ is stable $f_{1 / c(n)}$ is a characteristic function for $n \in N^{\prime}$. Moreover $\left[f_{1 / c(n)}\right]^{n}=\left[f^{n}\right]_{1 / c(n)}=\left[f_{c(n)}\right]_{1 / c(n)}=f_{1}=f$, so (d) is proved. To show (e), assume by way of contradiction that $x>y$; but $f_{x}=f_{y}$ so we have $\left(f_{x}\right)_{1 / x}=\left(f_{y}\right)_{1 / x}$ or $f=f_{y / x}$. Thus $f=f_{(y / x)^{k}}\left(k \in N^{\prime}\right)$, but $(y / x)^{k} \rightarrow 0$ as $k \rightarrow \infty$ and $f$ and $s$ are continuous, so $f \equiv 1$ which is a contradiction.

The next task is to extend $c$ to a function on $[0, \infty)$ which satisfies

$$
\begin{equation*}
f_{c(x)}=f^{x} \tag{10}
\end{equation*}
$$

Since $f$ is divisible, $f^{x}$ is a characteristic function for every positive
$x$, so by (e) of Lemma 4 there is at most one positive number $c(x)$ such that (10) holds. Let $X$ denote the set of all $x \geqq 0$ for which such a $c(x)$ exists.

Lemma 5. $X$ is closed under multiplication and division; if $x \in X$ and $y \in X$, then $c(x y)=c(x) c(y)$. Moreover, $X$ is dense in $[0, \infty)$.

Proof. If $x$ and $y$ are in $X, f^{x y}=\left[f_{c(x)}\right]^{y}=f_{c(x) c(y)}$, so $x y \in X$ and by (e) of Lemma $4 c(x y)=c(x) c(y)$. If $x \in X, x \neq 0, f=\left[f_{c(x)}\right]_{1 / c(x)}=$ $\left[f^{x}\right]_{1 / c(x)}=\left[f_{1 / c(x)}\right]^{x}$, so $f^{1 / x}=f_{1 / c(x)}$, whence $1 / x \in X$ and $c(1 / x)=1 / c(x)$. Thus $X$ is closed under division, the last assertion follows because $X$ contains the positive rational numbers.

There is now enough information to obtain the exact form of $c$ :
Lemma 6. $X=[0, \infty)$ and $c(x)=x^{\gamma}$ for some $\gamma>0$, so that

$$
\begin{equation*}
f^{x}=f_{x \tau} \tag{11}
\end{equation*}
$$

Proof. Let $x \in[0, \infty)$, and let $\{x(n)\}_{n \in V}$ be a sequence in $X$ which converges to $x$. By taking a subsequence, it may be assumed that $c(x(n)) \rightarrow c_{0} \in[0, \infty]$ as $n \rightarrow \infty$. If $c_{0}=\infty$, let $z(n)=1 / x(n)$, then $z(n) \in X(n \in N)$ and $c(z(n)) \rightarrow 0$ as $n \rightarrow \infty$. Thus $f^{1 / x}=\lim _{n \rightarrow \infty} f^{z(n)}=$ $\lim _{n \rightarrow \infty} f_{c(z(n))}=f_{0}$, or $f^{1 / x}=f_{0}$, and by Lemma 4, this is not possible for any real $x$; hence $c_{0}<\infty$.

In this case, $f_{c_{0}}=\lim _{n \rightarrow \infty} f_{c(x\{x))}=\lim _{n \rightarrow \infty} f^{x(n)}=f^{x}$, or $f^{x}=f_{c_{0}}$, thus $x \in X$ and $c(x)=c_{0}$. Moreover, $c$ is continuous at $x$ since Lemma 4 e shows that if $x(n)$ is any sequence which converges to $x$ then $\underline{\lim } c(x(n))=\varlimsup$ ㅍm $c(x(n))=c(x)$, so $\lim c(x(n))=c(x)$.

Thus $c(x y)=c(x) c(y)$ for positive reals $x$ and $y, c(0)=0$, and $c$ is continuous. These conditions guarantee that $c(x)=x^{\prime}$ for some $\gamma \geqq 0$. This can be seen by considering the function $L(t)=\log c\left(e^{t}\right)$ for $t$ real. $L$ is continuous and linear so $L(t)=\gamma t$ for some real $\gamma$, whence $c(x)=$ $x^{\gamma}$ for some real $\gamma$; finally $\gamma>0$ since $c(0)=0$.

The question is now: for which $\beta$ does (9) describes a characteristic function. A partial answer is given by the following lemma which adopts Bochner's technique of subordination (cf. [4, pp. 91-93]) to the present case.

Lemma 7. If for some function $g$, $\exp (-m g)$ is a characteristic function for each $m \geqq 0$ then so is $\exp \left(-m g^{3}\right)$ for each $m \geqq 0$ and $0<\beta<1$.

Proof. First observe that $\exp \left(-m x^{\beta}\right)$ is completely monotone for $x>0$; i.e., its derivatives alternate in sign. Thus by Bernstein's theorem [15, p. 161], it is the Laplace-Stieltjes transform of a positive
measure $\rho$ :

$$
\exp \left(-m x^{\beta}\right)=\int_{0}^{\infty} \exp (-x t) d \rho(t) \quad(x>0)
$$

$\rho$ has, in fact, total variation one as can be seen by letting $x$ decrease to zero and using Lebesgue's monotone convergence theorem.

Now define $t(n, i)=i / n$ for $i=0,1, \cdots, n^{2}$ and $n \in N^{\prime}$, and set $E(n, i)=[t(n, i), t(n, i+1)]$ if $i=0,1, \cdots, n^{2}-1$, and $E\left(n, n^{2}\right)=$ $[n, \infty)$.

$$
f_{n}(x)=\sum_{i=0}^{n^{2}} \exp \{-t(n, i) g(x)\} \rho[E(n, i)]
$$

is a characteristic function because it is a convex combination of characteristic functions. On the other hand, it is elementary to show that

$$
\lim _{n \rightarrow \infty} f_{n}(x)=\int \exp (-\operatorname{tg}(x)) d \rho(t)=\exp \left\{-m[g(x)]^{\beta}\right\}
$$

So $\exp \left\{-m[g(x)]^{\beta}\right\}$ is a pointwise limit of characteristic functions. Since it is continuous, it is itself a characteristic function by Theorem 1 (c).

Proof of Theorem 3. Let $s$, $\psi$, and $B$ be as in the statement of the theorem. Define

$$
f^{(m, \beta)}=\exp \left\{-m \psi^{\beta}\right\} .
$$

The set of all stable functions is

$$
S=\left\{f^{(m, \beta)} \mid m \geqq 0 \text { and } 0 \leqq \beta \leqq B\right\}
$$

To see this, let $f=f^{(m, \beta)} \in S$ and assume $0<\beta<B$. Then for some positive $\lambda, 1-\lambda \psi^{\beta}$ is a characteristic function; so by Theorem $2(\mathrm{e})$, $f^{(m, \beta)}$ is also, as long as $m>0$. Moreover

$$
f_{c}=\exp \left\{-m c^{\beta} \psi^{\beta}\right\}
$$

so that $f_{c}$ is a characteristic function for every $c \geqq 0$, it also follows that

$$
\begin{equation*}
f_{c} f_{d}=f_{e} \quad \text { where } e^{\beta}=c^{\beta}+d^{\beta}, \tag{12}
\end{equation*}
$$

so $f$ is stable.
To show $f^{(m, B)}$ is stable, let $\beta$ increase to $B$, then $f_{c}^{(m, \beta)}$ converges pointwise to $f_{c}^{(m, B)}$ which is continuous at $b$, so by Theorem 1 (c) $f_{c}^{(m, B)}$ is a characteristic function for every $c \geqq 0$. Now fix $c$ and $d$, and let

$$
e(\beta)=\left(c^{\beta}+d^{\beta}\right)^{1 / \beta} ;
$$

so, if $0<\beta<B$, it follows from (12) that

$$
f_{c}^{(m, \beta)} f_{d}^{(m, \beta)}=f_{e(\beta)}^{(m, \beta)} .
$$

Again, letting $\beta$ increase to $B$ it is found that $f^{(m, B)}$ is stable. Thus the set $S$ consists entirely of stable functions.

Now suppose $f$ is stable, by Lemma 6 there is $\gamma>0$ so that (11) holds. Let $g=f^{(m, 1 / \tau)}$ then a direct computation shows

$$
\begin{equation*}
g^{x}=g_{x r} \tag{13}
\end{equation*}
$$

(even if $1 / \gamma>B$ ). Using (11) and (13), if

$$
\begin{aligned}
k & =\log f / \log g \\
k\left(s_{x \tau}(t)\right) & =\frac{\log f\left(s_{x \tau}(t)\right)}{\log g\left(s_{x 7}(t)\right)}=\frac{x \log f(t)}{x \log g(t)}=k(t) .
\end{aligned}
$$

If $t_{1} \neq t$, by Lemma $2(\mathrm{~b})$ an $x$ can be found such that $t_{1}=s_{x 7}(t)$, hence $k\left(t_{1}\right)=k\left(s_{x i}(t)\right)=k(t)$ and $k$ must then be constant so

$$
\begin{equation*}
f=f^{(M, \beta)}=\exp \left\{-M \psi^{\beta}\right\} \tag{14}
\end{equation*}
$$

for some constant $M$ and $\beta=1 / \gamma$.
Since $f$ is a stable characteristic function, it is divisible by Lemma 4 (d), so by Theorem $2(\mathrm{f})$ there must be $a(n) \geqq 0 n \in N^{\prime}$ such that $\sum^{\prime} a(n) h(n)=A<\infty$

$$
\begin{equation*}
f=\exp \left[\sum^{\prime} a(n) h(n)\left(\phi_{n}-1\right)\right] \tag{15}
\end{equation*}
$$

Comparing (14) and (15),

$$
-M \psi^{\beta}=\sum^{\prime} a(n) h(n)\left(\phi_{n}-1\right),
$$

or

$$
\begin{equation*}
1-\lambda \psi^{\beta}=\sum_{n=1}^{\infty} A^{-1} \alpha(n) h(n) \phi_{n} \tag{16}
\end{equation*}
$$

where $\lambda=M / A$. The right hand side of (16) is a characteristic function, hence $0<\beta \leqq B . \quad M>0$ because $f$ is a characteristic function so $f \in S$, and $S$ is exactly the set of stable functions, and part (b) of the theorem is proved.

In the course of the above argument stable functions were produced under the assumption $B>0$, and it was shown that if $f$ was nontrivial and stable, $f=f^{(m, \beta)}$ for some $\beta>0$, which implies $B>0$, thus (a) is proved also.
5. Examples. Now a detailed analysis of the simplest $I$-semigroup is made in the following

Theorem 4. If $\left\{\phi_{n}\right\}_{n \in N}$ are polynomials and $s_{c}(x)=b-c(b-x)$, then the characteristic functions which are stable with respect to $S$ have the form

$$
\begin{equation*}
\exp \left\{-m(b-x)^{\beta}\right\} \quad(m \geqq 0,0<\beta \leqq 1) . \tag{17}
\end{equation*}
$$

The proof, which appears after the following lemma, consists of two parts: the first being to show that $f(x)=1-\lambda(b-x)$ is a characteristic function for some $\lambda>0$, which implies by Theorem 3 that functions of the form (17) are stable, and the second part will show that $\beta$ cannot exceed 1 .

The following lemma is used in both parts of the proof.
Lemma 8. $\quad \dot{\phi}_{n}^{\prime}(b)>0$ if $n>1$.
Proof. The zeros of $\phi_{n}$ are simple and contained in ( $a, b$ ) [14, p. 44]; by Rolle's theorem, the same holds for $\dot{\phi}_{n}^{\prime}$. Thus $\dot{\phi}_{n}^{\prime}$ has constant, nonzero sign on $[b, \infty)$. Since $\phi_{n}$ is a polynomial and since $\phi_{n}(b)=1$, the lemma follows.

Proof of Theorem 4. Define the moments $\mu(i)=\int x^{i} d \alpha(x)$. $\quad \phi_{1}$ is a first degree polynomial satisfying $\dot{\phi}_{1}(b)=1$, so $\dot{\phi}_{1}(x)=1-c(b-x)$. Lemma 8 implies that

$$
\begin{equation*}
c>0 . \tag{18}
\end{equation*}
$$

$f$ is also a polynomial of degree one so

$$
\begin{equation*}
f(x)=1-\lambda(b-x)=a(0) h(0)+a(1) h(1) \dot{\phi}_{1}(x) . \tag{19}
\end{equation*}
$$

Differentiation of the above yields

$$
\lambda=a(1) h(1) c .
$$

Since $f$ is bounded by 1 on $I, \lambda>0$, so (18) implies

$$
\begin{equation*}
a(1)>0 . \tag{20}
\end{equation*}
$$

Also $a(0)=\int f d \alpha=1-\lambda(b \mu(0)-\mu(1))$. Thus for small enough positive $\lambda$

$$
\begin{equation*}
a(0)>0 . \tag{21}
\end{equation*}
$$

Evaluation of (19) at $x=b$ shows

$$
\begin{equation*}
a(0) h(0)+a(1) h(1)=1, \tag{22}
\end{equation*}
$$

and so (20), (21), and (22) imply that $f$ is a characteristic function for
sufficiently small $\lambda$.
To see that $\beta \leqq 1$, note that if $f=\sum a(n) h(n) \phi_{n}$ is a characteristic function which is differentiable at $b$, then

$$
\sum a(n) h(n) \dot{\phi}_{n}^{\prime}(b) \leqq f^{\prime}(b)
$$

(this is readily shown by Fatou's lemma). In particular, Lemma 8 guarantees that if $f$ is differentiable at $b$,

$$
\begin{equation*}
f^{\prime}(b)>0 . \tag{23}
\end{equation*}
$$

Thus if $f(t)=\exp \left\{-m(b-t)^{\beta}\right\}$, then $\beta$ cannot exceed 1 without violating (23).

It is easy to see the conditions on $s$ and $\left\{\phi_{n}\right\}$ which make Theorem 4 possible. They are stated in the following theorem which is given without proof.

## Theorem 5. Suppose either

(a) $\left\{\dot{\phi}_{n}\right\}$ are real orthogonal polynomials, or
(b) $\dot{\phi}_{0} \equiv 1$, and for some complex number $\alpha$ and all $n \in N^{\prime}$

$$
\liminf _{x \rightarrow b-} \alpha \frac{1-\phi_{n}(x)}{b-x}>0
$$

Let $s, \psi$, and $B$ be as in Theorem 3, and assume $1-\lambda \psi$ is a characteristic function for some $\lambda>0$, then the set of functions stable with respect to $s$ is

$$
\left\{\exp \left\{-m \psi^{\beta}\right\} \mid m \geqq 0,0<\beta \leqq 1\right\}
$$
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