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GEVREY CLASSES AND HYPOELLIPTIC
BOUNDARY VALUE PROBLEMS

RALPH A. ARTINO

Let P(D, D,) be a hypoelliptic differential operator with
constant coefficients of type ¢ with index of hypoellipticity
equal to d =1. Let 2 be an open subset of the half space
R7*! with plane piece of boundary » contained in R?. Let
@D, D,), --+, QuD, D) be p partial differential operators
with constant coefficients and consider the boundary value
problem:

PWD, Dyu =f in Q2
QV(D7 -Dt)ulw:gu 1§D§/j,

In this paper necessary and sufficient conditions are given
on @, -+, Q, in order that all solutions « of (1) shall belong
to the Gevrey class of index d in £ U o whenever the initial
data belong to such classes of functions. In particular, we
give not only algebraic conditions but also show how to
construct a parametrix for such problems.

(1)

Introduction. In 1958 Hormander first studied regular boundary
value problems, giving necessary and sufficient conditions for solutions
of (1) to be C~. (see Hormander [8]). There, Hormander gives an
algebraic characterization based on the variety of zeros of the
characteristic function of the boundary value problem. Later on,
it was shown that fundamental solutions to elliptic boundary value
problems can be constructed with the aid of this characteristic func-
tion (see J. Barros-Neto [4, 5]). Moreover, it can be used to construct
a parametrix for hypoelliptic problems (see J. Barros-Neto [6]). In
this paper the characteristic function is used to give an algebraic
characterization of d-hypoelliptic problems. In doing so a different
technique is used than that in [8] in order to get more refined
estimates. Consequently the special result obtained in [8] for elliptic
operators is obtained here. The results here can be extended to
Gevrey classes which distinguish the rate of growth of derivatives
in different directions. (see [7]). Furthermore, these results have
many applications to semi-elliptic problems (see [2]).

The plan of this paper is as follows: In §1 d-hypoelliptic
boundary value problems are defined and the main results are stated.
In §2 the first two equivalences are proved. In §3 we make use of
the parametrix of the boundary value problem and conclude the proof
of the main results in § 4.

The author would like to thank Professor Jose Barros-Neto for
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his generous help and suggestions.

1. d-hypoelliptic boundary value problems. Let P(D, D,) be
a partial differential operator on R"*' with coefficients in C assumed
in the form

P(D, D) = Dr + 3, a{(D)Dp~
=1

where

D=0, D), ;=12 p=

1
i ox; 1

0
. at ’
and a;(D) are polynomials in D. For any

p = (ply ttty pn+1) ’ pj eN we have
(D, D))" = D+« DinDprtr, | p| =D+ <+ + Dpyy -

DeriniTION 1.1. P(D, D,) is hypoelliptic in R*** if for some open
subset # Cc R** all u in &'(<”) such that P(D, D)u = 0 belong to
C(2).

DEFINITION 1.2. Let d > 0, by I'Y(¢*) we denote the set of all
% in C*(2”) such that to every compact subset K 7, there exists
a constant C(u, K) > 0 such that for all (n + 1)-tuples of nonnegative
integers p = (P, *+*, Pp+1)s

Sup | D*u(z) | = C*(|p1)* .
I'"(?) will be called the Gevrey class of index d.

Let P(¢, 7) be the characteristic polynomial of P(D, D,) and
N={ t)eC" x C: P&, 7)=0}.

The following characterization of hypoelliptic operators was given
by Hormander (see Hormander [9], or Treves [12]).

THEOREM (H). The following two conditions are equivalent:

(1) P(D, D,) is hypoelliptic.

(2) If G 9)eN, [ D)= +oo
then |Im(§, 7)| — + 0.

Moreover, given some d > 0 the following three conditions are
equivalent:

(1); P(D, DYyuel'e) implies wel'”) for all & open in
R'n-H..
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(2); There exists a constant C > 0 such that if ({, 7)€ N then
(G <CA+ [Im(E 7)) -
(8); There exists a K(x, t) tn I'Y(R*** — {0}) such that
P(D, D)K(x,t) =0 + B

where B ts analytic in R™*.

The latter conditions imply the former. If (1) or (2) holds, there
exists a d > 0 such that (1), (2); and (8); hold. The set of numbers
d for which (1), (2); and (3); hold is a closed half-line [d,, + ) with
d, rational and d, = 1.

The smallest d for which (1), holds is called the index of hypo-
ellipticity of P.

DEeFINITION 1.3. A differential operator is of type g if there
exists a compact set K < R" such that whenever (e R"\K, P(, 7),
as a polynomial in 7, has # roots with positive imaginary parts.

It is easy to prove that for » > 1 all hypoelliptic operators are
of type ¢ for some g¢. This, however, is not true for n» =1, as can
be seen by the operator associated with:

P, 7)=C+ i in R*. This is elliptic and hence hypoelliptic but
not of any type.

Let R** = {(x,, -+ -, &,, t): t > 0, 2, € R} and R“*' its closure. Let
2 be an open subset of R"™ with plane piece of boundary w in
R} = {(=,, -+, z,, 0)}.

Let CHR™)(resp. CX2 U w)) denote the set of C* functions with
support in R%*(resp. 2 U w).

DerFINITION 1.4. Let Q(D, D)), -+, Qu«D, D,) be p-partial differ-
ential operators with constant coefficients, we say (P(D, D,), Q(D, D,),
<+, QAD, D,)) defines a d-hypoelliptic boundary value problem in Q
iff:

(1) P(D, D,) is hypoelliptic of determined type g with index of
hypoellipticity equal to d.

(2) All solutions % in C*Q U w) of the boundary value problem

PD,D)yu =fin QUw

(1.1) Q(D, Dyul, =9, 1sv=p,

with fin I'Y(Q U w), ¢, in I'{w), belong to I'Y(Q2 U w), where k equals
the maximum of the orders of P, Q, ---, Q..
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Denote by
& ={eC": P t)=0

has g roots with positive imaginary parts and none that are real}.

Let z,(0), ---, {0 be the z-roots of P({, 7) with positive imagi-
nary parts for each { in A. Denote

k(®) = 11 (7 = 7.(9)

and

. _ det @ TD) _ v
1.2 Rk;. e, ) = 2 :Cg .
-2 (he: @ @) le (@) — Q) ©

DerFINITION 1.5. C({) defined by (1.2) is called the characteristic
function of the boundary value problem (1.1).

C(%) is a polynomial in £, z, and the coefficients of k/(z) and
Q. 7). C(Q) is defined even in the case of repeated roots. (see
Hormander [8] page 231).

The object of this paper is to prove the following theorem.

THEOREM 1.1. The following conditions are equivalent:

(1) (P(D,D,), Q(D, D), -+, QD, D,)) defines a d-hypoelliptic
boundary value problem (Definition 1.4).

(2) Every solution we CHL U w) of the homogeneous boundary
value problem

PD, D)u =0 in QU

lim Q(D, Dyu =0 in @ 1<v<p.
-0,

belongs to I''(2 U w).

(3) Let CL) be the characteristic function of the boundary
value problem (P; @, +--, Q). There exists a constant M > 0 such
that if LeC” and

|Re{["" = M1 + [Im ()

then L e .7 and C(Z) = 0.
(4) There exist Ky, t), K(a,t), -+, Kz, t) in F'(R* — {0})
which satisfy

P(D9 Dt)KO(m) t) = 6z® Bt - B(x)® Bt ’i’n/ Ri_H

(3 [Q(D, D)K|(x,0) =0 1 =1,---, ¢t in R}
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(P(D, D)K(z, t) = 0 in R

4y (@D, D)K.z, 0) = 9,.(3, — B(x)) in R:

with B analytic in R*, and §,, is the Kronecker symbol.

2. Proof of Theorem 1.1. That (1) implies (2) is obvious so
in this section we prove that (2) implies (3). Denote by H(2 U w)
the linear subspace of C*(Q U w) consisting of the solutions of the
boundary value problem

P(D, D)u =0 in Q2

2.1
(2:1) Q(D,D)u=0inw 1Zvp.

Call T, the topology on H(Q U w) defined by the semi-norms

>, sup | Dulx, t)| = [l wllokoua.x
Ip/ Sk (z,t)eK

where K runs through the compact subsets of 2 Uw. H(Q U w) is

then a closed linear subspace of C*Q2 U w). Let T, be the topology

on H(Q U w) defined by the semi-norms

Sew) = sup 3 ()7 Druta, 0)

@tekx s \|p|!

vy=12 --- and K runs through the compact subsets of 2 U w. It
is not difficult to show that 7, makes H(Q U ®) a Frechet space.
Now T, is finer than T, hence since any one-to-one continuous linear
map of a Frechet space onto another is a homeomorphism, we have
that the topologies T, and T, are equivalent. Hence for any compact
set KCQUw there is a compact set H, and a constant B, > 0 such
that for all w in H(2 U ®) we have

(2.2) Se(w) = B, [ ullckyor,n,
Apply (2.2) to exponential solutions of (2.1),

u(x, t) = ¢<=2u(t) .
Now wu(x, t) satisfies (21) if and only if »(t) satisfies

P, D)v(t) = 0
QV(C) Dt)’U(O) =0, v= 1; 2, o0, 1

It follows from Theorem 1.1 page 230 in [8] that (2.3) has a
nontrivial solution if and only if {e€.% and C({) = 0. We now apply
(2.2) taking only derivatives in ¢ up to order k£ and all orders in
and get

(2.3)
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p (=) 1€ o0t

(z,t)e K p’
sk

= B, sup 3 [e@V | [pPnei(t) |
(z,t)eH, |pi<k
where p = (9', P.1). Now since (p' + 1)! < p'1112%'*D the left-hand
side of the last inequality can be replaced by

1 T ep | a0 05
fl?&%(zwztupw) [l TR

=k

and since ! < k this in turn can be replaced by
1 7 1 \ d+1/v C D’
( ) <2d+1>

_ IENSINIA
2kk!;‘ ]p’“ u Z[6< ?) (t)l

(rteKl k

Using this and (2.2) we get

B, (L0 swp 5 070

(z,t)eH, msk

Letting 0 = sUPu,nex || and 0, = SUPw,nen, || One gets
C 2" W) t
—= sup > [v"(t)|

1 d+1/v
;‘ ([ P’ i’) 2d+1 | (w,t)eK ISk
< (@) BT sup S o))

(z,t)eH, m=k

It may be assumed that K< H. Let a be the positive number such
that ¢t attains all values between 0 and a when (x,t)e K and b the
number such that ¢ attains all value between 0 and b when (z, t) € H,.
Thus the last inequality can be written

S 1@

< @B1)7B, L1 S, sup [0(0)|

m=k 0St<b

>, sup [ v1(t) |

l=k 0=t=a

Now since v(t) satisfies (2.3) so does v7(¢) for 0 < r <k, it follows
from [8] pages 234 and 248 that

sup |v7(¢) | = (b/a)"™" sup [v7(8) | .
ostsb 0st<a

Hence there is a constant B, = 0 such that

Ep; (ip_l'[!-)zbﬂ./y

< £ )P'i < B Iclke(a+a,,)llmcl .

2d+1
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To simplify notation replace { by 2¢+{. Hence for suitable constants
4,4, C, we get

(2’4) Z (—1;—->d+1/v I Cp»! < C,, ] £ |k 6(5+a"y)11mc| .
7 \[ P!

Now observe that

cr= 3 (B e s e s e

1=k \ P!

Hence (2.4) implies
i (l—)dﬂ/u (L_C_I_)T < Cyegfavnlmfl ,C ,k .

=\ ni2

It follows from this and Lemma 7.4 of [12], that there are constants
Y, >0, B, > 0, D, > 0 such that

2.5) grIE I < Brgntacl | |k

By taking logs one gets if {e.% and C({) = 0 that there exists a
constant M, > 0 such that

gt < M1 + [ImCf + klog [C) .
Since log [£|/||*—0 as [{]|— o for any s> 0, the term klog |{]|

can be absorbed on the left and a change of constant from this and
from the change in variable gives

(2.6) | < M1+ [ ImC ) .
LEMMA 2.1 The following conditions are equivalent:

(1) CesCL) =0 and || — +c implies |Im{|— + .
(2) There exist constants M, Y both positive such that the set

D={{eC"|Rel|'" > M1 + [Im ()}

18 contained in & and C(C) = 0 for all {eD. Furthermore, the
set of all v such that |Rel|"" = M(1 + [Im(]|) for { in &7 and
C(8) = 0 1s a closed half line [Y, 4 o) with 7, rational and = 1.

Lemma 2.1 is used to complete the proof of (2) implies (3). Since
(2.6) implies for { € .7 and C{) = 0, |{|— + oo implies |Im {| — + o,
one can use Lemma 2.1 to take the limit in (2.6) to obtain

IC[Y = M1 + [ImCY)

for some M > 0. This completes the proof.
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We conclude this section with the proof of Lemma 2.1 which
relies on the elimination theorem due to Seidenberg.

Proof of Lemma 2.1. One obviously sees that (2) implies (1).
So we prove (1) implies (2). First note that there exist constants
C,> 0 and 7, > 0 both positive such that .27 contains all { € C* such
that

(2.7 |Rel ' = C(1 + [Im(]) .
Indeed, let v, and C, be as in Theorem (H). Let z be real, then
|Re ({, o) = [Re " 2 M1 + |Im ) = M1 + |Im (&, 7)) .

This implies that P(, z) # 0. Thus P({, 7) = 0 has no real roots if
(2.7) holds. Hence the number of roots of P(, ) = 0 with positive
imaginary parts in constant in each component of the set defined by
2.7.

Now let A be the set of point in a Euclidean space whose entries
are respectively: Re {,Im ¢, 7, t, Re 7,(£), - -+, Re 7.({), Im z,(0), - - -,
Im 7,({), the real and imaginary parts of the coefficients of k.(z),
Q. 1), -+, QL 7). The set of points A satisfies the following set
of polynomial equations and inequalities:

1 1

t>0slImCIZ§§JT>Oy|ReC|2:_’;
7

m ”
P o) =11 =20, k@) = 11 (= = 70)
Im Tl(C) > 07 ) Im Tﬂ(c) > 0’ Im T#+I(C) < O; Tty Im 7--m(C)
c)=0.
The set A is thus a semi-algebraic set (see Treves [12]). To
A we apply the projection p:xc A— (Rel, », t, Im{). We obtain a

set B which is semi-algebraic (Seidenberg-Tarski theorem). In fact,
the set B satisfies the equations and inequalities

mwr=%,umW§%¢>qT>m

Assuming (1) in Lemma 2.1, there is a number », > 0 such that on
the sphere |Rel|=1/r, 0 <7 < 7, the function |Im{]| is positive.
We set

tir)y= sup | Iml|70<r <.

r|Re {|=1

We apply to the set B the projection
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(Rel, r, ¢, Im{)—> (r, t) .

Again using the Seidenberg-Tarski theorem, its image, C, is semi-
algebraic. Now since [Im {|™! reaches its maximum on »|Re{| =1
for 0 < » < 7y, the point (r, t(r)) belongs to C. In fact, for 0 < r, < 7,
t(»,) is the maximum of ¢ on the intersection of C with the “vertical”
line » = », in the (r, ¢t)-plane. This shows that when r varies in an
open interval (0, »,) the point (r, t(r)) varies on the boundary of C.
Observe also that t(r) is a continuous function of # in (0, r,). Now
C being semi-algebraic, is a finite union of sets C;, 7 =1, ---, k, each
one of these being defined by a finite set E; of polynomial equations
and polynomial inequalities. Now for at least one C; containing
(r, t{r)), the set of equations FE; must be nonempty. Otherwise
(7, t(r)) couldn’t lie on the boundary of C, but would lie in its interior.
So, there is a finite number of polynomials @,, ---, @, in two variables
with real coeflicients, such that for every » in (0, »,) there is a least
one index 7, 1 <1 < s, such that

Qr, Ur) =0 for 0<r <.

But the algebraic varieties of zeros L, .-+, L, in R* of @, ---, Q,,
respectively, can intersect only in a finite number of points (if one
does not lie entirely upon the other, in which case we exclude).
Since » — (7, t(r)) is continuous there must be some 7, such that
0 <7 <7 and an index 4, 1 <14, <s, such that for » < r, the

points (7, ¢(r)) always lie on L,
i.e. @ (r, tr)) =0 when 0 <r = 7.

It follows that #(r) has a converging Puiseux expansion in some
neighborhood of theorig in in the complex r-plane (See Hormander [8]):

Hr) = ) + a0 + -

where ¢ is an integer > 0, k; > k;_, (a priori > 0, r < 0). Since it
may assumed a, %= 0 and one can choose the branch of Y7 which is
positive when » > 0, then one can assume q, is real and positive.
Now by hypothesis » — 0 implies ¢(r)— 0. This is possible only if
k, > 0. Then near »r =0

Hr) = a1 + 0(r¥9) .

This implies

—t(Q———>1 as r——0.
a,rko’?

Hence
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t(':) —1<e¢e for ¢ small and » small .
ayrko’?

Hence t(r) < (1 + €)a,r*? which implies that
t(r) < Crt* for » small.
Taking » = |Re{|™ with { €. and C({) = 0 we get
[Rel| = ClIm{["*
when |Re (| is large. Hence for every { € ¢ and C({) = 0 we obtain
|Re | = [M(1 + [Im C)]*'*o
where M is a suitable constant. Letting v = max(r, q/k,), the

assertion of the lemma is proved.

3. In this section that condition 3 in Theorem 1.1 implies 4 is
shown.

Now in view of Theorem (H), there exists a constant M > 0 such
that if |{| > M then P(, 7) = 0. Hence one may define

oo eitf
——drz, |{ >Mt>0.
pg o ¢

We see immediately that G(C, t) satisfies
P(C, D)G(C, t) =9 .

That is, Gy(&, t) is a fundamental solution for the differential operator
P, D)) when [{|> M. We modify Gi¢, t) to get a fundamental
solution G(g, t) of P({, D,) which satisfies

P, D)GE t) =29
Qv(C7 Dt)G(Cy 0) = 0 1 é Y é [‘t .
If one chooses the constant M > 0 such that P, 7) %= 0 and

C(§) # 0 when || > M (which can be done by hypothesis), then using
Theorem 1.2 of Hormander [8] P. 232, G({, t) is given by

G)  GEH= e

(3.2) G, 1) = GoS, 1) — 3 1QUE DIGHE, OIE, 1)
where
R(k; Ql(C’ TL(C)), t Ty Qu—l(C; Ty—l(C))y 6“»“",
H/(Z, t) = (4 rm(C)),C (C) Q. 7.2))

and the numerator is the determinant of the ¢ X ¢ matrix obtained
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from (Q.(¢, 7:()), k, 7 =1, ---, ¢t by replacing the v** row by
eirl(t)t’ e, eiturt |

We have the following lemma (see Hormander [8] p. 233).

LemMMA 3.1. If the zeros of P((,T) satisfy the inequalities
[7(0)| £ C,, |Imz({)| =1 + C, C, > 0 then we have
| DIGY(E, t) | < 2m*#Che™

for all t =0 and 8= 0.

LEMMA 3.2. Suppose that the set
D={l:[Rel["* = M(1 + [Im L)}
is contained in & and CKL)+# 0 in D, then there are constants

M, >0 and C, > 0 such that

1y D.
o = g, Ce

Proof. Let E be the set of points ¢ in a real Euclidean space
whose entries are: Rel, :---, Re(,, Im{, -+, Im{,, 7, ¢, Rez, ---,
Rez,,Imz, -+, Im7,, satisfying the following set of equations and

inequalities:

PE o) =116~ @), ki) = n (r — 7:0)

1 1
t>0,r>0, ||RelP ==, —— =<t
[ReCl =5 7¢O
|Rel[* = M*(1 + [Im L[)*
Imz,>0,---,Imz,>0;Im7,,, <0, ---,Im7,, <O0.

CQ) = Bk Q& (@), - -+, Qu& () .

Since one can assume d is rational, E is a semi-algebraic set. (Treves
[12]). Since C({) = 0 when { e D, there exists an 7, > 0 such that on
the sphere |[Rel| = 1/r, where 0 < r <7, the function 1/|C(Q)| is
strictly positive. Let

tr) = sup 1G] -

Now suppose 1/|C(£)| is bounded in D. There is nothing to prove
in this case. So suppose it is unbounded in D, then #r)— + o as
r—0.

Applying the projection E — R? given by xe E— (¢, r), we get
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a semi-algebraic set (Seidenberg-Tarski theorem). Since r—0 implies
t(r)— > we proceed as in Lemma 2.1 to show that there exists a
rational number ¢ < 0 and a constant b, > 0 such that

Ur) = b1 + 0(r"))

where ¢ is a positive integer. This implies that there exist constants
M, > 0 and C, > 0 such that

1 <M, ||t when (eD.

GO

LEMMA 3.3. There are constants C' >0 and N >0 such thot
all the zeros of P(Z, ©) satisfy

T@QI=C0l+ 1.

Proof. P, 7)=71t"+ @ 7" " + --+ + a, hence the coefficients
a; are polynomials in z and the zeros satisfy

OIS+ Za).
LEMMA 3.4. There are constants M,, C,, 7,, all positive, such that
the functions
DG, t) and DiHJL, t) of C are analytic
m the set D and satisfy
(3.4) (DIGE, 1) = My | et
(3.5) (DL, 8| £ M, [ Cle st
fort =0, 0=p8=0c-—1, {eD.

Proof. 1. Since P is d-hypoelliptic
IRe(, o)l =z M1 + [Im (L, 7)) = C(L + [ Im({, ) [%)
implies P({, ) # 0. If ¢ is a complex zero of P({, 7) = 0 then

Rell=Re(( ) =0+ Im( D))
=6+ Im{"+ [ Imz ).

Hence
Co/lImz|*=|Rel| — Cy(1 + |Im]%,
so since one can assume that for all e D

|Re (| = 2C(1 + [Im{]9),
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for {e D and P({, 7) = 0 we have
[Imz| = C,|Rel|V?.
Since d = 1 this implies

(3.6) [ Im{| = G| L.

2. Let F,, ---, F, be analytic functions of a complex variable
7 and define

R(P; F, -+, F,) = S L0)
H (Z', - T:)
where 7, « -+, 7, are the roots of P(z, {) with positive imaginary parts.

It can be shown (Barros-Neto [4], [5], Hormander [8]), that

3.7 R F, -, F)l = 1 (§ sup 220,

k=0 ze K k!

where K denotes the convex hull of the zeros 7, ---, 7,
It follows from (8.3) that

fH,,(C, t) — R(k;; QI(C, T((:)), s, (zé%-((cq)))jeitr(ﬁ, cee, Q#(C’ Z.(C)) .

It follows from 3.7 that:
The numerator is not greater than the sum over 1 <0, < --- <
o, < p of a product of factors of the form

a%«ir(c»ﬁe“fm) 0<k<p—1

and
Q& =), 0<r=<p-—1.

By using Leibnitz’s formula, Lemmas 3.3 and 3.6, the first is bounded
in absolute value by

C | C ICI e—tC2 I C Illd "
where C and C, and constants depending on o.
By using Lemma 3.3 the second is easily bounded by a power
of |{|. Finally using Lemma 3.2 one gets 3.5.

Inequality 3.4 is proved similarly, the only difference is the use
of Lemma 3.1 to take care of the term G((C, ?).

Let (&) be in Cy(R™) such that (&) = 1 when |£| < M and zero
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when |&£| = M + 1. In view of Lemma 3.4 the functions
(1 — ()G, t)

and
(1 = y(E)HLE, )

define tempered distributions. Hence we define

(3.8) Ky, t) = F: (1 — 9(§)G(, 1)

(3.9) Kz, t) = F (1 — v()HLE, 1),

where .#.* denotes the inverse Fourier transformation wit hrespect
to the &-variable only. It is a simple matter to verify that Kz, t),
K (x, t) satisfy 1.3 and 1.4 in the sense of distributions.

To show K,(z, t) € I'(R%™ — {0}), one needs the following lemmas.

LEMMA 3.5. Let D={{ecC": |Rel|"*= M1 + |Im{])}. For all
e R* such that | &Y > M + 1, there is a constant C > 0 such that
the sphere

S={leC:|{—-¢]<p}

with o= C| &Y% is contained in D. Furthermore, there is a constant
C, > 0 such that, for all Le S, we have || < C,|&|.

Proof. For £e R" such that |£]¥*> M + 1 let d(&) be the dis-
tance between & and 0D, the boundary of D. Clearly, there is a
constant C, > 0 such that C, < d(¢) < + for all such & Let ¢, be
in 0D such that d(&) =& — {,|. Now

[ =16+ 18 = & "
S MQA + [Im& ) + [& — & [
= M(1 + d(8) + (1 + d(9))

1 - -
= CO<1 + @)d@) < Ad(3) .

It suffices to take C = A™* to see Sc D.
Next if {eS we have:

: v Clep
s 1d+ Cler =151 (1 + SE—) s Glel

since | &] is bounded below for all £ e R™ such that |£|Y* = M + 1.

LeMMA 3.7. Let K(C) be o such analytic in the set D and satisfy
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(8.10) [KQ) = AlCI

then there is a constant B > 0-depending on M and d but independent
of A and 7 such that

(3.11) | DI&°K(&)) | = ABI #1947 | g |} | & |r+iei—iane
for all @, q, and real & such that |&| = M + 1.
Proof. Since [&*K(§)| < A&7 it suffices to prove 3.10 when

a = 0; for the general result follows when one applies this special
case to {*K(Q).

It follows from Lemma 8.6 that there is a constant C > 0 such
that the sphere

S={{—-¢l=p}, 0=Cl&|"

is contained in D if |&] > M + 1, and a constant C, > 0 such that
for all { in S, |{]| < C,|&|. Hence it follows from 3.11 that in S.

[K(©Q) | = ACT |l

But then it follows from Cauchy’s inequality for derivative of an
analytic function in a sphere that

| DIE(E) | < ACT & [qIU(Clg ).

THEOREM 3.1. The kernels K(z, t) (1 < v < p) belong to I'(R* —
{0}).

Proof. One must show to every compact set Kc R — {0},
there exists a constant C(K, K,)>0 such that for every p=(p,, +--, D,),
8=01 2,

sup | DID{K(x, t)| = C"**(|p| + B)1°.

(z,t) e K

Let ¢ = (q,, ---, q.) be an n-tuple of nonnegative integers consider
the integral:

W' DIDIK (z, 1) = @7) | e ODH(L — w(@) DI, lds .
This splits into the sum of the following integrals:
7, = @) | ool — (@D DLHE, )

T,o = @a)* | 60D — y()DYe DI, D)
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where » + s = ¢ and r > 0.

1. Estimate of T,. In view of 8.5 and 3.11 there is a constant
C > 0 such that

, Dg(EthﬁH,,(S, t)) l é 1q ‘y C|p|+lq|+rz | E Irg+|p!~lq|/d ,

hence
(3.12) | T,| £ (2r)™|q|l CPi*laitre SM|5 [retipi=lalld ge |

The last integral is absolutely convergent when

(3.13) lgl >d(. + |p| +n).

Assuming 7, is an integer, as one may, and choosing |¢ | such that
(3.14) dv, + ol +n) <lg| <d(".+ [pl +n)+1,

one can use Euler’s gamma function,
I'(x) = r t*teTidt
0

to estimate | ¢ |! Accordingly, to every d =1 and 2 an integer and
a a constant, it is easy to prove that there is a constant C > 0 such
that

I(de + a + 1) < =*i(a1)?

with C independent of z.

Using this fact and condition 3.14 on |q| one obtains
lglt < C" (Y, + [p| + 2)!]°.
Since (a + b)! < 2°*’albl,
(3.15) (Ve + o+ ) S CFPH (B DL
Using this one obtains a constant C, > 0 such that
(3.16) lglt =GP pfle.
From 3.12 and 3.16 one gets the following estimate on T,

(3.17) | Tl = G (Ip D17

2. Estimate of T,,. Using 3.11,
[ D;qufH,,(S, t)] é Clpl+a+rgsl [5 [r2+lp:-!llld .
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Since the support of D"(1 — +(£)), which is denoted by H, is con-
tained in the set

EMz[i =M+ 1}

one may let

Then
| T,.,| < CrpossnRm-»=siig| |

Since |s| < ¢!, and choosing |¢| as in 3.14, there is a constant
Cs > 0 such that

(3.18) T, =G (Ip)" .

The estimates 8.17 and 3.18 show that to every compact set
KC R"' there exists a constant C(K, K,) > 0 such that for every
n-tuple p = (p, ++-, P,), 8=0,1, --- 0 — 1 there exists ¢ = (q,, * -+, q.)
such that ¢! < |p|a + 8 where @ and B are independent of p such
that

sup |2'DIDIK(x, )| = C"7'(Ip))".
K

(z,t) e K

That Kz, t) belongs to I'(R>' — {0}) is a consequence of the
following lemma.

LEMMA 3.8. Let K be a compact subset of R“\{0} and K[z, t)
a solutton of P(D, D)K(x, t) = 0 such that

sup | D"D*E(z, t)| = C*(1p!1)" for all p,

(z,t) e K

and 0 < B8 <0 — 1, then K/(x, t) belongs to I'(R"\{0).

Proof. Since one can write P(D, D)) = D; + >\7=l P{D)D{ and
P(D, D,)K,(x, t) = 0 one gets

(3.20)  DiK(v,¢) = —> PAD)DiKi(x, t), where P,(D)

are polynomials in D of degree o — 5. We shall prove that there
exists positive constants C, M such that for any compact subset

K of R\{0)
(8.21) sup | DID* K (x, t) | < C'#+2ME(|p| + B)17,

(z,t) e K
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for all @ and p, where C and M depend only on K and ¢ but not
on p and 8. Note that (3.21) is obviously true for all 0 < B3 <0 -1
in view of (3.19).

Now assume that (3.21) is true for all 8 < ¢ + m where m > 0.
One must show it is true for 5 = ¢ + m. Differentiating (3.20) one
obtains

j=o—

DD Kz, t) = — >, P(D)D*D.K[(x, 1) .

Now
Pi(D)= 3>, a;.D".

ltlso—j
Thus one must estimate terms of the form
(3.22) a;.D*"? D 7K (x, t), and then sum them .
In view of the induction hypothesis

4D DK s, )
< [y O M | + [ p |+ m )1

Since j <0 —1and | ¢| =<0 — J, the right side of the least inequality
can be estimated by

ia/jp‘\ Cu:~fp5+mv.~1Mm+a—l(0- + |p] + m)!(l
Assuming M is larger than 3. >} | ;.| one has
sup | DD "Kfx, t)| = MC™ 7M™ o + [p| + m)!?.

(z,t)e K
This implies K (x, t) € '*R**\{0} .
Note that K(x, t) ¢ I'(R"*\{0}) follows in a similar manner. One

must consider an extra term which is analytic and theorefore doesn’t
affect the agrument.

4. We now show that (4) implies (1) in Theorem 1.1. To do so
one needs the following lemma.

LEMMA 4.1. Let V be an open subset of Ry = {(z, 0): x € R*}, and
F a continuous function in Ry with compact support such that
FeryV), then K(x, t)*"F(x)e'(V x R.), where (*) denotes con-
volution with respect to the x-variable.

Proof. Let & be a compact subset of V and let &, be a rela-
tively compact open subset such that @ c &, c &, C V. Let acCa(V)
be such that @« =1 in &,. Write
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(4.1) K*F = K¥aF + K*(1 — a)F .

For every p=(p, +++,2,), 8=0,1,2, ---, it follows by induction
that

22 DK aF)

4.2 m
@2 DikraDF + 3D, Dy DIKH(DiaNDyvs -+ DoF),
j=1

where D, = D,., = identity operator, D* = D,D, --- D,,,,. Let
T, = D{K}Y'aD*F
T; =3 D, D\ DIK(D,a)Dy.. -+ Do) .

Estimate of T, in . The support of aD*F is some compact
set L. The values of K*aD*F in &, depend only on the values of
K, on the bounded set &, — L, regarded as a distribution in z
depending smoothly on ¢. Hence K, equals a distribution of finite
order, in 2z, in a neighborhood of &, — L. Then

K, = 3 D'Fyx,1),
lgI=st
where F, are continuous functions with compact support in a neigh-
borhood of &, — LRy, and belonging to I"(R.)in ¢t. Then one can
write:

7,= 3 | DIF (@ — v, D (@)D" Fu)dy -
Hence, after applying Leibnitz’s formula,

sup | DKF'aD**'F | < CH(B!) sup | aD** F(y)| ,
€T ye&®
0=st=o

0 is a small number > 0.
Since F e I'(V) one gets

sup | DY aD** F| < CI(BICPH " (1 p| + [q])1°

(4.3) oxgetgci é C'H-lpH—l(l p! + B)!d .

Estimate of T; in . Since a =1 in &,, D;a = 0 in &,, hence
the support of (D;a)(D;,, -+ D,+.F) is contained in
Suppa N &7,

where &°¢ denotes the complement of &, in Rr. On the other hand,
the values of (D, -+ D;)D{K¥(D;a)Dj,, - -+ D,..f) in &, depend on
the values of (D,--- D;)D!K, on &, —suppa NZF, a subset of
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R} — {0}. Since on this set K, belongs to /¢ we get
sup | D, -+ D;_,DIK(x, t)| = C**(j + B)1°.

reF)
0st=<d

Since FeI'YV) one has:

sup l Dj+1 e DmHF(x)[ = Cm_j+1(m - .7 + B)'d .

e

These last two inequalities yield:

sup | (Do -+ Dj, tﬁK:e(Dja)(Djﬂ Tt Dm+1g)(x, t)!
(4.4) rsesh
= CP(p + ALY

Since ¢ was arbitrary and & was an arbitrary compact set contained
in R} 4.3 and 4.4 shows that the first term in 4.1 belongs to
I''(Vx R,). That D!DK*(1 — a)F) is in I'(V x R.) is done in a
similar manner.

Proof of Theorem 1.1. Let 2, be a relatively compact open
subset of 2 with plane piece of boundary w, C @ such that 2, U w,C
2U . Let aeCs(R") be such that @ = 1in 2, U, and its support
is contained in 2 U w. Let u be a solution of 1.1. By using « as a
cut off function we see that

P(D,D)U=g in QU®

(4.5) |
Qu(D) Dt)U:hy m o 1§v§‘u

with ¢ in I'Y2, U w,), and h,el'%w,), and g and &, are continuous
with compact support in Q U w, U = au.
Consider

(4.6) - K g+ 3 K, .
The problem

P(, D)UE, t) = 45, 1)

(4.5) B
Q. DY)UE0)=h(8) l=v=p

for sufficiently large & (i.e. |£| = M) has a unique solution given
by:

(4.6 | R, t = (e, s + S K&, DR

Thus
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TOUE ) + A = UE, b
VOUG &) + | (1= V@R, t — 93 s
“ ~ ~
+ 50— HENR DAE) -

U, t)

I

Il

Taking back the Fourier transform and applying the Paley-
Wiener theorem one gets that

Uts, 1) = 68)" Ulw, t) + K9 + > Kz, )1, ,

with B{(x) analytic in R”, as a solution to 4.5.

It follows from Lemma 4.1 that the last two terms belong to
I''(2, U w,). Since B{x) is analytic the convolution Z(x)* Uz, t) is
analytic in xz and of class C™ with respect to the transversal variable
t. Finally since

P(D, D)U = DUz, t) + - + e, (D)U(x, t) = g

and gel'Y(Q2, Uw,) it follows that Ue/l' (2, Uw®,). Finally since
2, U w, was arbitrary it follows that

wel(Q U w).

REFERENCES

1. R. A. Artino, Gevrey classes and hypoelliptic boundary value prodlems, Thesis,
Rutgers University, June 1971.

2, — . On semi-elliptic boundary value problems, J. Math. Anal. Appl., 42 3: (1973
3. Jose Barros-Neto, Kernels associated to general elliptic problems, J. of Funct. Anal.,
3, No. 2, (1969), 172-192.

4. , On Poisson’s kernels, Anais da Academia Brasileria de Ciencias, 42, No. 1,
(1970), 1-3.
5. , On the existence of fundamenial solutions of boundary value problems,

Proc. of the Amer. Math. Soc., 24, No. 1, (1979), 75-78.

6. , The parametriz of a regular hypoelliptic boundary value problem, Ann.

Scoula Norm Sup. Pisa, 26, Fase., 1 (1972).

7. , On regular hypoelliptic boundary velue problems, J. Math. Anal. Appl.,
41 (1973).

8. Lars Hormander, The regularity of solutions of boundary wvalue problems, Acta

Math., 99 (1958), 225-264.

9. , Linear Partial Differential Operators, Springer-Verlag, 1963.

10. L. Schwartz Théorie des Distributions, (3—e éd.) Hermann, Paris, 1966.

11. A. Seidenberg, A mew decision method of elementary algebra, Ann. of Math. (2)
0 (1954), 364-374.

12. Francois Treves, Partial Differential Operators with Constant Coefficients, Gordon
and Breach, 1968.

Received March 30, 1972 and in revised form OCctober 27, 1975.

THE City COoLLEGE OF THE CITY UNIVERSITY OF NEW YORK








