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#### Abstract

The radical of a reflexive operator algebra $\mathfrak{A}$ whose lattice of invariant subspaces $\mathfrak{Z}$ is commutative is related to the space of lattice homomorphisms of $\mathfrak{\Omega}$ onto $\{0,1\}$. To each such homomorphism $\phi$ is associated a closed, two-sided ideal $\mathfrak{U}_{\phi}$ contained in $\mathfrak{A}$. The intersection of the $\mathfrak{U}_{\phi}$ is contained in the radical; it is conjectured that equality always holds. The conjecture is proven for a variety of special cases: countable direct sums of nest algebras; finite direct sums of algebras which satisfy the conjecture; algebras whose lattice of invariant subspaces is finite; algebras whose lattice of invariant subspaces is isomorphic to the lattice of nonincreasing sequences with values in $N \cup\{\infty\}$.


1. Introduction. This paper studies the radical of a certain class of non-self-adjoint operator algebras. Given an algebra $\mathfrak{N}$ and a lattice $\mathbb{Z}$ of orthogonal projections acting on a separable Hilbert space $\mathfrak{S}_{\mathcal{E}}$, we use the standard notations, Rat $\mathfrak{Z}$ and $\mathfrak{N l g} \mathfrak{R}$, to denote, respectively, the lattice of all projections invariant under $\mathfrak{X}$ and the algebra of all (bounded) operators which leave invariant each projection of $\mathfrak{R}$. $\mathfrak{X}$ and $\mathbb{Z}$ are said to be reflexive if $\mathfrak{N}=\mathfrak{N l g} \mathbb{R a t} \mathfrak{Z}$ and $\mathcal{Z}=\mathbb{R a t} \mathfrak{Z l g} \mathbb{R}$, respectively. The algebras which we study are reflexive algebras which contain a maximal abelian self-adjoint algebra (m.a.s.a.).

A commutative subspace lattice is a lattice of pairwise commuting, orthogonal projections on $\mathscr{F}$ which contains 0 and 1 and which is closed in the strong operator topology. It follows automatically that a commutative subspace lattice is a complete lattice. If $\mathfrak{N}$ is an operator algebra containing a m.a.s.a., then $\mathbb{R a t} \mathfrak{X}$ is a commutative subspace lattice. Every commutative subspace lattice, $\mathfrak{R}$, is reflexive ([1], p. 468), and $\mathfrak{Z l g} \mathbb{R}$ is a reflexive algebra which contains a m.a.s.a. Henceforth, all lattices of projections in this paper will be commutative subspace lattices and all algebras will be reflexive algebras which contain a m.a.s.a. An incisive study of these lattices and algebras by Arveson is found in [1].

At least in certain special cases, the radical of a reflexive algebra, $\mathfrak{N}$, containing a m.a.s.a. can be described in terms of the set of lattice homomorphisms from $\mathbb{Z}=\mathcal{Z a t ~} \mathfrak{Z}$ onto $\{0,1\}$. To each such homomorphism $\phi$ we shall associate a closed two-sided ideal $\mathfrak{X}_{\phi}$ in $\mathfrak{N}$. The radical, $\Re$, of $\mathfrak{N}$ is equal to the intersection of these ideals. It appears reasonable to conjecture that this equality holds for all
algebras in this class. The conjecture serves as a test problem for our understanding of the algebraic structure of these algebras.
2. General results. For the following, fix $\mathcal{R}$ as a commutative subspace lattice and $\mathfrak{X}=\mathfrak{N X g}(\mathbb{Z})$. Let 2 denote the trivial lattice $\{0,1\}$ with the usual lattice structure. Let $X=X(\mathbb{B})$ be the set of lattice homomorphisms from $\mathcal{Z}$ onto 2 . Observe that $X$ is a subset of $2^{8}=\Pi_{\varepsilon} 2$, the set of functions defined on $\mathbb{Z}$ with values in 2. Put the discrete topology on 2 , the product topology on $2^{3}$, and the relative topology on $X$. We claim that $X$ is a closed subset of $2^{2}$. Indeed, if $\phi_{\nu} \in X$ and $\phi_{\nu} \rightarrow \phi$, where $\phi \in \mathbf{2}^{8}$, then for each $E \in\{$, there is a $\nu_{0}$, such that $\nu \geqq \nu_{0}$ implies $\phi_{\nu}(E)=\phi(E)$. With $E$ and $F$ arbitrary in $\Omega$, choose $\nu$ sufficiently large that $\phi_{\nu}(E)=\phi(E)$ and $\phi_{\nu}(F)=$ $\dot{\phi}(F)$. Since $\dot{\phi}_{\nu}$ is a lattice homomorphism, we obtain $\phi(E \wedge F)=$ $\phi(E) \wedge \phi(F)$ and $\phi(E \vee F)=\phi(E) \vee \phi(F)$. Thus $\phi$ is a lattice homomorphism, and so $\phi \in X$. Since $2^{\varepsilon}$ is a compact Hausdorff space and $X$ is closed, we see that $X$ also is a compact Hausdorff space.

If $\phi \in X$, let $\operatorname{ker} \phi=\{E \mid \phi(E)=0\}$ and coker $\phi=\{E \mid \phi(E)=1\}$. It is immediate that $\operatorname{ker} \phi$ is an ideal and coker $\phi$ is a co-ideal. (An ideal is a subset $\mathbb{C H}$ of $\mathbb{Z}$ which satisfies the properties:
(a) $E_{1} \in \mathbb{( S )}, E_{2} \in \mathbb{S} \rightarrow E_{1} \vee E_{2} \in \mathbb{( S )}$,
(b) $E \in \mathbb{B}, G \in \mathbb{R}, G \leqq E \rightarrow G \in \mathbb{B}$.

A co-ideal is a subset $\mathfrak{F}$ which satisfies the dual properties:
(a') $\quad F_{1} \in \mathfrak{F}, F_{2} \in \mathfrak{F} \rightarrow F_{1} \wedge F_{2} \in \mathfrak{J}$
(b') $F \in \mathfrak{J}, G \in \mathbb{R}, F \leqq G \rightarrow G \in \mathfrak{J}$.
An ideal is prime if its complement is a co-ideal. The prime ideals of $\mathbb{Z}$ are precisely the kernels of the lattice homomorphisms onto 2. (See [2], p. 28.)

Definition. A family, $\mathfrak{F}$, of non-zero orthogonal projections in $\mathfrak{V}$ is called a basic family provided:
(i) Each $P \in \mathfrak{F}$ is of the form $P=F-E$, where $F, E \in \mathbb{R}$ and $E<F$,
(ii) $\mathfrak{F}$ satisfies the finite intersection property,
(iii) $\mathfrak{F}$ is maximal with respect to properties (i) and (ii).

Remarks. Condition (i) guarantees that $\mathfrak{F}$ is contained in the (abelian) algebra generated by $\mathbb{R}$; hence, condition (ii) simply means that, if $P_{1}, \cdots, P_{n} \in \mathfrak{F}$, then $P=P_{1} P_{2}, \cdots, P_{n}$ is a nonzero projection. Condition (iii) ensures that $P \in \mathfrak{F}$.

Lemma 1. The set $X$ of lattice homomorphisms of $\mathbb{R}$ onto 2 is in a natural one-to-one correspondence with the set of basic families of projections in श. Explicitly, to each $\phi$ in $X$ associate the basic
family $\mathfrak{F}=\{F-E \mid E<F, E \in \operatorname{ker} \phi$, and $F \in \operatorname{coker} \phi\}$. The inverse is given by associating to each basic family $\mathfrak{F}$ the unique lattice homomorphism $\phi$ in $X$ whose co-kernel is the prime co-ideal $\mathfrak{F} \cap \mathfrak{Z}$.

Proof. Assume $\phi \in X$ and let $\mathfrak{F}=\{F-E \mid E<F, E \in$ ker $\phi$, and $F \in \operatorname{coker} \phi\}$. It is immediate that $\mathfrak{F}$ satisfies condition (i). To show condition (ii) is satisfied, it suffices to show that $P, Q \in \mathscr{F}$ implies $P Q \in \mathfrak{F}$. If $P=F_{1}-E_{1}$ and $Q=F_{2}-E_{2}$, with $F_{1}, F_{2} \in \operatorname{coker} \phi$ and $E_{1}, E_{2} \in \operatorname{ker} \dot{\phi}$, then $P Q=F_{1}\left(1-E_{1}\right) F_{2}\left(1-E_{2}\right)=F_{1} F_{2}\left(1-E_{1}-E_{2}+\right.$ $\left.E_{1} E_{2}\right)=F_{1} F_{2}\left(1-E_{1} \vee E_{2}\right)=F_{1} \wedge F_{2}-\left[\left(E_{1} \vee E_{2}\right) \wedge\left(F_{1} \wedge F_{2}\right)\right]$. Now, $\phi\left(F_{1} \wedge F_{2}\right)=\phi\left(F_{1}\right) \wedge \phi\left(F_{2}\right)=1$ and $\phi\left(\left(E_{1} \vee E_{2}\right) \wedge\left(F_{1} \wedge F_{2}\right) \leqq \phi\left(E_{1} \vee E_{2}\right)=\right.$ $\phi\left(E_{1}\right) \vee \phi\left(E_{2}\right)=0$, hence $P Q \in \mathfrak{F}$. To verify condition (iii), suppose (3) is a family of projections in $\mathfrak{X}$ which contains $\mathfrak{F}$ and satisfies conditions (i) and (ii). Let $P$ be an arbitrary element of $\mathbb{G}$. Then $P=$ $F-E$, for some $E, F \in \mathbb{Z}$ with $E<F$. If $\phi(F)=0$, then $1-F \in \mathfrak{F} \subset \mathfrak{C}$ and (5) does not satisfy (ii); hence $\phi(F)=1$. Similarly, if $\phi(E)=1$, then $E=E-0 \in \mathfrak{F} \subset(\mathbb{S}$ and again (5) cannot satisy condition (ii); so $\phi(E)=0$. But $E \in \operatorname{ker} \phi$ and $F \in$ coker $\phi$ imply that $P=F-E \in \mathfrak{F}$. Thus $\mathbb{C} 5=\mathfrak{F}$ and $\mathfrak{F}$ is a basic family.

Now assume $\mathfrak{F}$ is a basic family of projections in $\mathfrak{N}$. If $E$ is an arbitrary projection in $\mathbb{R}$, then either $E$ intersects each projection of $\mathfrak{F}$ or $1-E$ intersects each projection of $\mathfrak{F}$. For, if there exist $P, Q \in \mathscr{F}$ with both $P \wedge E=0$ and $Q \wedge(1-E)=0$, then $P \leqq 1-E$ and $Q \leqq E$, whence $P Q=0$, a contradiction. If $E$ intersects each projection of $\mathfrak{F}$, then $\mathfrak{F} \cup\{E\}$ satisfies (i) and (ii); likewise, if $1-E$ intersects each projection of $\mathfrak{F}$, then $\mathfrak{F} \cup\{1-E\}$ satisfies (i) and (ii). Since $\mathfrak{F}$ is maximal, we may conclude that, for each $E \in \mathbb{Z}$, either $E \in \mathfrak{F}$ or $1-E \in \mathfrak{F}$.

Now let $\mathbb{C}=\{F \in \mathbb{R} \mid F \in \mathfrak{F}\}=\mathfrak{F} \cap \mathfrak{R}$ and $\mathfrak{F}=\{E \in \mathbb{R} \mid 1-E \in \mathfrak{F}\}$. It is straightforward to check that $\mathbb{E}$ is a co-ideal and $\mathfrak{F}$ is an ideal. The paragraph above shows that $\mathfrak{J}$ is prime, and this determines the lattice homomorphism $\phi$ associated with $\mathfrak{F}$.

It will be convenient in the sequel to call a projection $P$ of the form $P=F-E$, where $E, F \in \mathbb{Z}$ and $E<F$, an interval projection from \&. If $\phi$ is an element of $X$ such that $\phi(F)=1$ and $\phi(E)=0$, we say $P$ is a test-interval for $\phi$.

In the case in which $\mathbb{Z}$ is totally ordered (and so $\mathfrak{A}$ is a nest algebra), it is easy to describe the elements of $X$. For each $E \neq I$ in $\mathcal{R}$, let $\phi_{E}^{+}$be defined by the formula,

$$
\phi_{E}^{+}(F)=\left\{\begin{array}{lll}
1 & \text { if } & F>E, \\
0 & \text { if } & F \leqq E .
\end{array}\right.
$$

For each $E \neq 0$ in $\mathfrak{R}$, let $\phi_{E}^{-}$be defined by the formula,

$$
\phi_{\bar{E}}^{-}(F)=\left\{\begin{array}{lll}
1 & \text { if } & F \geqq E, \\
0 & \text { if } & F<E .
\end{array}\right.
$$

It is immediate that the $\phi_{E}^{+}, \phi_{E}^{-}$all lie in $X$ and that, if $E$ is an immediate predecessor of $G$, then $\phi_{E}^{+}=\phi_{G}$. Further, every lattice homomorphism $\phi$ in $X$ arises in this fashion. Indeed, since $\mathfrak{Z}$ is totally ordered, each projection in the co-kernel of $\phi$ dominates each projection in the kernel of $\phi$. Let $E=\Lambda\{F \mid \phi(F)=1\}$ and $G=$ $\mathrm{V}\{F \mid \phi(F)=0\}$. If $E \neq G$, then $G$ is the immediate predecessor of $E$ and $\phi=\phi_{E}^{-}=\phi_{G}^{+}$. If $G=E$, then $\phi$ is $\phi_{E}^{+}$or $\phi_{\bar{E}}^{-}$according as $\phi(E)=$ 0 or $\phi(E)=1$, respectively. We can define a total ordering on $X$ as follows: if $E<G$ then we say $\phi_{E}^{ \pm}<\phi_{G}^{ \pm}$(except when $\phi_{E}^{+}=\phi_{G}^{\vec{G}}$ ); we define $\phi_{E^{-}}<\phi_{E^{+}}$for all $E \neq 0, I$. This ordering induces a topology on $X$, which coincides with the topology defined above.

In the particular case in which $\mathfrak{Z}$ is order isomorphic to the unit interval, $I=[0,1]$, we may realize the topological space $X$ in an amusing way. Let the cartesian product $I \times I$ be provided with the lexicographic order: $(a, b)<(c, d)$ if $a<c$ or if $a=c$ and $b<d$. Let $I \times I$ have the order topology induced by this order and let $Y$ be the subset, $\{(a, b) \mid$ either $b=0$ and $a \neq 0$, or $b=1$ and $a \neq 1\}$, provided with the relative topology. It is easy to see that $Y$ is homeomorphic to $X$.

We return to the general case in which $\mathbb{Z}$ is any commutative subspace lattice (on separable Hilbert space), $\mathfrak{A}$ is the reflexive algebra, $\mathfrak{N l l g}(\mathbb{Z})$, and $X$ is the space of lattice homomorphisms of $\mathbb{R}$ onto 2.

Definitions. For each $\dot{\phi} \in X$ and $T \in A$, defined

$$
N_{\phi}(T)=\inf \{\|P T P\| \mid P \text { is a test interval for } \phi\} .
$$

For each $\phi \in X$, define $\mathfrak{U}_{\phi}=\left\{T \in \mathfrak{Z} \mid N_{\phi}(T)=0\right\}$.
Lemma 2. $N_{\phi}$ is a continuous mapping of $\mathfrak{X}$ onto $R^{+}$and it is a semi-norm.

Proof. To prove continuity, suppose $T_{\nu} \rightarrow T$. Let $\varepsilon>0$. Choose $\nu_{0}$ such that $\nu \geqq \nu_{0}$ implies $\left\|T_{\nu}-T\right\|<\varepsilon$. Then, if $P$ is any test interval for $\phi,\left\|P T_{\nu} P-P T P\right\|<\varepsilon$. Hence, $\|P T P\|-\varepsilon<\left\|P T_{\nu} P\right\|<$ $\|P T P\|+\varepsilon$. It then follows that $N_{\phi}(T)-\varepsilon<N_{\phi}\left(T_{\nu}\right)<N_{\phi}(T)+\varepsilon$. Thus $N_{\phi}\left(T_{\nu}\right) \rightarrow N_{\phi}(T)$.

It is immediate that $N_{\phi}(\lambda T)=|\lambda| N_{\phi}(T)$. To prove the subadditivity of $N_{\phi}$, suppose $S$ and $T$ belong to $\mathfrak{X}$ and let $P_{1}$ and $P_{2}$ be test intervals for $\phi$ such that $\left\|P_{1} S P_{1}\right\|<N_{\phi}(S)+\varepsilon / 2$ and $\left\|P_{2} T P_{2}\right\|<$
$N_{\phi}(T)+\varepsilon / 2$, where $\varepsilon>0$. Then $P=P_{1} P_{2} \neq 0$ is a test interval for $\phi$ and $\|P(S+T) P\| \leqq\|P S P\|+\|P T P\| \leqq\left\|P_{1} S P_{1}\right\|+\left\|P_{2} T P_{2}\right\| \leqq N_{\phi}(S)+$ $N_{\phi}(T)+\varepsilon$. Since $\varepsilon$ is arbitrary, we obtain $N_{\phi}(S+T) \leqq N_{\phi}(S)+$ $N_{\phi}(T)$. Thus $N_{\phi}$ is a semi-norm.

Lemma 3. $\mathfrak{U}_{\phi}$ is a closed two-sided ideal in $\mathfrak{A}$.
Proof. $\mathscr{N}_{\phi}$ is closed since $N_{\phi}$ is continuous and $\mathfrak{X}_{\phi}$ is a linear subspace of $\mathfrak{Z}$ since $N_{\phi}$ is a semi-norm. Suppose $T \in \mathfrak{U}_{\phi}$ and $S$ is any element of 2 . If $P=F-E$ is a test interval for $\phi$ then $P S T P=$ PSPTP. (This follows from the facts $(I-F) S=(I-F) S(I-F)$ and $T E=E T E$.) Hence $\|P S T P\| \leqq\|S\|\|P T P\|$, which implies that $N_{\phi}(S T)=0$. In the same way it can be shown that $N_{\phi}(T S)=0$; thus $\mathfrak{X}_{\phi}$ is a two-sided ideal.

Remark. The mapping $\phi \rightarrow N_{\phi}(T)$ is not continuous. It is true that if $\phi_{\nu} \rightarrow \phi$ in $X$, then $\lim \sup N_{\phi_{\nu}}(T) \leqq N_{\phi}(T)$; but strict inequality may occur. Indeed, given $\varepsilon>0$, let $P=F-E$ be a test interval for $\phi$ such that $\|P T P\| \leqq N_{\phi}(T)+\varepsilon$. Since $\phi_{\nu} \rightarrow \phi$, there exists a $\nu_{0}$ such that $\nu \geqq \nu_{0}$ implies $\phi_{\nu}(F)=\phi(F)=1$ and $\phi_{\nu}(E)=\phi(E)=0$. Hence, $P$ is a test interval for $\phi_{\nu}$, and $N_{\phi_{\nu}}(T) \leqq\|P T P\| \leqq N_{\phi}(T)+\varepsilon$. As $\varepsilon$ is arbitrary, $\lim \sup N_{\phi_{\nu}}(T) \leqq N_{\phi}(T)$.

For an example of strict inequality, let $\mathfrak{E}=L^{2}[0,1]$ (with Lebesgue measure) and let $E_{t}$ be the projection corresponding to the set $[0, t]$, for each $t \in[0,1]$. Let $\mathbb{R}=\left\{E_{t} \mid t \in[0,1]\right\}$ and $\mathfrak{N}=\mathfrak{N Y g} \mathbb{R}$. Let $P$ be the projection corresponding to the union of all the intervals of the form ( $2^{-n-1}, 2^{-n}$ ) with $n$ even. For each odd $n$, let $t_{n}$ be the mid-point of the interval $\left(2^{-n-1}, 2^{-n}\right)$, and let $\phi_{n}$ be either of the lattice homomorphisms associated with $E_{t_{n}}$. (It is irrelevant which is chosen.) It is easy to see that $\phi_{n} \rightarrow \phi_{0}^{+}$in $X$ (as $n \rightarrow \infty$ with $n$ odd), that $N_{\phi_{n}}(P)=0$, for all odd $n$, and that $N_{\phi_{0}^{+}}(P)=1$.

We now consider the relation between the ideals $\mathfrak{N}_{\phi}$ and the radical of the reflexive algebra $\mathfrak{N}$. Recall ([3], Chapter 2, §3) that if $\Re$ is the radical of $\mathfrak{Z}$ then

$$
\begin{aligned}
\Re & =\bigcap\{\operatorname{ker} \pi \mid \pi \text { is a continuous topologically irreducible repre- } \\
& \text { sentation on a Banach space }\} \\
& =\{T \mid S T \text { is quasi-nilpotent, for all } S \in \mathfrak{X}\} \\
& =\{T \mid T S \text { is quasi-nilpotent, for all } S \in \mathfrak{X}\} .
\end{aligned}
$$

PRoposition 4. $\bigcap_{\phi \in X} \mathfrak{U}_{\phi} \subseteq \Re$.
Proof. Let $T \in \bigcap_{\phi \in X^{\mathfrak{V}}}^{\boldsymbol{U}}$. Let $\pi$ be any continuous irreducible representation of $\mathfrak{2 l}^{2}$ acting on a Banach space $Y$. Since any $E$ in $\mathbb{Z}$
is idempotent, $\pi(E)$ is a projection. Since $S E=E S E$, for all $S \in \mathfrak{Q}$, $\pi(S) \pi(E)=\pi(E) \pi(S) \pi(E)$, for all $S \in \mathfrak{N}$, and so the range of $\pi(E)$ is left invariant under the representation $\pi$. Thus $\pi(E)=0$ or $\pi(E)=I$, for each $E \in \mathbb{R}$. Let $\phi$ be the restriction of $\pi$ to \&. $\phi$ is thus identified with an element of $X$. Given $\varepsilon>0$, choose a test interval $F-E$ such that $\|(F-E) T(F-E)\|<\varepsilon$. Then, since $\pi(F-E)=\pi(F)-\pi(E)=I-0=I$, we have

$$
\|\pi(T)\|=\|\pi((F-E) T(F-E))\| \leqq\|\pi\| \varepsilon
$$

As $\varepsilon$ is arbitrary, $\|\pi(T)\|=0$ and $T \in \operatorname{ker} \pi$. This is true for all continuous topologically irreducible representations, hence $T \in \Re$.

Remark. If $\mathbb{Z}$ is complemented then $\mathfrak{N}$ is a von Neumann algebra, hence $\Re=0$. From this it follows that $\bigcap_{\phi \in X} \mathfrak{Z}_{\phi}=\Re$. At the other extreme, if $\mathbb{Z}$ is totally ordered (and so $\mathfrak{Z}$ is a nest algebra), then again $\bigcap_{\phi \in X} \mathcal{U}_{\phi}=\mathfrak{R}$. This result is due to Ringrose [4]; for the convenience of the reader a sketch of a somewhat simplified proof of this theorem will be given later.

Let us agree to say that an algebra $\mathfrak{i l}$ satisfies the radical condition if $\bigcap_{\phi \in X} \mathfrak{R}_{\phi}=\mathfrak{R}$. We conjecture that any reflexive algebra which contains a m.a.s.a. satisfies the radical condition. We shall show in this paper that any algebra with a finite (commutative) subspace lattice satisfies the radical condition; that the radical condition is satisfied by a finite direct sum of algebras, each of which satisfies the radical condition; and that an arbitrary (countable) direct sum of nest algebras satisfies the radical condition. We shall also show that the radical condition is satisfied by any algebra whose lattice of invariant projections is isomorphic to what may be described as the tensor product of the lattice $N \cup\{\infty\}$ with itself.

As a result of Proposition 4, the problem consists of proving that $\mathfrak{R} \subseteq \mathfrak{A}_{\phi}$, for each $\phi \in X(\Omega)$. Where difficulties arise, they are caused primarily by the lack of an explicit description of the $\phi \in X$.

We begin with a crude classification of the lattice homomorphisms of $X$. Fix $\dot{\phi} \in X$ and denote:

$$
\begin{aligned}
& E_{-}=\mathbf{V}\{F \in \mathfrak{R} \mid \phi(F)=0\} \\
& E_{+}=\Lambda\{F \in \mathfrak{B} \mid \phi(F)=1\}
\end{aligned}
$$

Each of the following possibilities may occur:
(1) $E_{-}=E_{+}$.
(2) $E_{-}<E_{+}$.
(3) $E_{+}<E_{-}$.
(4) $E_{-}$and $E_{+}$are not comparable.
(a) $\phi\left(E_{-}\right)=0$ and $\phi\left(E_{+}\right)=0$.
(b) $\phi\left(E_{-}\right)=0$ and $\phi\left(E_{+}\right)=1$.
(c) $\phi\left(E_{-}\right)=1$ and $\phi\left(E_{+}\right)=0$.
(d) $\phi\left(E_{-}\right)=1$ and $\phi\left(E_{+}\right)=1$.

Proposition 5. The only possible combinations from the two lists are the following: 1a, 1d, 2b, 3a, 3c, 3d, and 4b.

Proof. It is immediate that 1 is incompatible with b or c , and that 2 c and 3 b are impossible. If $\phi\left(E_{+}\right)=0$ then, by the definition of $E_{-}$, we have $E_{+} \leqq E_{-}$. This eliminates $2 \mathrm{a}, 4 \mathrm{a}$, and 4 c . If $\phi\left(E_{-}\right)=$ 1 , then $E_{+} \leqq E_{-}$, eliminating 2 d and 4 . Only the specified possibilities remain.

Examples of homomorphisms of types 1a, 1d, and $2 b$ can be obtained from nest algebras. Assume $\mathcal{R}$ is totally ordered. If $F$ is an element of $\mathbb{R}$ with no immediate successor, then $\phi_{F}^{+}$is of type 1a. If, on the other hand, $F$ has no immediate predecessor, then $\phi_{\vec{F}}^{\vec{~}}$ is of type 1d. Finally, if $G$ is an immediate predecessor to $F$, then $\phi_{G}^{+}=\phi_{F}^{\vec{F}}$ is of type 2 b . Examples of types 3a, 3c, 3d, and 4b will be given later.

Definition. An interval projection $P$ from $\mathbb{Z}$ is called an atom if, for any $E \in \mathcal{R}$, either $P \leqq E$ or $P E=0$.

Remark. If $P$ is an atom then it is evident that $\{E \in \mathfrak{B} \mid P E=0\}$ is an ideal in $\mathfrak{R}$, while its complement, $\{E \in \mathfrak{R} \mid P \leqq E\}$ is a co-ideal. Hence $P$ determines an element $\phi$ of $X$, where $\phi$ is defined by $\phi(E)=1$ if and only if $P \leqq E$. Since $P$ is an interval projection, $P$ is in the basic family associated with $\phi$ and it is clear that $P$ is a sub-projection of each projection in that basic family. Hence $N_{\phi}(T)=\|P T P\|$, for all $T \in \mathfrak{Z}$. The fact that $P$ is an interval also implies that the mapping $\pi(T)=P T P$ is a representation. This representation is clearly continuous and, when $P$ is an atom, it is also irreducible. (Any element of $\mathfrak{B}(P \mathfrak{F})$ can be extended to an operator $S$ on $\mathscr{S c}$ such that $S=P S P$. Since every projection $E$ in $\mathbb{Z}$ either contains $P$ or is orthogonal to $P$, it follows that $S$ leaves each such projection invariant. Thus $S \in \mathfrak{Y}$ and $\pi(\mathfrak{H})=\mathfrak{B}(P \mathfrak{S})$.) So we see that $\mathfrak{U}_{\phi}=\operatorname{ker} \pi$ and from this it is clear that $\Re \subseteq \mathfrak{U}_{\phi}$.

Proposition 6. If $\phi$ is an element of $X$ of type 2b or of type 4b then $\mathfrak{R} \cong \mathfrak{U}_{\phi}$.

Proof. From the remarks above, it is sufficient to show that $\phi$ arises from an atom. In the case that $\phi$ is type 2 b , let $P=E_{+}-E_{-}$. Any projection in $\operatorname{ker} \phi$ is a sub-projection of $E_{-}$and hence orthogonal
to $P$; any projection in coker $\phi$ contains $E_{+}$and hence $P$; thus $P$ is an atom. It is evident that $\phi(E)=1$ if and only if $P \leqq E$, and so $\mathfrak{R} \cong \mathfrak{X}_{\phi}$.

Now suppose $\phi$ is type 4 b . Let $P=E_{+}-\left(E_{+}\right) \wedge\left(E_{-}\right)$. Since $P$ is orthogonal to $E_{-}$, it follows again that $P$ is orthogonal to each projection in ker $\phi$, while $P \leqq E_{+}$again implies $P$ is contained in cach


Corollory 7. If $\mathfrak{Z}$ is a finite lattice then $\mathfrak{X}=\mathfrak{A l g}(\mathfrak{B})$ satisfies the radical condition.

Proof. Since $\bigcap_{\phi \in X} \mathfrak{X}_{\phi} \subseteq \Re$, we need only show $\Re \subseteq \mathfrak{X}_{\phi}$, for each $\phi \in X$. Since the lattice is finite, $\phi\left(E_{+}\right)=\Lambda\{\phi(F) \mid \phi(F)=1\}=1$ and $\phi\left(E_{-}\right)=\mathrm{V}\{\phi(E) \mid \phi(E)=0\}=0$. Hence $\phi$ is either type 2 b or 4 b and, in either case, $\Re \cong \mathfrak{U}_{\phi}$.

In the case in which $\mathbb{R}$ is a finite lattice, $\Re$ is the ideal of all operators $T$ in $\mathfrak{Z}$ such that $P T P=0$ for each of the finitely many atoms for $\mathfrak{R}$.

Remark. We conclude this section with a few general comments which will prove useful later. If $\mathbb{R}$ is a commutative subspace lattice acting on $\mathfrak{S}$ and $\mathfrak{X}=\mathfrak{N} \mathfrak{X g} \mathfrak{R}$, let $\mathbb{C} \mathbb{E}=\{E \mid I-E \in \mathbb{R}\}$. Then $\mathbb{C} \mathbb{Z}$ is again a commutative subspace lattice and $\mathfrak{A Y C s}(\mathbb{C R})=\mathfrak{A}^{*}$. If $\phi$ is a lattice homomorphism of $\mathbb{R}$ onto 2 , define $\phi^{*}: ~ \subseteq \subseteq \& 2$ by $\phi^{*}(E)=1-\phi(1-E)$, for all $E \in \mathbb{C} \mathbb{E}$. The mapping $\phi \rightarrow \phi^{*}$ is a bijection of $X(\mathbb{Z})$ onto $X(\mathbb{C} \mathbb{S})$. It is not hard to show that the radical of $\mathfrak{U}^{*}$ is $\Re^{*}$, (where $\Re$ is the radical of $\mathfrak{Y})$, and that $\left(\mathfrak{U}^{*}\right)_{\phi^{*}}=\left(\mathfrak{N}_{\phi}\right)^{*}$. As a consequence, $\mathfrak{R} \subseteq \mathfrak{U}_{\phi}$ if and only if $\mathfrak{R}^{*} \cong\left(\mathfrak{R}^{*}\right)_{\phi^{*}}$; further, $\mathfrak{Y}$ satisfies the radical condition if and only if $\mathfrak{2}$ * does. It is also easy to see that if $k$ is any of $1,2,3,4, \mathrm{~b}, \mathrm{c}$, then $\phi$ is type $k$ if and only if $\phi^{*}$ is. Finally, $\phi$ is type a (resp. d) if and only if $\phi^{*}$ is type d (resp. a).
3. Algebras which satisfy the radical condition. We begin this section with a technical lemma. This lemma contains a simplified and generalized version of the essential ingredients in Ringrose's proof that any nest algebra satisfies the radical condition.

Lemma 8. Let $T$ be an operator in $\mathfrak{Y}$ and let $\left(P_{n}\right), n=1,2, \cdots$, be a sequence of mutually orthogonal interval projections in $\mathfrak{X}$ such that the following conditions are satisfied.
(i) If $m<n$, then $P_{m} Q P_{n}=0$, for all $Q \in \mathfrak{Y}$.
(ii) For any $R \in \mathfrak{F}(\mathfrak{F}), R=P_{n+1} R P_{n}$ implies $R \in \mathfrak{N}$.
(iii) There exists a number $\lambda>0$ such that $\left\|P_{n} T P_{n}\right\|>\lambda$, for all $n$.

Then there exists an element $S$ in $\mathfrak{Y}$ such that $S T$ is not quasinilpotent. In particular, $T$ does not lie in the radical $\Re$ of $\mathfrak{\Re}$.

Proof. If the conclusion is true for a nonzero scalar multiple of $T$ then it is also true for $T$. Hence, replacing $T$ by a scalar multiple if necessary, we may assume $\lambda=1$.

For convenience, we henceforth use the same symbol to denote both an orthogonal projection and its range.

For each $n>0$, there exists a unit vector, $x_{n} \in P_{n}$, such that $\left\|P_{n} T x_{n}\right\|>1$. Let $y_{n}=P_{n} T x_{n}$ and let $S_{n}=\left\|y_{n}\right\|^{-2} y_{n} \otimes x_{n+1}$. (The operator $y_{n} \otimes x_{n+1}$ is defined by $\left(y_{n} \otimes x_{n+1}\right)(x)=\left(x, y_{n}\right) x_{n+1}$, for all $x \in \mathscr{S}_{c}$.) Observe that $\left\|S_{n}\right\|=\left\|y_{n}\right\|^{-2}\left\|y_{n}\right\|\left\|x_{n+1}\right\|=\left\|y_{n}\right\|^{-1}<1$, and that, since $S_{n}=P_{n+1} S_{n} P_{n}$, each $S_{n} \in \mathfrak{N}$. From the fact that the $P_{n}$ are mutually orthogonal, it follows that the sum $\sum_{n=1}^{\infty} S_{n}$ converges in the strong operator topology to an operator $S$ which lies in $\mathfrak{A}$ and has norm equal to $\sup \left\{\left\|S_{n}\right\|\right\} \leqq 1$.

Let $Q_{n}=\sum_{k \geq n} P_{k}$, for each $n=1,2, \cdots$. Then, if $n>m$, we have $Q_{n} Q_{m}=Q_{n}$. We also have $S=S Q_{1}$ and $S Q_{n}=Q_{n+1} S Q_{n}=Q_{n+1} S$, for all $n$. Since $P_{j} T P_{n}=0$ whenever $j<n$, it follows that $Q_{1} T P_{n}=$ $Q_{n} T P_{n}$, and hence $Q_{1} T Q_{n}=Q_{n} T Q_{n}$, for each $n$.

We claim that, for each $n$ there exists a vector $z_{n+1} \in Q_{n+2}$ such that $(S T)^{n} x_{1}=x_{n+1}+z_{n+1}$. Verification of this claim will prove the lemma; indeed, since $z_{n+1}$ is orthogonal to $x_{n+1}$, we have $\left\|(S T)^{n} x_{1}\right\| \geqq$ $\left\|x_{n+1}\right\| \geqq 1$, whence $\left\|(S T)^{n}\right\| \geqq 1$. Thus $S T$ is not quasi-nilpotent. The claim is proven by an induction argument. First observe that $T x_{1}=y_{1}+a_{1}$, where $a_{1} \perp P_{1}$ (since $y_{1}=P T x_{1}$ ). Then $S y_{1}=x_{2}$ and $S a_{1}=S Q_{1} a_{1}=S Q_{2} a_{1}=Q_{3} S Q_{2} a_{1}$. So if $z_{2}=S a_{1} \in Q_{3}$, then $S T x_{1}=x_{2}+z_{2}$. Next assume (ST) ${ }^{n-1} x_{1}=x_{n}+z_{n}$, with $z_{n} \in Q_{n+1}$. Then $T x_{n}=y_{n}+a_{n}$, where $a_{n} \perp P_{n}$. Since $Q_{1} T P_{n}=Q_{n} T P_{n}$, we obtain $Q_{1} a_{n}=Q_{n+1} a_{n}$. Hence $S a_{n}=S Q_{1} a_{n}=S Q_{n+1} a_{n}=Q_{n+2} S a_{n}$. Also, $S T z_{n}=S Q_{1} T Q_{n+1} z_{n}=$ $S Q_{n+1} T Q_{n+1} z_{n}=Q_{n+2} S T z_{n}$. Therefore,

$$
\begin{aligned}
(S T)^{n} x_{1} & =S T x_{n}+S T z_{n}=S y_{n}+S a_{n}+S T z_{n} \\
& =x_{n+1}+Q_{n+2}\left(S a_{n}+S T z_{n}\right)
\end{aligned}
$$

Take $z_{n+1}=S \alpha_{n}+S T z_{n}=Q_{n+2}\left(S a_{n}+S T z_{n}\right)$ to complete the proof of the lemma.

With aid of Lemma 8, we sketch a short proof of Ringrose's theorem (cf. [4]).

Theorem 9 (Ringrose). Every nest algebra satisfies the radical condition.

Proof. If $\mathbb{Z}$ is a nest and $\phi \in X(\mathbb{Z})$, then $\phi=\phi_{E}^{+}$or $\phi=\phi_{E}$, for
some $E \in \mathbb{R}$. The two possibilities are interchanged in the natural correspondence between $X(\mathbb{Z})$ and $X(\mathbb{C} R)$, so it suffices to consider $\phi=\phi_{\bar{E}}$ only. If $E$ has an immediate predecessor, then $\phi$ is type 2 b , and $R \subseteq \mathfrak{X}_{\phi}$. Assume $E$ has no immediate predecessor and $T \notin \mathfrak{X}_{\phi}$. Then there exists a number, $\lambda>0$, such that $\|(E-F) T(E-F)\|>\lambda$, for all $F<E$. Further, $E$ is a strong limit of projections $F<E$. Hence, if $F_{1}<E$, there exists $F_{2}$ such that $F_{1}<F_{2}<E$ and $\left\|\left(F_{2}-F_{1}\right) T\left(F_{2}-F_{1}\right)\right\|>\lambda$. Indeed, continuing inductively, we can find a sequence $F_{1}<F_{2}<F_{3}<\cdots<E$ of projections such that the intervals $P_{i}=F_{i+1}-F_{i}$ satisfy the hypotheses of Lemma 8. Consequently, $T \notin \Re$ and we have $\Re \subseteq \mathfrak{U}_{\phi}$. This proves the theorem.

Suppose $\mathfrak{R}_{1}, \Omega_{2}, \Omega_{3}, \cdots$ is a finite or countable sequence of commutative subspace lattices. Define the product lattice $\mathcal{R}$ to be the Cartesian product of the $\mathfrak{R}_{i}$ with co-ordinatewise lattice operations. We may realize $\mathbb{Z}$ as a commutative subspace lattice as follows: let $\mathscr{S}_{i}$ be the Hilbert space on which each $\mathbb{R}_{i}$ acts. Let $Q_{i}$ be orthogonal projection of $\mathfrak{S}_{\mathcal{E}}=\sum_{i}^{\oplus} \mathfrak{S}_{i}$ onto $\mathfrak{K}_{i}$. Then $\{E \mid E$ is a projection in $\mathfrak{B}(\mathfrak{F})$ and each $Q_{i} E \mid \mathfrak{S}_{i}$ lies in $\left.\mathcal{R}_{i}\right\}$ is a commutative subspace lattice which is lattice isomorphic to $\mathbb{Z}$. We take this lattice as the subspace lattice direct sum of the $\mathfrak{R}_{i}$. If, on the other hand, $\mathfrak{Z}^{\prime}$ is any commutative subspace lattice which is lattice isomorphic to $\mathbb{R}$, let $Q_{i}$ denote the element of $\mathfrak{Z}^{\prime}$ which corresponds under the isomorphism to the element of $\mathbb{Z}$ which is $I$ in the $i$ th co-ordinate and 0 in all other co-ordinates. Then the compression of $\mathbb{Z}$ to $Q_{i} \mathscr{S}_{\mathrm{C}}$ is a commutative subspace lattice $\mathfrak{R}_{i}^{\prime}$ which is lattice isomorphic to $\mathfrak{R}_{i}$, and $\mathbb{Z}^{\prime}$ is the subspace lattice direct sum of the $\mathbb{Z}_{2}^{\prime}$.

If $\mathfrak{R}_{1}, \mathfrak{R}_{2}, \cdots$ are commutative subspace lattices, if $\mathfrak{R}$ is the subspace lattice direct sum of the $\mathfrak{R}_{i}$, if $\mathfrak{X}=\mathfrak{N Y g} \mathfrak{B}$ and $\mathfrak{N}_{i}=\mathfrak{Z x l g} \mathfrak{R}_{i}$, for each $i$, then it is clear that $\mathfrak{X}=\sum_{i}^{\oplus \mathscr{U}_{i}}$.

Theorem 10 below proves that if $\mathfrak{Y}$ is a finite direct sum of algebras, each of which satisfies the radical condition, then $\mathcal{A}$ also satisfies the radical condition. Actually, a bit more is true. Let us say that a commutative subspace lattice $\mathcal{Z}$ satisfies the radical condition concretely provided that $\mathfrak{Y l g} \mathbb{Z}$ satisfies the radical condition and that $\mathbb{R}$ satisfies the radical condition universally provided that $\mathfrak{A} \mathfrak{Y g} \mathbb{Z}^{\prime}$ satisfies the radical condition whenever $\mathfrak{R}^{\prime}$ is a commutative subspace lattice which is lattice isomorphic to $\mathbb{Z}$. Theorem 10 essentially proves that if $\mathcal{R}_{1}, \cdots, \Omega_{n}$ satisfy the radical condition universally, then the product lattice $\mathbb{Z}$ also satisfies the radical condition universally. We remark in passing that the following natural question remains open: if $\mathbb{Z}$ satisfies the radical condition concretely, does it satisfy the radical condition universally? The question arises from that fact that if $\mathbb{R}$ and $\mathbb{Z}^{\prime}$ are lattice isomorphic but not unitarily equivalent, then $\mathfrak{N l g} \mathbb{R}$ and $\mathfrak{N l g} \mathbb{Z}^{\prime}$ need not be algebraically
isomorphic.
THEOREM 10. Let $\mathfrak{R}_{1}, \cdots, \mathfrak{R}_{n}$ be commutative subspace lattices such that each $\mathfrak{M Y g}\left(\mathbb{R}_{i}\right), i=1, \cdots, n$, satisfies the radical condition. Let $\mathbb{B}$ be the subspace lattice direct sum of the $\mathfrak{R}_{i}$. Then $\mathfrak{Z l y g} \mathbb{Z}$ satisfies the radical condition.

Proof. Let $\mathfrak{S}_{i}$ be the Hilbert space on which $\mathfrak{R}_{i}$ acts, for $i=$ $1, \cdots, n$. Then $\mathbb{Z}$ acts on $\mathscr{S}=\sum_{i}^{\oplus} \mathscr{S}_{i}$ and $\mathbb{R}$ contains each $Q_{i}$, where $Q_{i}$ is orthogonal projection of $\mathfrak{S}$ onto $\mathfrak{K}_{i}$. Let $\phi \in X(\mathbb{Z})$ and suppose $T \notin \mathfrak{A}_{\phi}$. Since the $Q_{i}$ are mutually orthogonal intervals from $\mathbb{R}$ whose sum is $I$, one of the $Q_{i}$ 's is a test interval for $\phi$. Let $i$ be the unique index such that $\phi\left(Q_{i}\right)=1$. Define a lattice homomorphism $\phi_{0} \in X\left(\Omega_{i}\right)$ by $\phi_{0}(E)=\phi(E)$. (Each projection $E$ in $\Omega_{i}$ may be extended to a projection in $\mathbb{Z}$ by defining it to be 0 on $\sum_{j \neq i}^{\oplus} \mathfrak{S}_{j}$.) Let $T_{0}=$ $Q_{i} T Q_{i}$. It then follows that $T_{0} \notin\left(\mathfrak{U l}_{i}\right)_{\phi_{0}}$. Consequently, there is an operator, $S \in \mathfrak{A}_{i}$, such that $S T_{0}$ is not quasi-nilpotent. We may extend $S$ to an operator in $\mathfrak{X}$ be defining it to be 0 on $\sum_{j \neq \imath}^{\oplus} \mathfrak{S}_{j}$; then $S Q_{i} T Q_{i}$ is not quasi-nilpotent in $\mathfrak{X}$ and so $Q_{i} T Q_{i}$ does not lie in the radical, $\Re$, of $\Re$. Since $\Re$ is a two-sided ideal, $T \notin \Re$. Thus $\Re \subseteq \mathcal{Z}_{\phi}$, for all $\phi \in X(\mathbb{R})$ and $\mathfrak{A l l g} \mathbb{R}$ satisfies the radical condition.

Theorem 11. Let $\mathfrak{R}_{1}, \mathfrak{R}_{2}, \cdots$, be a sequence of totally ordered commutative subspace lattices. Let $\mathbb{B}$ be the subspace lattice direct sum of the $\mathfrak{R}_{2}$. Then $\mathfrak{N}$ 간 $\mathbb{B}$ satisfies the radical condition.

Proof. Let $\mathfrak{K}_{2}$ denote the Hilbert space on which each $\mathfrak{R}_{i}$ acts. $\mathfrak{Z}$ acts on $\mathfrak{K}=\sum_{i}^{\oplus} \mathfrak{U}_{i}$. Each $\mathfrak{\Re}_{i}=\mathfrak{A l g}\left(\mathfrak{R}_{i}\right)$ is a nest algebra and $\mathfrak{X}=$ $\mathfrak{Z l l g} \mathbb{B}=\sum_{i}^{\oplus} \mathfrak{Z}_{i}$. Let $Q_{i}$ denote orthogonal projection of $\mathfrak{S}_{c}$ onto $\mathfrak{S}_{i}$. Note that, for any nonempty subset $K \subseteq N, \sum_{j \in K} Q_{j}$ is a projection in 2. Denote this projection by $Q(K)$. Each $Q(K)$ is an interval from 』. Fix a lattice homomorphism $\phi \in X(\Omega)$. If one of the $Q_{i}$ is a test interval for $\phi$, then we may argue exactly as in Theorem 10 to show $\Re \subseteq \mathfrak{X}_{\phi}$. ( $\mathfrak{R}$ is the radical of $\left.\mathfrak{N}.\right)$ Since there are infinitely many $Q_{i}$, it may be that none of them is a test interval for $\phi$.

Let $\mathfrak{F}$ be the family of all nonempty subsets, $K$, of $N$, such that $Q(K)$ is a test interval for $\phi$. If $K_{1}$ and $K_{2}$ lie in $\mathfrak{F}$, then $\dot{\phi}\left(Q\left(K_{1} \cap K_{2}\right)\right)=\phi\left(Q\left(K_{1}\right) \wedge Q\left(K_{2}\right)\right)=1 \wedge 1=1$, hence $K_{1} \cap K_{2} \in \mathfrak{F}$. Also, if $K_{1} \in \mathfrak{F}$ and $K_{2} \supseteqq K_{1}$, then $Q\left(K_{2}\right) \geqq Q\left(K_{1}\right)$, hence $\phi\left(Q\left(K_{2}\right)\right)=1$. So $K_{2} \in \mathfrak{F}$ also, and we see that $\mathfrak{F}$ is a filter. Finally, if $K_{1} \cup K_{2} \in \mathfrak{F}$ then $\phi\left(Q\left(K_{1}\right) \vee Q\left(K_{2}\right)\right)=\phi\left(Q\left(K_{1} \cup K_{2}\right)\right)=1$, whence one of $K_{1}$ and $K_{2}$ must b : in $\mathfrak{r}$. Thus $\mathfrak{F}$ is an ultrafilter. (It is not difficult, by the way, to cunstruct at least one lattice homomorphism $\phi$ for each ultrafilter $\mathfrak{F}$ on $N$.)

If one of the $Q_{i}$ is a test interval for $\phi$, then $\mathfrak{F}$ is the family of all subsets of $N$ which contain $i$. Assume henceforth that no $Q_{i}$ is a test interval for $\phi$; consequently each set in $\mathfrak{F}$ is infinite. Now suppose $T \notin \mathfrak{U}_{\phi}$. Since $N_{\phi}(T)>0$, we may, without loss of generality, assume $N_{\phi}(T)>1$. Let $\lambda$ be a number such that $N_{\phi}(T)>\lambda>1$. Let $K=\left\{i \mid\left\|Q_{i} T Q_{i}\right\|>\lambda\right\}$. Using the fact that each $Q_{i}$ is reducing for $T$, we have $\|Q(N-K) T Q(N-K)\|=\sup _{i \notin K}\left\|Q_{i} T Q_{i}\right\| \leqq \lambda$. Since $N_{\phi}(T)>\lambda$, it follows that $Q(N-K)$ is not a test interval for $\phi$, and hence that $Q(K)$ is. Thus $K \in \mathfrak{F}$ and, in particular, $K$ is infinite. Suppose there is no upper bound for the set of integers, $n$, for which there exist some index $i \in K$ and some operator $S_{i} \in \mathfrak{V}_{i}$, with $\left\|S_{i}\right\| \leqq 1$, such that $\left\|T_{i}\left(S_{i} T_{i}\right)^{n}\right\| \geqq 1$. (Here, $T_{i}$ denotes the restriction to $\mathscr{S}_{i}$ of $Q_{i} T$. Clearly, $T_{i} \in \mathcal{U}_{i}$.) Then for each $i \in K$, choose a positive integer $n_{i}$ and an operator $S_{i} \in \mathfrak{A}_{i}$, with $\left\|S_{i}\right\| \leqq 1$, so that:
(i) $\sup \left\{n_{i} \mid i \in K\right\}=\infty$
(ii) $\left\|T_{i}\left(S_{i} T_{i}\right)^{n_{i}}\right\| \geqq 1$, for all $i \in K$.
(If conditions (i) and (ii) cannot be obtained, it means that there exists a finite subset, $K_{0}$, of $K$ such that, if $K_{0}$ is deleted from $K$, then there is an upper bound on the set of integers, $n$, with the required properties. Whenever this is the case, the proof preceeds as in the following paragraph, with $K$ replace by $K-K_{0}$. Since $K_{0}$ is finite, $Q\left(K-K_{0}\right)$ is a test interval for $\phi$.) If $i \notin K$, let $S_{\imath}=0$. Let $S=\sum_{2}^{\oplus} S_{i}$. Then $S$ is bounded $\left(\|S\|=\sup _{i}\left\|S_{i}\right\| \leqq 1\right.$ ) and, for each $i \in K$, $\left\|T(S T)^{n_{i}}\right\| \geqq\left\|T_{i}\left(S_{i} T_{i}\right)^{n_{i}}\right\| \geqq$. Hence $1 \leqq\|T\|\left\|(S T)^{n_{2}}\right\|$, for each $n_{i}$. Therefore $\left\|(S T)^{n_{i}}\right\|^{1 / n_{i}} \geqq(1 /\|T\|)^{1 / n_{i}}$, for each $n_{2}$. Since the $n_{i}$ are unbounded, we obtain $\lim _{n \rightarrow \infty}\left\|(S T)^{n}\right\|^{1 / n} \geqq 1$. Hence $S T$ is not quasi-nilpotent and thus $T \notin \Re$.

We shall now assume that $T \in \Re$ and show that this leads to a contradiction. From what has just been proven, we know that there exists an integer, $n$, such that $\left\|T_{i}\left(S_{i} T_{i}\right)^{n}\right\|<1$, for all $i \in K$, and for all $S_{i} \in \mathfrak{N}_{i}$, with $\left\|S_{i}\right\| \leqq 1$. We need the following lemma:

Lemma 12. Let $\mathfrak{R}_{0}$ be a complete nest and let $\mathfrak{N}_{0}=\mathfrak{N i g} \mathbb{R}_{0}$ be the associated nest algebra. Assume $R \in \mathfrak{N}_{0},\|R\|=\mu>1$, and $R$ belongs to the radical of $\mathfrak{N}_{0}$. Assume further that $\left\|R(S R)^{n}\right\|<1$, for all $S \in \mathfrak{彐}_{0}$ with $\|S\| \leqq 1$. Then there exist $n+1$ disjoint intervals, $P_{k}$, from $\mathbb{S}_{0}$ such that $I=\sum_{k=1}^{n+1} P_{k}$ and $\left\|P_{k} R P_{k}\right\| \leqq 1$, for each $k=1, \cdots, n+1$.

Proof. We shall assume that the required intervals do not exist and deduce a contradiction. As a first step, observe that there exist projections $I=E_{1}>E_{2}>\cdots>E_{n+2}>0$ in \& such that
(i) $\left\|\left(E_{k}-E_{k+1}\right) R\left(E_{k}-E_{k+1}\right)\right\| \leqq 1$, for $k=1, \cdots, n+1$.
(ii) If $F<E_{k+1}$ then $\left\|\left(E_{k}-F\right) R\left(E_{k}-F\right)\right\|>1$, for $k=1, \cdots$, $n+1$.

Indeed, set $E_{1}=I$ and assume inductively that $E_{1}, \cdots, E_{k}>0$ have been constructed satisfying these conditions. Let

$$
E_{k+1}=\inf \left\{F \in \mathfrak{B} \mid F<E_{k} \text { and }\left\|\left(E_{k}-F\right) R\left(E_{k}-F\right)\right\| \leqq 1\right\}
$$

The set over which the infimum is taken is nonempty (since $R$ belongs to the radical of $\mathfrak{N}$ ), is strongly closed, and contains $E_{k+1}$ as a limit point. This shows that $E_{k+1}$ satisfies condition (i), while condition (ii) follows automatically from the definition of $E_{k+1}$. Further, as long as $k \leqq n+1$, we must have $E_{k+1} \neq 0$, for otherwise the projections $P_{j}=E_{j}-E_{j+1}, j=1, \cdots, k$, would satisfy the conclusion of the lemma. Thus we may construct inductively the desired $n+2$ projections in \& satisfying (i) and (ii).

Observe that, since $R$ lies in the radical of $\mathfrak{N}$, if $P$ is any atom from $\mathbb{R}$, then $P R P=0$. Consequently, if $E \in \mathbb{R}$ and if $F$ is an immediate predecessor of $E$, then $R E=F R E$.

Next construct projections $F_{1}>F_{2}>\cdots>F_{n+1}$ and vectors $x_{1}, x_{2}, \cdots, x_{n+1}$ satisfying:
(iii) $F_{k}<E_{k}$ for all $k=1, \cdots, n+1$, and, if $E_{k}$ has an immediate predecessor, then $F_{k}$ is the immediate predecessor of $E_{k}$.
(iv) $\left\|x_{k}\right\|=1$, for all $k$.
(v) Each $x_{k} \in E_{k}-F_{k+1}$. Further, if $E_{k}$ has no immediate predecessor, then $x_{k} \in F_{k}-F_{k+1}$; if $E_{k+1}$ has an immediate predecessor, then $x_{k} \in E_{k}-E_{k+1}$.
(vi) $\left\|R x_{n+1}\right\|>1$ and $\left\|\left(E_{k}-F_{k+1}\right) R x_{k}\right\|>1$, for all $k=1, \cdots, n$.

Indeed, from the construction of $E_{1}, \cdots, E_{n+2}$ we know that $\left\|E_{n+1} R E_{n+1}\right\|>1$. If $E_{n+1}$ has an immediate predecessor, let $F_{n+1}$ be that immediate predecessor and let $x_{n+1}$ be any unit vector in $E_{n+1}$ such that $\left\|E_{n+1} R x_{n+1}\right\|>1$. If $E_{n+1}$ has no immediate predecessor, then $E_{n+1}$ is a strong limit of projections in \& which are strictly less than $E_{n+1}$. Hence there exists a projection $F_{n+1}<E_{n+1}$ in $\mathbb{B}$ such that $\left\|F_{n+1} R F_{n+1}\right\|>1$. Let $x_{n+1}$ be a unit vector in $F_{n+1}$ such that $\left\|F_{n+1} R x_{n+1}\right\|>1$.

Suppose projections $F_{k+1}, \cdots, F_{n+1}$ and vectors $x_{k+1}, \cdots, x_{n+1}$ have been constructed satisfying (iii)-(vi). We construct $F_{k}$ and $x_{k}$ as follows; since $F_{k+1}<E_{k+1},\left\|\left(E_{k}-F_{k+1}\right) R\left(E_{k}-F_{k+1}\right)\right\|>1$. If $E_{k}$ has an immediate predecessor, we set $F_{k}$ equal to the immediate predecessor and let $x_{k}$ be any unit vector in $E_{k}-F_{k+1}$ such that $\left\|\left(E_{k}-F_{k+1}\right) R x_{k}\right\|>$ 1. If $E_{k}$ has no immediate predecessor, then there exists a projection $F_{k}<E_{k}$ in $\mathbb{Z}$ such that $\left\|\left(F_{k}-F_{k+1}\right) R\left(F_{k}-F_{k+1}\right)\right\|>1$. Let $x_{k}$ be a unit vector in $F_{k}-F_{k+1}$ such that $\left\|\left(F_{k}-F_{k+1}\right) R x_{k}\right\|>1$. In the event $F_{k+1}$ is the immediate predecessor of $E_{k+1}$, we have $\left(E_{k+1}-F_{k+1}\right) R\left(E_{k+1}-F_{k+1}\right)=0$. Consequently,

$$
\left(E_{k}-F_{k+1}\right) R x_{k}=\left(E_{k}-F_{k+1}\right) R\left(E_{k}-E_{k+1}\right) x_{k} .
$$

Therefore, we may assume, without loss of generality, that $x_{k} \in E_{k}$ $E_{k+1}$, whenever $E_{k+1}$ has an immediate predecessor.

Note that, regardless of whether or not $E_{k}$ has an immediate predecessor, $R x_{k} \in F_{k}, k=1, \cdots, n+1$. For each $k=1, \cdots, n$, let $y_{k}=\left(F_{k}-F_{k+1}\right) R x_{k}$. By (vi), $\left\|y_{k}\right\|>1$, for all $k$. Hence the operator $S_{k}=\left\|y_{k}\right\|^{-2} y_{k} \otimes x_{k+1}$ has norm less than one. Let $S=\sum_{k=1}^{n} S_{k}$. It is clear that the $\left\{y_{k}\right\}$ form an orthogonal set of vectors. To see that the $\left\{x_{k}\right\}$ also form an orthogonal set of vectors, it is in this case sufficient to show that $x_{k} \perp x_{k+1}$, for each $k=1, \cdots, n+1$. If $E_{k+1}$ has an immediate predecessor then $x_{k} \in E_{k}-E_{k+1}$ and $x_{k+1} \in E_{k+1}$, hence they are orthogonal. If $E_{k+1}$ has no immediate predecessor, then $x_{k} \in E_{k}-F_{k+1}$ and $x_{k+1} \in F_{k+1}$, and again they are orthogonal. As a consequence of the fact that the families $\left\{y_{k}\right\}$ and $\left\{x_{k}\right\}$ are orthogonal, we obtain $\|S\|=\sup _{k}\left\{\left\|S_{k}\right\|\right\}<1$.

Finally, we claim that $(S R)^{n} x_{1}=x_{n+1}$. This will prove the lemma, since $\left\|R(S R)^{n} x_{1}\right\|=\left\|R x_{n+1}\right\|>1$ implies $\left\|R(S R)^{n}\right\|>1$, a contradiction. To prove the claim argue much as in Lemma 8: show inductively that for $2 \leqq k \leqq n$, $(S R)^{k-1} x_{1}=x_{k}+b_{k}$, where $b_{k} \in E_{k+1}$ if $E_{k+1}$ has an immediate predecessor and $b_{k} \in F_{k+1}$ otherwise (and in either case, $R b_{k} \in F_{k+1}$ ), and also that $R(S R)^{k-1} x_{1}=y_{k}+a_{k}$, where $a_{k} \in F_{k+1}$. In the final step, $S a_{n}=0$, since $S F_{n+1}=0$; hence $(S R)^{n} x_{1}=x_{n+1}$, as required.

We now return to the proof of theorem. Recall that $T$ is an operator in $\mathfrak{R}$ which is not in $\mathscr{N}_{\phi}$ and that $n$ is an integer such that, for all $i \in K,\left\|T_{i}\left(S_{i} T_{i}\right)^{n}\right\|<1$, for all $S_{i} \in \mathfrak{A}_{i}$ with $\left\|S_{i}\right\| \leqq 1$. From Lemma 12, it follows that for each $i \in K$, there exist $n+1$ disjoint intervals $P_{i}^{(k)}$, from $\mathfrak{R}_{i}$, such that $Q_{i}=\sum_{k=1}^{n+1} P_{i}^{(k)}$ and $\left\|P_{i}^{(k)} T_{i} P_{i}^{(k)}\right\| \leqq 1$, for each $k=1, \cdots, n+1$. Let $P^{(k)}=\sum_{i \in K}^{\oplus} P_{i}^{(k)}$. Each $P^{(k)}$ is an interval from $\mathcal{R}$, the $P^{(k)}$ are mutually orthogonal, and $Q(K)=$ $\sum_{k=1}^{n+1} P^{(k)}$. Since $Q(K)$ is a test interval for $\phi$, one of the $P^{(k)}$ is also a test interval for $\phi$. But $\left\|P^{(k)} T P^{(k)}\right\|=\sup _{i \in K}\left\|P_{i}^{(k)} T_{i} P_{i}^{(k)}\right\| \leqq 1$, for each $k$. Hence $N_{\phi}(T) \leqq 1$, a contradiction. Thus, $T \notin \mathfrak{X}_{\phi}$ implies $T \notin \Re$ and we obtain $\Re \subseteq \mathfrak{Z}_{\dot{\phi}}$. This proves the theorem.

We have yet to provide examples of lattice homomorphisms of types $3 \mathrm{a}, 3 \mathrm{c}, 3 \mathrm{~d}$, and 4 b . The class of examples described next yields homomorphisms of types 3 a and 4 b . The adjoint algebras yield homomorphisms of type 3d, while type 3c may be obtained by means of a variant construction. The lattice in the examples which follow may be considered to be the tensor product of the lattice $N \cup\{\infty\}$ with itself.

Let $Y=N \times N$ be provided with the product order: $(n, m) \leqq$ $(p, q)$ if and only if $n \leqq p$ and $m \leqq q$. Define a subset $S \subseteq Y$ to
be increasing if $x \in S$ and $y \geqq x$ imply $y \in S$. For each $x \in Y$, let $\mathfrak{S}_{x}$ be a separable Hilbert space and let $\mathfrak{K}=\sum_{x \in Y}^{\oplus} \mathfrak{S}_{x}$. Identify each subset $S \subseteq Y$ with the subspace $\sum_{x \in S}^{\oplus} \mathscr{S}_{x}$ of $\mathscr{S}_{\text {g }}$ and with the orthogonal projection of $\mathfrak{S}$ onto that subspace. A projection associated with a subset $S$ is said to be increasing whenever $S$ is an increasing set. The family $\mathbb{R}$ of increasing projections is a commutative subspace lattice. Let $\mathfrak{Y}=\mathfrak{y l l g}$.

Proposition 13. $\mathfrak{A}$ satisfies the radical condition.
Proof. In order to prove the proposition we must show that $\Re \subseteq \mathfrak{N}_{\phi}$, for any lattice homomorphism $\phi$ in $X$. We already know this to be true if $\phi$ is of type 2 b or 4 b . (Actually, there are no lattice homomorphisms of $\mathbb{Z}$ of type 2 b - but we do not need this fact.) Of the other possible types, only types la and 3a can occur, and these can be handled with the aid of Lemma 8. The following notation will be helpful: let

$$
\begin{aligned}
H_{n} & =\{(p, q) \in Y \mid q \geqq n\} \\
V_{n} & =\{(p, q) \in Y \mid p \geqq n\} \\
E_{x} & =\{y \in Y \mid y \geqq x\}
\end{aligned}
$$

Each of these symbols denotes both an increasing set and a projection in $\&$.

Lemma 14. Let $\phi \in X$. Then $\phi\left(E_{-}\right)=0$ and, further, if $\phi$ is not of type 4 b , then $E_{-}$is either 0 or $H_{n}$ or $V_{n}$, for some $n \geqq 2$.

Proof. There is nothing to prove if $E_{-}=0$, so assume $E_{-}>0$. Hence there is some nonzero projection $F$ in \& such that $\phi(F)=0$. In particular, by choosing a point $x=(m, n)$ in $F$, we have that $\phi\left(E_{x}\right)=0$. Since $H_{n} \wedge V_{m}=E_{x}$, at least one of $H_{m}$ and $V_{m}$ lies in ker $\phi$. If both do, then $G=H_{n} \vee V_{m} \in \operatorname{ker} \phi$. Hence $I-G$ is a test interval for $\phi$; since $I-G$ can be written as a finite sum of atoms, one of these atoms is a test interval for $\phi$. Therefore $\phi$ must be of type b. The atom is just a singleton $\{(p, q)\}$ (and the corresponding projection); it is clear that $E_{+}=E_{(p, q)}$ and $E_{-}=H_{q+1} \vee V_{p+1}$. (This shows $\phi$ is of type 4). Thus $\phi\left(E_{-}\right)=0$.

Assume henceforth that $\phi$ is not of type 4 b . Then exactly one of $H_{n}$ and $V_{m}$ lies in ker $\phi$. To fix the argument, let us say that $\phi\left(V_{m}\right)=0$. The considerations above imply that $\phi\left(H_{q}\right)=1$, for all $q$. Therefore $E_{+}=0$ and types 1 d and 3 d cannot occur. Now let $y=(p, q)$ be any point of $E_{-}$. Then $y$ must be in some increasing set in the kernel of $\phi$ and, in particular, $\phi\left(E_{y}\right)=0$. Since $\phi\left(H_{q}\right)=1$,
we have $\phi\left(V_{p}\right)=0$ and $V_{p} \subseteq E_{-}$. Thus $E_{-}$is a union of $V_{p}$ and so $E_{-}=V_{r}$ for some $r$. Since $V_{1}=I$ and $\phi(I)=1, r \geqq 2$. The facts that $\phi\left(H_{s}\right)=1$ and $\phi\left(H_{s} \wedge V_{r}\right)=\phi\left(E_{(s, r)}\right)=0$, for any $s$, imply that $\phi\left(E_{-}\right)=\phi\left(V_{r}\right)=0$. The alternative case, in which $\phi\left(H_{n}\right)=0$ and $\phi\left(V_{m}\right)=1$, yields $E_{-}=H_{r}$ for some $r \geqq 2$ and $\phi\left(E_{-}\right)=0$ in exactly the same fashion. This proves the le nma.

As a consequence of this lemma we have only limited possibilities for $\phi$. If $E_{-}=0$, then $\phi(F)=1$ if and only if $F>0$, and $\phi$ is type 1a. This is the only homomorphism of type 1a. If $\phi$ is neither type 4b nor 1a, then we must have $E_{-}=V_{n}$ or $E_{-}=H_{n}$ for some $n \geqq 2$. In either case, $E_{+}=0$ and $\phi$ is type 3a. Further, we know that $\phi(F)=0$ if and only if $F \leqq E_{-}$. We use Lemma 8 to dispose of the type 1a homomorphism. For each $x=(p, q) \in Y$, let $F_{x}=\{y \in Y \mid y \not \equiv x\}$. Each $F_{x} \in \mathbb{R}$, and if $p \rightarrow \infty, q \rightarrow \infty$ then $F_{x} \rightarrow 0$ in the strong operator topology. If $x<y$ then $E_{x}-F_{y} \wedge E_{x}$ is an interval from $\mathbb{Z}$ corresponding to the "rectangle" $\{z \mid x \leqq z \leqq y\}$. Suppose $T \notin \mathscr{U}_{\phi}$. Then there exists a number $\lambda>0$ such that $N_{\phi}(T)>\lambda$. We construct inductively a sequence $P_{n}$ satisfying the hypotheses of Lemma 8. Since each $E_{x}$ is a test interval for $\phi,\left\|E_{x} T E_{x}\right\|>\lambda$, for all $x$. Fix $x_{1}=\left(p_{1}, q_{1}\right)$. Since $I-F_{y} \rightarrow I$ strongly as $y \rightarrow(\infty, \infty)$, there exists $y_{1}=\left(r_{1}, s_{1}\right)$ such that, if $P_{1}=E_{x_{1}}-F_{y_{1}} \wedge E_{x_{1}}$, then $\left\|P_{1} T P_{1}\right\|>\lambda$. Suppose $P_{1}, \cdots, P_{n-1}$ are intervals of the form $E_{x}-F_{y} \wedge E_{x}$ which satisfy the hypotheses of Lemma 8. Let $x_{n}=\left(p_{n}, q_{n}\right)$ be such that $p_{n}>r_{n-1}$ and $q_{n}>s_{n-1}$. Choose $y_{n}$ such that $P_{n}=E_{x_{n}}-F_{y_{n}} \wedge E_{x_{n}}$ satisfies $\left\|P_{n} T P_{n}\right\|>\lambda$. In this fashion we obtain a sequence $\left(P_{n}\right)$ of projections satisfying the hypotheses of Lemma 8; hence $T \notin \Re$. Thus $\mathfrak{R} \cong \mathfrak{A}_{\phi}$.

Finally, assume $\phi$ is type 3a and $T \notin \mathfrak{U}_{\phi}$. We know that $E_{-}=$ $V_{n}$ or $E_{-}=H_{n}$, for some $n>2$. Let $F=V_{n-1}$ or $F=H_{n-1}$ accordingly. Let $P=F-E_{-}$. Then $\|P T P\| \geqq N_{\phi}(T)>0$. The lattice $P \Omega$ may be viewed as a commutative subspace lattice on $P \mathscr{S}$; it is clearly a nest. We may identify $P \mathfrak{Y} P$ as the nest algebra of this nest. If $\psi$ is the lattice homomorphism $\dot{\phi}_{0}^{+}$defined on the nest $P \mathbb{R}$, then it follows that $P T \mid P \mathscr{y}$ does not lie in $(P \mathfrak{N} P)_{\psi}$. Since $P \mathfrak{X} P$ is a nest algebra, $P T P$ does not lie in the radical of the algebra. In particular, there is an operator $S \in P \mathfrak{X} P$ such that $S P T P$ is not quasi-nilpotent. Since $S$ may be viewed as an element of $\mathfrak{N}$ also, it follows that $T \notin \Re$. This completes the proof of the proposition.

Remarks. 1. The lattice in the example above is isomorphic to the lattice of all nonincreasing sequences with values in $N \cup\{\infty\}$, where the lattice operations are given by $\left(a_{n}\right) \wedge\left(b_{n}\right)=\left(\max \left(a_{n}, b_{n}\right)\right)$ and $\left(a_{n}\right) \vee\left(b_{n}\right)=\left(\min \left(a_{n}, b_{n}\right)\right)$.
2. If $\mathbb{Z}$ is a reflexive algebra with subspace lattice $\mathbb{Z}$ isomorphic to the type above, and if $\phi$ is a lattice homomorphism of type 3a, then $\phi^{*}$ is a lattice homomorphism of type 3d. (cf. the remark at the end of § 2.)
3. We have now displayed an example of a lattice homomorphism of every type excepting type 3 c . An example of a homomorphism of type 3c may be obtained by using $\boldsymbol{Z} \times \boldsymbol{Z}$ in place of $N \times N$ in the construction above. Use the product order to define a lattice of "increasing sets" and a commutative subspace lattice on

$$
\sum^{\oplus}\left\{\mathscr{S}_{x} \mid x \in \boldsymbol{Z} \times \boldsymbol{Z}\right\}
$$

in exactly the same way; again let $V_{n}=\{(p, q) \mid p \geqq n\}$ and $H_{n}=$ $\{(p, q) \mid q \geqq n\}$, for each integer $n$. Observe that $\mathbb{G}=\left\{E \in \mathfrak{B} \mid E \geqq V_{n}\right.$, for some $n \in \boldsymbol{Z}\}$ is a co-ideal and that $\mathfrak{F}=\left\{E \in \mathbb{Z} \mid E \leqq H_{n}\right.$, for some $n \in \boldsymbol{Z}\}$ is an ideal. A simple argument from lattice theory guarantees the existence of a prime ideal containing $\mathfrak{F}$ whose complement contains (5). Thus there exists an element $\phi \in X$ such that $\phi\left(V_{n}\right)=1$ and $\phi\left(H_{n}\right)=0$, for all $n$. Hence $E_{+} \leqq \Lambda V_{n}=0$ and $E_{-} \geqq \mathrm{V}_{n} H_{n}=I$. Such a $\phi$ is of type 3c.

In the example based on $\boldsymbol{Z} \times \boldsymbol{Z}$ it is precisely homomorphisms of type 3 c which stand in the way of a proof that $\mathfrak{Y i l g} \mathbb{R}$ satisfies the radical condition. All other types can be handled in a fashion similar to the homomorphisms in the $N \times N$ example. There are many homomorphisms of type 3c; in fact the cardinality of the set of type 3 c homomorphisms in $2^{\aleph_{0}}$. One large class amenable to analysis has the property that if $T$ is not in $\mathfrak{N}_{\dot{\phi}}$ for some $\phi$ in this class, then the compression of $T$ to some one of the $\mathfrak{S}_{x}$ must be nonzero. Such $T$ cannot lie in the radical (cf. the analysis of type b homomorphisms). Two more examples (or four if the roles of $H_{n}$ and $V_{n}$ are interchanged) may be obtained by noticing that $\mathfrak{F}$ is a prime ideal and that $(\mathscr{S}$ is a prime co-ideal. For either of these, a technical and elaborate extension of lemma 8 can be used to show that $\Re \subseteq \mathscr{U}_{\dot{\beta}}$. We omit details since they are complicated and do not result in a complete verification of the conjecture. The sticking point is that there exist still other homomorphisms of type 3c than the ones alluded to above; but we do not have a sufficiently explicit
 to Theorem 11, with the condition "each $\mathcal{R}_{i}$ is a nest" replaced by "each $\mathfrak{R}_{i}$ is a finite lattice," would be sufficient to permit proof of the conjecture for the $\boldsymbol{Z} \times \boldsymbol{Z}$ example.
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