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NORMS OF POWERS OF ABSOLUTELY CONVERGENT

FOURIER SERIES: AN EXAMPLE

CHARLES H. HEIBERG

Let / be defined on T2 and have an absolutely convergent
Fourier series

Set H/ll = Σ |/m I and ||/||i = Σ |/m |2. In this paper the asymptotic
behavior of ||/k ||, as k -»°o, is studied.

THEOREM 1. Let f be a continuous function on T2 such that

(1) | / ( z ) | < l for z* (1,1), | Z l | = | Z 2 | = l

and such that for all σ in some R2 neighborhood of (0,0)

(2) f(eiσ)

where λ is a real-valued linear function defined on R2 and ψ is a
continuous, complex-valued valued function defined on R2 and satisfying
certain smoothness conditions to be defined near the end of §2
below. Then

(i) | | f |^αfc-yMogfc,
(ii)
(iii)
(iv) />logfc=iΣ r a |Re(f)m |.

THEOREM 2. There exists a polynomial f in two complex variables
satisfying /(1,1) = 1 and

|/( z ) | < l /or z * (1,1), 1̂ 1 = ^21 = 1,

such that
(i) Hfll^ftlogfc,
(ii) alogk^Wri
(iii) fllogkg|||/ΠI,
(iv) \\fk\\l^bsupm\(fk)m\.

In 1970 B. M. Schreiber published smoothness conditions which, for
functions defined on Tq, having absolutely convergent Fourier series and
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132 CHARLES H. HEIBERG

satisfying a condition that reduces to (1) in the case q = 2, imply that ||/k ||
remains bounded as k tends to infinity.

1. Introduction. It is a consequence of Theorem 2 that
certain well-known results concerning functions f(z) analytic on the
closed unit disc do not extend to even the case of functions of two
complex variables. Namely, letting

it is known that if /(I) = 1 and |/(z) | < 1 for z/ 1, \z \ = 1, then
(i) 111/1*11=0(1), as fc->α>, (see [5]),
(ii) akb^\\fk \\^ck\ if | | / k |H°°, as *->«>, (see [5], [3]),
(iii) | | f ||I/suPm I am,k I-»oo, if ||/* ||-><χ> a s fc -»oo, (see [1], [2]).

None of these results extend to functions of two complex variables.
The results of Bajsanski [1] and Clunie and Vermes [2] were

rediscovered and appear in [7], [9], [10]. For other results concerning
norms of powers of absolutely convergent Fourier series of several
variables see [4], [6], [8].

2. Notation and r e m a r k s . Let T, Z, R and C denote
the unit circle, integers, real numbers and complex numbers
respectively. For any set S let S2 denote the cartesian product of the set
with itself. The letters σ and z denote points of R2 and C2 respectively,
σu σ2 and zu z2 their respective components and ez the point
(ez\ ezή. For p in Z2, σp denotes σψσψ. For p = 2,3, , σp denotes
σ\σp

2. The scalar product of two points σ and A of I?2 will be denoted
by λ σ. Since R2 is its own dual the same notation is used for a point λ
of R2 and the corresponding linear map λ: σ-» λ σ. For any subset S
of R2 and point r of Λ let rS denote the set of points rs such that s
belongs to S.

Denote [ - TΓ, TΓ]2 by Π and the complement in Π of any subset 5 of
Π by CS.

The letters α, b, c, d will denote absolute positive constants. The
use of one such letter in two inequalities does not mean that the letter
represents the same absolute constant in both inequalities. However,
the use of such a letter in an inequality involving the indices k and m
means that the constant represented by the letter is independent of k and
m. The phrases "for k sufficiently large" and "for all m" will be
omitted finitely many times from this paper.
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For positive, even integers p and q let Φpq denote the class of
continuous complex-valued functions ψ defined on R2 for which

(3) \φ(σ)-ψ(σ)\/φ(σ)= O(log-2\σ\), as |σ|->0,

for some polynomial φ of the form

a(σp + σΐ + σq

2), a > 0.

Then a function ψ satisfies the smoothness conditions mentioned in
Theorem 1 if and only if there exist positive even integers p and q such
that φ belongs to Φpq and such that 2p < q.

Finally, note that for Theorem 1 it is not assumed that the Fourier
series of / is absolutely convergent.

3. Proofs of theorems.

LEMMA 1. Fix p > 1. Let F(t) denote the integral of exp(- bxp)
over (t, oo). Then

fβ fa

(i) exp(-bsptp)dsdt - F(0)log β, as β -»oo. Consequently,
Jo Jo

if p is a positive even integer, then

(ii) \ [ εxp(-bsptp)dsdt - 8F(0)log/3, as β->oo.
J-βa J-βa

Proof Let e > 0 be given and let I(β) denote the double integral in
(i). By substituting x/t for s in / it can be seen that for β > 1

F(0)log β - I(β) = ίl (F(at) - F(0))/tdt + Γ F(at)/tdL
Jo Ji

Choose T > 1 so that F(at) < eF(0) for all t in (T, oo). The function
F(t)/t is bounded on (1, T) so it follows from the last equality that

|F(0)log β - I(β)\^ c + 6F(0)log β.

Since e was arbitrary

11 - J(j3)(F(0)log βr I ϊ§ c(F(0)log jS)'1

for β > 1, which proves (i).
To prove (ii) substitute xβ for s and yβ~x for ί in the integral in (ii),

use that the integrand is an even function of each variable to obtain an
integral over (0, a) x (0, β2a) only and apply (i).
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Proof of Theorem l(i). From (2), (3) and the definition of the
function φ it follows that

(4) | / ( 0 | ^ e x p ( - c φ ( o r ) ) ,

for all σ in some neighborhood of (0,0). Since | / | satisfies (1) and is
continuous, the inequality (4) holds on all of T2. Thus,

(5) ll/ΊNί txp(-kcσ")dσ.
Jn

Substituting k~υ2pτ for σ in this last integral and applying Lemma l(ii)
completes the proof of (i).

Proof of Theorem l(ii). If / satisfies the hypothesis of (i), then | / | '
does also, so

This and the inequality

prove (ii).

Define on Π an auxiliary function A which is used in estimating the
Fourier coefficients of fk. Let

A = exρ(iλ - φ)

and note that

(6) |A |^exp(-φ),

since λ is real-valued.

LEMMA 2. For i = 1,2 there exists a collection of sets {£",(/:, m)}
indexed by k in Z, m in Z2 such that

sup

Proof For each k in Z, m in Z 2 let



NORMS OF POWERS OF ABSOLUTELY CONVERGENT FOURIER SERIES 135

(7) (i) v(k,m)=kλ-m, (ii) p\k,m)=\v1v2\k-υ>,

S={σ<ΞΠ:\σ,\<p/\v\,},

D = {σEΏ:\σ,\>p/\v\i},

E, = {σ £ Π: I σ, | > p/\ v |,, | σ3_, \<pl\v |3-,},

j' = l,2. Then

(8)

where, for j = 1,2,3, I} is the mth Fourier coefficient of fk - A k, χsA
k,

χDAk respectively.
Since by (6) | A | ^ 1 the integral I2 can be estimated by the area of S

and hence

(9) \I2\^4p2/\vϊv2\ = 4k-ι/p,

the equality resulting from (7)(ii).
To estimate Iλ let

(10) Wk ={σ e Π: kφ(σ) ^ (1 + l/c)log fc},

where c is given in (4), and write

(11) [
wk J cwk

To estimate , the second integral in (11), estimate the sum of the
J cwk

supremums over CWk of | / | k and \A |\ Since on CWk

^ exp(- (c + l)log fc),

exp( - kφ) ^ exp( - (1 + l/c)log k)

it follows from (4) and (6) that the supremums to be estimated are
o(k~ι), as fc—»α>. Since the measure of CWk is bounded by 4π 2 it
follows that

(12) f = *(*-'),
Jcwk

as k

To estimate , as given in (11), note that (2) holds on Wk, for k
Jwk

sufficiently large, so that / = exp(φ - φ) A on Wk and so that
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(13) I <suρ \expk(φ-ψ)-l\ \ exρ(-akσp)dc
J wk wk Jn

By (3),

sup \φ- φ\^a sup(φlog~2|σ|).

Using that | σ | g | σλ | -f | σ21 and the definition of Wk yields for some
positive number e

and

supφ ^ k'xlog k.
wk

The last three estimates involving supremums imply that

sup I φ - φ\ = O((k log k)~ι), as fc-»oo,
wk

and hence that

(14) sup \cxpk(φ-φ)-l\ = O((log ky1), as fc->α>,
wk

since

The second integral in (13), being of the same type as the integral in (5), is
O(kυp log k\ as k ->oo. This and (11)-(14) prove that

(15) |Ji|=O(fc-1 / p), as fc->oo.

From the definition of A it follows that

exp(-akσp)dσ.
D
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By substituting pτ/\v\ for σ and using (7)(ii) and that e x p ( - α τ p ) is
integrable on ( l ,^) 2 conclude that \I3\^4k~1/p. This, (15), (8) and (9)
prove Lemma 2.

Since 2p < q there exists e in (0,1) so that

(16) 2p < qe.

For each k in Z and positive constant b let Mb(k) denote the set of
points m of Z 2 such that v{m) and p(ra), defined by (7), satisfy

(17) (i) kϊ/q€ ^ min H , i = 1,2 and (ii) p2 < b.

LEMMA 3. For all k sufficiently large

\'^ak-^, i = 1,2,

where the infimum is over all m in Mb(k).

Proof. The proof is given for i = 1, the proof for / = 2 being
similar. Since p and q are even integers, φ is an even function of σx and
of σ2. It follows that χEΛk is also and that

(18) τr2(χEi A * ) m = I(σ)dσιdσ2j
Jo Jo

where /(σ) = cos(^1σ1)cos(^2σ"2)exp(- kφ).
Since for some γ in (0,1), | I(σ) f ^ γfc for σx ^ π and since | /(cr) p is

integrable on I?2 it follows from (18) that

(19) Jo J I(σ)dσι
dσ2 ), as

Using the points π / 8 | ^ | , 3τr/8| v j , τ r / 2 | ^ | partition (0,3τr/2| vλ\)
into four subintervals Ip 0 ̂  / ̂  3, and write

ΓPIW2\ Γ 0 0

(20)
Jo Jo

Σ
; = 0

where J, is the integral of / over the rectangle i?; defined to be
I, x (0, p I ̂ l 1 ) , for 0 ̂  / ̂  3, and where Λ is defined by (20).

Requiring that b ^ 1 it follows from (17) and the definition of i?0 that
for σ in i?0

max or, ^k~Vq\
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Since e is in (0,1) it follows that for all k sufficiently large
exp(-/cα(cr? + <72

?)) 2̂% for all σ in Ro. Also cos^c^) and cos(*>2σ2)
exceed \ for all σ in Ro. Thus,

8/0 = exp ( - kaσp) dσ.
J Ro

By substituting x\vι\ ι for σx and then y\v2\
 ιp2 for σ 2 in this last double

integral, by using 7(ii) and then by applying Lemma l(i) it follows that
there exist constants a and b such that

(21) J0^ak-ι/p)logp\

for all m in Mb(k).
Since p = l it follows for each fixed σ2 in (0,p/|i>2|) that

cos(i>2σ"2)exp( — kφ(σ)) is a monotone decreasing function of CΓJ on (0, <»)
and hence that Λ ̂  0.

Since / is positive on i?2, J2 ̂  0.
To estimate Jλ + /3 substitute for σx in /3 in such a way that the limits

of the integrals Jλ and J3 become identical, combine integrals and factor
the integrand to obtain that

(22) Jλ + J3= cos(^20"2)exp(- kφ(4σu σ2))H(σ)dσ,
JRi

H being continuous and defined by the equality.
We note that the last integrand is bounded absolutely (independent

of k and m) and shall show that there exists a rectangle R4 such that the
last integrand is positive on R\\R4 and such that the area of R4 is
O{k~υp\ as fc^oo.

It will follow that /, + J3 ̂  - dk1/p which with (18)-(21) and the fact
that J2 and /4 are positive prove the lemma.

Let 1?4=/ Ix(θ,3|^1 |(fcα)-1 / P).
On Iu cos(z/1<τ1)g 1/3 so

H(σ) ^ (exp(fcφ(4σ!, σ2) - kφ(σ)))/3 - 4.

But the argument of the exponential is bounded from below by ak(4p —
l)σp, which is never less than 12 on Rι\R4, since p is an even integer. It
follows that H and hence the integrand in (22) are positive on
Rι\R4. This and the fact that the area of R4 is O(fc"1/P), as k -+*>, prove
the lemma.

Proof of Theorem l(iii). From Lemmas 2 and 3 it follows that
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for all m in Mb(k). For p0 sufficiently small

(23) R e ( f ) m i ^ / c -υp\logp\

for all m in MJJt).

Choose for each positive integer k, points m(k) in Z 2 such that

(24) kιlqe ^ I vx (fc, m, (fc)) I ^ 2fc1A?e, i = 1,2.

By 7(ii) and this choice

(25) p2(k,m(k))^4k2/q€-yp

which by (16) implies that

p2(fc,m(fc))<p0

for all k sufficiently large. This and (24) imply that m{k) belongs to
and hence that

This, (25) and (16) prove (iii).

Proof of Theorem l(iv). Since m belonging to M^k) implies that
P2< Po and since p o< 1, inequality (23) implies that

for all m in MJJk). So to prove (iv) it suffices to show that the
cardinality of the set MJJc) exceeds

(26) akυp(l/p-2/q€)\ogk,

where by (16) the constant in parentheses is positive.
For this proof only, extend the definitions of v and p (see (7)) to all k

in Z, σ in R2 and define Sb(k) to be the set of points σ of R2 such that v
and p satisfy (17). It suffices to show that if for some m in Z 2 the set

intersects the square (mu mx + l ) x (m2, m 2 + 1), then m belongs to
) , since then the cardinality of MJJi) is no less than the area of

S\po(k) which is no less than the expression in (26).
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Let σ be a point of intersection. Since σ belongs to S^4P0(k) then

and since σ belongs to (mu mί + 1) x (ra2, m2 + 1) then

0 < ^(fe,m ( )- ^(fc,σ-,)<l, i = 1,2.

It follows that m satisfies (17)(i) and that

i/ί(ifc,ml)^2i/l (fc,σl) for k^2q\

Using (7) to express p as a product of the vt obtain that

p\Km)^Ap\Kσ).

This and the fact that σ belongs to S^JJc) imply that m satisfies (17)(ii).

To prove Theorem 2 a polynomial / is defined and Lemmas 4 and 5
are used to show that / and consequently | / | satisfy the conditions given
in the hypothesis of Theorem 1. It follows by Theorem 1 that the
inequalities given in (ii) and (iv) and hence (iii) of Theorem 2 hold for
both / and | / | . Lemmas 2 and 6 are used in a rather difficult proof that /
satisfies the inequality given in Theorem 2(i).

The proofs of the next two lemmas follow directly from Lemmas 1
and 2(i) in Heiberg [6].

LEMMA 4. Let n be a positive integer and

for all complex w. Then
(i) |g(w)|<l for I iv
(ii) g(eιs) = txp(nsi -ΣjL2 nφ'")> d2n>0,

for all s in some neighborhood of 0.

LEMMA 5. Let p be a positive integer and Σ qσ1 converge absolutely
for all σ in some neighborhood of (0,0), where the sum is over all j in Z 2

such that ]\ + j2 > 2p j u j2 ̂  p. Then

), as |cr|-»0.
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LEMMA 6. For all k sufficiently large

i = 1,2.

Proof. The last inequality is proved for ΐ = 1, the proof for / = 2
being similar.

By (18) it suffices to prove that

(27)
Jo Jo

for all m in Z 2 .

If 3τr/2| vλ I < 77, then for each fixed σ2 the integral, I I{σ)dσ, is of
Jh

opposite signs for h = 3ττ/2| vx\ and /ι = τr/2| I Ί | since for each fixed σ2,
is a monotone function of

ττll\vι\
I(σ)dσ1

It follows that

I(σ)dσ1

Thus,

I ΓPIH Γ" ΓWM Γ3ir/2|",

(28) I(σ)dσ,dσ2 ^
I Jo Jo Jo Jo

Note that this inequality is also valid if 3π/2| vx ^ 7Γ.

By estimating | / ( σ ) | from above with exp(-fcασ p ) in the last

double integral, substituting
1 for σλ and y\v2\~ιp2 for σ2, using

(7)(ii) and applying Lemma l(i) we obtain (27) from (28). Lemma 6 is
proved.

Proof of Theorem 2. Let

( w — 1\10

— z — ) , for all complex w,

and

As stated prior to Lemma 4, to prove that / satisfies the inequalities
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given in (ii)-(iv) of Theorem 2 it suffices to show that / satisfies the
conditions given in the hypothesis of Theorem 1.

To show that

| / ( z ) | < 1 for z ^ ( l , l ) ,

it suffices to prove that

(29) | Λ ( z ) | ^ l for | Z l |

since by Lemma 4

| g ( w ) | < 1 for w / 1, \w\ = 1.

Since

-sin2(a/2)eιa = [—γ- J

then

(30) h(elσ) = e

2ι(σ^\ί - sin4(σ1/2)sin4(σ2/2))

from which (29) follows immediately.

To show that / belongs to Φ 4 1 ϋ an expansion of f(eισ\ eισή about the
point (0,0) is needed. By Lemma 4

(31) g(e) = exp(5siΣ < * A
\ y = 10 /

for all s in some neighborhood of 0.
By developing

l-sin4(cr1/2)sin4(σ2/2)

and

exp

in power series in σx and σ2 about (0,0) and comparing these series
conclude using (30) that for all σ in some neighborhood of (0,0)

h(eισ) = exp(2i(cr1 + σ2)-
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where the convergence of the double power series is absolute. This, (31)
and the definition of / imply that on some neighborhood of (0,0)

/ = exp(/λ - φ\

where

(32) λ(σ) = 7(σ, + σ2),

(33) φ(σ)= Σ c,<r' + Σ dh{σϊ+σϊ), <*10,c4,4>0,

where again the convergence is absolute.
It follows from Lemma 5 that ψ satisfies (3) with

(34) Φ(σ) = ci4A)σ
A+dι0(σ\0+σι

2

0)

and hence that / belongs to Φ 4 1 0 and satisfies the hypotheses of Theorem
1. This proves Theorem 2(ii)—(iv).

It remains to show that / satisfies the inequality given in Theorem
2(i). For this adopt the notation of Theorem 1 and its proof.

Also, let

Sy = {m G Z 2 : \r]\<l,\ v^ \ > fc*}, / = 1,2,

53 = {m GZ2: I/log k ^ p 2 ^ l } ,

54 = {m E Z 2 : m i n ( p 2 , | v} | ) ^ 1}.

It suffices to show for 1 ̂  / ^ 4 that

(35) Σ l σ k ) » l = O(logfc), as fc->oo,

since a similar estimate of the sum over the remainder of Z 2 follows from
Theorem l(ii) and the fact that the cardinality of Z2\ U S, is O(fc'), as
k-^oo.

To prove (35) for y — 1 twice integrate by parts the integral defining
(/k)m, each time taking exp(/λ2σ2) to be the term integrated, and obtain

(36) | ( f )m\^v~2

2

where

(37) F(σ) = f(e'σ)exp(- iλ(σ )), for all σ.
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Choose δ > 0 so that (2), (4), (32) and (33) hold on the rectangle
V — (— δ, δ)2 and so that the convergence of the series in (33) is absolute
on V. Write Jπ, the integral in (36), as the sum of integrals over V and
CV:

(38) In = Iv + lev.

Since / is a polynomial it follows from (37) and (32) that all partial
derivatives of F are continuous and hence bounded on Π. From (37),
(32) and (1) one obtains for some γ in (0,1) that | F | ̂  γ on CV. Thus,

(39) J c v = o(yk), as fc-*oo.

From (37) and (2) it follows that F = exp(- ψ) on V so that the

integrand of equals

(40) \F\k\k2(D2φf-kD2

2ψ\

on V From (37), (32) and (4) one obtains that

(41) \F\ = \f\^εxp(-bφ)

on V. Since the convergence of the series in (33) is absolute on V, (33)
and (34) imply that

D'2ψ\<c\D'2φl / = 1,2,

on V. Using this inequality and (41) to estimate the expression in (40),
which is the integrand of /v, one obtains

exp(-bkφ)(k2(D2φ)2+kD2

2φ).

Using (34) to substitute for φ gives

(42) Iv^cΣ f kΎσ4aσι

2

0(ya)-2cxp(-bk(σ4+σι

2%
J V

where the sum is over all (γ, a) in Z2 such that γ belongs to the set {1, 2}
and 0 ̂  a ̂  γ.

Let S = {σ G V: \σ2\ < k~*δ} and write , given in (42), as

(43) ί = [ + [ .
Jv Js J v\s
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Taking supremums over S one obtains that

^ck'ί exp(-fcασ4).

Substituting k *u for σ2 in the last integral yields

(44) ί =O(k<), as fc-^oo.

Js

Estimate the integrand of I by applying the inequality
J v\s

(45) exp(- w)^Apw~p, w >0, p >0,

first with w = bkσ\ p = a and then with w = bkσ\°, p = γ - α to obtain

ί ^ ί σ2"
2exp(-fc6σ4)

J v\s J v\s

^fc' ί exp(-kbσ').
J v\s.

By substituting u for fe'cr2 in this last integral and applying Lemma l(ii)
one obtains that

J v\s

This and (42)-(44) imply that

which with (36), (38) and (39), yields a similar estimate of | (fk)m |, valid for
all m in Sj.

Since | vλ \ < 1 for each m in 5] it follows for each k that the set
{m,: (rab m2)£ S{} has at most two elements. So

Σ|( f ) m |S ic fc*

as k ->oo. This proves (35) for / = 1. The proof for / = 2 is similar.
Let

N, = {m G S3: l/(/ + 1) < p2 ^ 1/i}, ί = 1,2,
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From the fact that the cardinality of N, is less than or equal to
c/c*(log k)/i(i + 1), i = 1,2, and from Lemmas 2 and 6 it follows that

Σ I (f)-. I ^ c(log fc)(log(i + 1) + l)/i(ί + 1), i = 1,2, .

Since 53 C U/<logfcN,, this last inequality implies that

Σ | ( f ) m | ^ c l o g 2 f c Σ (log(i + l)+l)/i(i + l)
Si isilogk

= O(logfe), as k ->oo.

This proves (35) for / = 3.
To prove (35) for / = 4 it suffices to prove that

(46) \{fk ) m | ^ c f c W 2 ) - 2 for all m in S4

since the sum of (vxv2y
2 over the set {m G S 4 : |i/,|Sfc} is O(/c"2), as

fe —»oo? and over its complement in 54 is O(/c""log fc), as k -»oo. For the
last estimate one uses that 1 ̂  | ^ |; 1 ̂  p = | vxv2\ k~\ for all m in S4.

To prove (46) integrate by parts the integral defining (/k)m, twice
each with respect to σι and σ2, each time taking eιvσ to be the term
integrated and obtain

where F is defined by (37) and 2 is the differential operator
DID]. Since m belongs to S4, ^ Ί ^ ^ O .

Let / / = F exp(- φ) on Λ2. Then

(47) {fk)
ι = l

where

Jcv

J2= ί \3)Fk -Hk2exp(-kφ)\,
J V

/,= ί |(H*-l)Slexp(-fcφ)|,
J V
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Since F and its derivatives are continuous and since | F | = 1 on Π
with equality only at the point (0,0) there exists some δ in (0,1) such that

(48) sup / , = 0(5 ' ) , as
m

To estimate J2 notice that on V

- Hk exp(-kφ) =

where for l ^ / ^ 4 s y is a double power series in σx and σ2, absolutely
convergent on V, with no terms of degree less than 8/ — 3. Using (41)
and (34) to estimate F on V yields

Sj exp (— bkσ4) dσ.
7 = 1 JV

Substituting τk~m for σ yields

\J2\~ck1/8 exp ( - bτ4) dτ
J kι/HV

since Sj is continuous on V with terms of degree at least 8/ - 3. So by
Lemma l(ii),

(49) sup |/ 2 | = O(/cI/8logfc), as Jt->oo.
m

To estimate J3 let Wk be defined as in (10), with c = i and write

(50) J3=(ί +ί )\(Hk-l)3)exp(-kφ)\.
\J wk J v\wk /

By (14),

sup \Hk - 1 | = O((logk)-'), as fc^oo.

So

ί ^
JWt
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To estimate this last integral notice that

(51) 2)exp(-kφ) = Σ /c'Λ(σ)exp(-/cφ),

where p} is a polynomial in two variables, each term of which is of degree
at least 8/ - 4 . By replacing S e x p ( - kφ) in the last integral with the
equivalent expression given in (51) and then by substituting τk~m for σ
one obtains that

f < c (log k y1 k * ί exp ( - fcr4) dτ.
J Wk J k mΠ

Applying Lemma l(ii) then yields

(52) ί =O(fc*),
JWk

as

To estimate , as given in (50), note that
J v\wk

F exp(-φ) and hence that

^ 1 since H =

(53) ί
Jv\wk

v\wk

exp(-/cφ)|.

From (51) obtain that on V

2)exp(- kφ)\^ ak4exp(-kφ).

But Wk is defined by (10) with c = \ so

sup exp(- kφ)^ ak~5.
v\wk

From these last two inequalities and (51) conclude that

ί =O(fc-1), as fc->oo,
J v\wk

which with (52) and (50) implies that

sup J 3 = O(/c'), as
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From this estimate and (47)-(49) conclude that to prove (46) and
hence Theorem 2 it suffices to show that

(54)

For this write

(55) Λ =

sup Λ = O(k*\ as fc

Js JD I = I JE.

where S, D, Et, i = 1,2 are defined in the proof of Lemma 2.

Using the identity in (51) to substitute for S e x p ( - kφ) in I and

then substituting τk~m for σ obtain

(56) II k 1/HS

exp(-6τ 4).

Since the area of 5 equals 4p2 | vxv2\~\ which by 7(ii) is O{k~*), as k
we deduce from the last inequality that

(57) =O(k*), as k-+oo.

In the same way that inequality (56) was derived obtain

f
JD k 1 / 8 D

exp(-6τ 4).

Since exp(- bτ4) is integrable on (I,0 0)2 conclude that

= O(fc*), as fc->oo.

From this estimate, (57) and (55) conclude that to prove (54) and
hence Theorem 2 it suffices to show that

(58) sup
s

I χv -eιuσ3)exp(-kφ) = O{k*\ as
JE.US

for / = 1,2. The proof of (58) is given for / = 1, the proof for / = 2 being
similar.

Since χv - 3) exp(— kφ) is an even function of σx and of σ2 the
integral in (58) equals
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ΓP/\V2\ Γ 0 0

(59) 4 I χv cos(^1or1)cos(zΛ>σ-2)2>exp(- kφ)dσίdσ2.
Jo Jo

Using (34) to express φ in terms of σ and then calculating S e x p ( - kφ)
conclude that for some δ in (0,1)

ί \2exp(-kφ)\ = O(δkl as fc^oo,
Jcv

and that Q) exp( - kφ) can be expressed as a finite linear combination of
terms of the form

- kφ),

where JP, Q, L are nonnegative integers satisfying 10min(L, P) + 4Q -
2^0. Therefore, letting E(σ) = σ\0L+4°-2exp(- kφ),

Γnττl2\vx\

In(σ2)= cos(vισι)E(σ)dσu

Jo

for all positive integers n, and h(σ2) = \imn^xIn(σ2) conclude that to
prove (58) it suffices to show that

(60) supfcL + p + o
ΓP

Jo

as k —> α>, since the integral in (59), which equals the integral in (58), can
be written as a finite linear combination of integrals of the type given in
(60) plus a term that is O ( δ k ) , as k ->oo? where 0 < δ < 1.

To prove (60) first fix σ2 in (0, p/\ v2\), consider E to be a function of
the one variable σλ and estimate Ioo{σ2). E has at most one critical point
on (0, o°) since φ is as in (34) and since 10L + AQ — 2 i? 0. In any case
there exists a smallest nonnegative integer r such that the function E is
monotone decreasing on (0, ττ(4r + 1)/2| vx\).

Since E is monotone decreasing on (ττ(4r + 1)/2| *Λ|,°°) it follows
that Ix- I4r+ι and /„— I4r+3 are of opposite signs so that

(61) \L-I4r+ί\^\IAr+ι - /4 r + 3 | ^ πS/\ i/!I,

where

(62) 5 = sup IE I.
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If r < 3 , then |/ 4 r + 1 | ^ 9πS/2\ vx\.
If r ^ 3, then E is monotone increasing on (0, ττ(4r - 5)/21 IΊ |) so that

J4r_7 - /j and /4r_5 - h are of opposite signs. Thus,

| / 4 f _ 7 - / 1 | ^ | / 4 r _ 5 - / 4 r _ 7 + / 1 - / 3 | .

So, in the case r ^ 3,

I X4r + 1 I = I lAr + l ~ IAT-Ί I + IAΓ-5 ~ ^Ar-l | ^ " | -*3 ~~ *1 | " ^ | ^1 |

where S is defined by (62). These two estimates of | / 4 r + i | and the
inequality (61) imply that \IX\ ^ 15τrS/2| vx\. Thus, to prove (60) it
suffices to show that

(63) /c L + p + *

as fc —> 00.
For all m in S4, p ^ 1 which with (7) implies that

(64) s u p p/\ V χ v 2 \ = p ι k ^ k ~ \

To estimate the second supremum in (63) and thereby prove (63) in the
case L^P use (34) to express exp(-fcφ) in terms of σ and apply
inequality (45) first with

w = kσ\ p = (10P + 4 0 - 2)/4

and then with

w = fccri0, p = L-P

to obtain that the second supremum in (63) is less than or equal to
ck"~PI2. This fact with (64) proves (63) in the case L ^ P. By inter-
changing the roles of L and P in estimating the second supremum in (63)
one obtains a proof of (63) in the case P ^ L.

The author wishes to thank his doctoral advisor, Professor Bogdan
Baishanski, for his guidance and the referee for his helpful suggestions.
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