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#### Abstract

Let $L$ be a formally selfadjoint third order linear ordinary differential operator defined on $[r, \infty)$. Using a method of Fedorjuk, asymptotic formulas are found for the solutions of $L y=i \sigma y, \sigma \neq 0$. These formulas are used to determine the deficiency index of $L$ when $L$ has polynomial coefficients. As a consequence, the deficiency index is determined for values of the parameters involved for which it has not previously been determined.


1. Introduction. The general form of a third order formally selfadjoint linear ordinary differential operator $L$ can be written

$$
\begin{equation*}
L y=\left(i b_{2} y^{\prime \prime}\right)^{\prime}+\left[\left(2^{-1} i b_{2}^{\prime}+a_{1}\right) y^{\prime}\right]^{\prime}+i b_{1} y^{\prime}+\left(2^{-1} i b_{1}^{\prime}+a_{0}\right) y \tag{1}
\end{equation*}
$$

where $a_{0}, a_{1}, b_{1}, b_{2}$ are real functions of $x$ and $b_{2}(x) \neq 0$. (See $[4$, Ch. 1 , §1.5]. We have assumed sufficient differentiability on the coefficients so that the Dunford and Schwartz form can be written in the form (1).) Unsworth [12] considered the case that $b_{2}(x)=2, b_{1}(x)=2 a x^{\alpha}$, $a_{1}(x)=b x^{\beta}, a_{0}(x)=c x^{\gamma}, 1 \leqq x<\infty$. Using the asymptotic methods of Devinatz [3], Unsworth deduced the deficiency index of $L$ for various values of the parameters $a, b, c, \alpha, \beta, \gamma$. Pfeiffer [10] considered the case $b_{2}(x)=1, b_{1}(x)=a x^{\alpha}, a_{1}(x)=0, a_{0}(x)=c x^{\gamma}$. The purpose of the present article is to obtain by the method of Fedorjuk [6] asymptotic formulas for the solutions of $L y=i \sigma y, \sigma \neq 0$, and to apply these formulas to finding the deficiency index of $L$ for the case $b_{2}(x)=1, b_{1}(x)=a x^{\alpha}$, $a_{1}(x)=b x^{\beta}, a_{0}(x)=c x^{\gamma}$. Although Fedorjuk applied his method only to even order operators, it can be used for odd order operators as well. Shirikyan [11] applied the Fedorjuk method to a certain class of odd order operators. It turns out that the Fedorjuk method applied to the above case yields the deficiency index for values of the parameters different from Unsworth and Pfeiffer.

It is known that, except for a first order operator, a differential operator of order $n$ cannot have deficiency index $(n, p)$ or $(p, n)$, where $p<n$. (See Atkinson [1] or Kogan and Rofe-Beketov [7], [8].) Further, for an operator of order $n=2 \nu-1$ it is known that the deficiency numbers $n_{+}$and $n_{-}$satisfy the inequalities $\nu \leqq n_{+} \leqq 2 \nu-1, \nu-1 \leqq n_{-} \leqq$ $2 \nu-1$, or the same inequalities with $n_{+}$and $n_{-}$interchanged. (See

Everitt [5] or Kogan and Rofe-Beketov [8].) It follows that the deficiency indices $(2,1),(1,2),(2,2)$ and $(3,3)$, obtained in this paper and by Unsworth and Pfeiffer, are the only possible deficiency indices for a third order operator.
2. Asymptotic formulas for the solutions of $L \boldsymbol{y}=$ ioy. We shall make the following assumptions on the coefficients $a_{0}, a_{1}$, $b_{1}, b_{2}$ of $L$. The need for the various assumptions will be seen as we go along.

In all that follows in this article, it will be necessary in various places to require that $x$ is sufficiently large. We shall therefore assume once and for all that $x_{0}$ is chosen so large that if $x \geqq x_{0}$, then $x$ is sufficiently large in all places where this is needed. We shall also often omit the stipulation $x \geqq x_{0}$ when it is clear from the context that this is needed.

Assumption I. $\quad b_{1}(x), b_{2}(x) \in C^{3}[r, \infty) . \quad a_{0}(x), a_{1}(x) \in C^{2}[r, \infty)$. $b_{2}(x) \neq 0$ for $x \geqq r, b_{2}(x)=1+o(1)$ as $x \rightarrow+\infty$. $a_{0}(x) \neq 0$ for $x \geqq$ r. Either $a_{0}(x) \rightarrow+\infty$ and $a_{0}^{\prime}(x)>0$ for $x \geqq x_{0}$, or else $a_{0}(x) \rightarrow-\infty$ and $a_{0}^{\prime}(x)<0$ for $x \geqq x_{0}$.

Assumption II. $\quad \lim _{x \rightarrow \infty} a_{1} / a_{0}^{1 / 3}=d \neq 3 / 2^{2 / 3}, \quad b_{1} / a_{0}^{2 / 3}=o(1), \quad b_{1}^{\prime} / a_{0}=$ $o(1), b_{2}^{\prime} / a_{0}^{1 / 3}=o(1)$.

Assumption III. $\quad b_{2}^{\prime \prime} / a_{0}^{2 / 3}=o(1), \quad a_{1}^{\prime} / a_{0}^{2 / 3}=o(1), \quad b_{1}^{\prime \prime} / a_{0}^{4 / 3}=o(1)$, $a_{0}^{\prime} / a_{0}^{4 / 3}=o(1)$.

Assumption IV. $\quad b_{2}^{\prime}$ and $b_{1}^{\prime} / a_{0}^{2 / 3}$ are absolutely integrable on $[r, \infty)$.
Let
(2) $\quad f(\lambda, x)=-\lambda^{3}+\operatorname{im}(x) b_{2}^{-1}(x) \lambda^{2}-b_{1}(x) b_{2}^{-1}(x) \lambda+\operatorname{in}(x) b_{2}^{-1}(x)$,
where

$$
\begin{gather*}
m(x)=2^{-1} i b_{2}^{\prime}(x)+a_{1}(x),  \tag{3}\\
n(x)=2^{-1} i b_{1}^{\prime}(x)+a_{0}(x)-i \sigma .
\end{gather*}
$$

Here $\sigma$ is a real constant, $\sigma \neq 0$.
Let

$$
\begin{equation*}
\tau(x)=\left[a_{0}(x) b_{2}^{-1}(x)\right]^{1 / 3}\left[1+\left(b_{1}^{\prime}(x)-2 \sigma\right)\left(2 a_{0}(x)\right)^{-1} i\right]^{1 / 3} \tag{5}
\end{equation*}
$$

where if $z=\rho e^{1 \theta},-\pi<\theta \leqq \pi$, then we take $z^{1 / 3}=\rho^{1 / 3} e^{1 \theta / 3}$. Then,
$\tau^{3}=n b_{2}^{-1}$, and $\tau(x) \neq 0$ for $x \geqq r$.
Putting

$$
\begin{equation*}
\lambda=i \eta \tau(x), \tag{6}
\end{equation*}
$$

then

$$
\begin{equation*}
f(\lambda, x)=0 \tag{7}
\end{equation*}
$$

becomes

$$
\begin{equation*}
h(\eta, x)=0, \tag{8}
\end{equation*}
$$

where
(9) $\quad h(\eta, x)=\eta^{3}-m(x)\left[b_{2}(x) \tau(x)\right]^{-1} \eta^{2}-b_{1}(x)\left[b_{2}(x) \tau^{2}(x)\right]^{-1} \eta+1$.

An essential part of the Fedorjuk method is that we should have

$$
\begin{align*}
& \lim _{x \rightarrow \infty} m(x)\left[b_{2}(x) \tau(x)\right]^{-1}=d+i e_{1},  \tag{10}\\
& \lim _{x \rightarrow \infty} b_{1}(x)\left[b_{2}(x) \tau^{2}(x)\right]^{-1}=d_{2}+i e_{2},
\end{align*}
$$

where $d+i e_{1}$ and $d_{2}+i e_{2}$ are complex constants. Then, as $x \rightarrow \infty$, $h(\eta, x)$ approaches a polynomial $h_{0}(\eta)$ with constant coefficients. We also want $h_{0}(\eta)=0$ to have distinct roots. For reasons that will appear later we further want as $x \rightarrow \infty$ that $\left|a_{0}(x)\right| \rightarrow \infty$ and that

$$
\begin{equation*}
\tau(x)=a_{0}^{1 / 3}(x)[1+o(1)] . \tag{12}
\end{equation*}
$$

In I and II we have assumed $a_{0}(x) \rightarrow \pm \infty, b_{2}=1+o(1), b_{1}^{\prime} / a_{0}=o(1)$ in order that (12) and $\left|a_{0}(x)\right| \rightarrow \infty$ might be true. In order to explain the remaining assumptions in I and II, let us note that if (10) and (11) are to be true, we must have

$$
\begin{align*}
& \lim _{x \rightarrow \infty}\left(b_{2}^{\prime} / a_{0}^{1 / 3}\right)=2 e_{1},  \tag{13}\\
& \lim _{x \rightarrow \infty}\left(a_{1} / a_{0}^{1 / 3}\right)=d,  \tag{14}\\
& \lim _{x \rightarrow \infty}\left(b_{1} / a_{0}^{2 / 3}\right)=d_{2}, \tag{15}
\end{align*}
$$

and $e_{2}=0$. But then (13) and our assumptions that $\left|a_{0}\right| \rightarrow \infty$ and $b_{2}=1+o(1)$ imply that $e_{1}=0$. Further, (15) and the assumptions on $a_{0}$ in $I$ and the assumption that $b_{1}^{\prime} / a_{0}^{2 / 3}$ is absolutely integrable on $[r, \infty)$ in IV imply that $d_{2}=0$. Thus, we have explained the reasons for all the limit assumptions in I and II.

From Assumptions I and II we have that

$$
\begin{align*}
& m(x)\left[b_{2}(x) \tau(x)\right]^{-1}=d+f_{1}(x)  \tag{16}\\
& b_{1}(x)\left[b_{2}(x) \tau^{2}(x)\right]^{-1}=f_{2}(x) \tag{17}
\end{align*}
$$

where $f_{1}(x)=o(1), f_{2}(x)=o(1)$, and $f_{1}(x)$ and $f_{2}(x)$ are continuously differentiable on $[r, \infty)$. It follows that

$$
\begin{equation*}
h(\eta, x)=h_{0}(\eta)-\eta^{2} f_{1}(x)-\eta f_{2}(x) \tag{18}
\end{equation*}
$$

where

$$
\begin{equation*}
h_{0}(\eta)=\eta^{3}-d \eta^{2}+1 \tag{19}
\end{equation*}
$$

Since we have assumed in II that $d \neq 3 / 2^{2 / 3}, h_{0}(\eta)=0$ has three distinct nonzero roots. If $d<3 / 2^{2 / 3}$, then $h_{0}(\eta)=0$ has one real negative root and two complex conjugate nonreal roots. If $d>3 / 2^{2 / 3}$, then $h_{0}(\eta)=0$ has three distinct real roots, one of which is negative and the other two positive. We denote the roots by $\eta_{01}, \eta_{02}, \eta_{03}$, where $\eta_{01}<\eta_{02}<\eta_{03}$ in the case of three real roots, and $\eta_{01}$ is real and $\operatorname{Im} \eta_{02}>0, \operatorname{Im} \eta_{03}<0$ in the case of one real root. In the case of three real roots, $h^{\prime}\left(\eta_{01}\right)>0$, $h^{\prime}\left(\eta_{02}\right)<0, h^{\prime}\left(\eta_{03}\right)>0$. In the case of one real root, $h^{\prime}\left(\eta_{01}\right)>0$. In every case, $h^{\prime}\left(\eta_{0 k}\right) \neq 0, k=1,2,3$.

According to Bellman [2, p. 26], for $x \geqq x_{0}$, (8) has three distinct roots $\eta_{k}(x), k=1,2,3$ which are given by the formula

$$
\begin{equation*}
\eta_{k}(x)=(2 \pi i)^{-1} \int_{C_{k}} \eta h_{\eta}(\eta, x)[h(\eta, x)]^{-1} d \eta \tag{20}
\end{equation*}
$$

where $C_{k}$ is a small circle around $\eta_{0 k} . \quad \eta_{k}(x)$ is continuously differentiable, and

$$
\begin{equation*}
\eta_{k}(x)=\eta_{0 k}[1+o(1)] . \tag{21}
\end{equation*}
$$

We have that $h_{\eta}\left(\eta_{k}(x), x\right) \neq 0$, and that $\eta_{k}(x) \neq 0$, for $x \geqq x_{0}$. From (6) one sees that (7) has for $x \geqq x_{0}$, three distinct continuously differentiable nonzero roots $\lambda_{k}(x)$ given by

$$
\begin{equation*}
\lambda_{k}(x)=i \eta_{k}(x) \tau(x), \quad k=1,2,3 \tag{22}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda_{k}(x)=i a_{0}^{1 / 3}(x) \eta_{0 k}[1+o(1)] \tag{23}
\end{equation*}
$$

We have that $f_{\lambda}\left(\lambda_{k}(x), x\right) \neq 0$.
AsSUMPTION V. $\left(b_{2}^{\prime}\right)^{2} / a_{0}^{1 / 3},\left(b_{2}^{\prime \prime}\right)^{2} / a_{0},\left(a_{1}^{\prime}\right)^{2} / a_{0},\left(b_{1}^{\prime}\right)^{2} / a_{0}^{5 / 3},\left(b_{1}^{\prime \prime}\right)^{2} / a_{0}^{7 / 3}$, $\left(a_{0}^{\prime}\right)^{2} / a_{0}^{7 / 3}, b_{2}^{\prime \prime} / a_{0}^{1 / 3}, b_{2}^{\prime \prime \prime} / a_{0}^{2 / 3}, a_{1}^{\prime \prime} / a_{0}^{2 / 3}, b_{1}^{\prime \prime} / a_{0}, b_{1}^{\prime \prime \prime} / a_{0}^{4 / 3}, a_{0}^{\prime \prime} / a_{0}^{4 / 3}$ are all absolutely integrable on $[r, \infty)$.

Assumption VI. For each pair $j, k$, one of the following is true:
(a) $\operatorname{Re}\left(\lambda_{l}(x)-\lambda_{k}(x)\right) \geqq 0$ for $x \geqq x_{0}$;
(b) $\operatorname{Re}\left(\lambda_{j}(x)-\lambda_{k}(x)\right) \leqq 0$ for $x \geqq x_{0}$, and

$$
\int_{x_{0}}^{\infty} \operatorname{Re}\left(\lambda_{j}(x)-\lambda_{k}(x)\right) d x=-\infty
$$

(c) $\int_{x_{0}}^{\infty} \operatorname{Re}\left(\lambda,(x)-\lambda_{k}(x)\right) d x$ is convergent.

Using Assumptions I-VI, it is now possible to obtain asymptotic formulas for the solutions of the equation

$$
\begin{equation*}
L y=i \sigma y \tag{24}
\end{equation*}
$$

Let $w$ be the column vector with components $w_{1}=y, w_{2}=y^{\prime}, w_{3}=$ $i b_{2} y^{\prime \prime}+m y^{\prime}$. (24) is then equivalent to the system

$$
\begin{equation*}
w^{\prime}=A(x) w \tag{25}
\end{equation*}
$$

where

$$
A(x)=\left(\begin{array}{ccc}
0 & 1 & 0  \tag{26}\\
0 & i m b_{2}^{-1} & -i b_{2}^{-1} \\
-n & -i b_{1} & 0
\end{array}\right)
$$

The eigenvalues of $A(x)$ are the roots of (7), i.e., $\lambda_{k}(x), k=1,2,3$.
Let us now make the transformation

$$
\begin{equation*}
w=T_{0}\left(E+T_{2}\right) z \tag{27}
\end{equation*}
$$

where $z$ is a column vector with components $z_{1}, z_{2}, z_{3}$, and $T_{0}$ and $T_{2}$ are matrices to be determined, and $E$ is the identity matrix. Then, (25) becomes

$$
\begin{equation*}
z^{\prime}=\Lambda_{0} z+\left(\Lambda_{0} T_{2}-T_{2} \Lambda_{0}-T_{0}^{-1} T_{0}^{\prime}\right) z+B(x) z \tag{28}
\end{equation*}
$$

where

$$
\begin{align*}
B(x)= & \left(E+T_{2}\right)^{-1}\left[\left(T_{2}^{2} \Lambda_{0}+T_{2} T_{0}^{-1} T_{0}^{\prime}\right)\left(E+T_{2}\right)-T_{2}^{\prime}\right] \\
& -T_{2} \Lambda_{0} T_{2}-T_{0}^{-1} T_{0}^{\prime} T_{2}, \tag{29}
\end{align*}
$$

and

$$
\Lambda_{0}=T_{0}^{-1} A T_{0}
$$

We shall show that we can choose $T_{0}$ and $T_{2}$ such that for $x \geqq x_{0}, T_{0}^{-1}$ and $\left(E+T_{2}\right)^{-1}$ exist, and $T_{0}^{-1} A T_{0}$ and $\Lambda_{0} T_{2}-T_{2} \Lambda_{0}-T_{0}^{-1} T_{0}^{\prime}$ are diagonal. To that end, we choose $T_{0}$ to be a matrix whose columns are eigenvectors for $A$, namely,

$$
T_{0}=\left(\begin{array}{ccc}
1 & 1 & 1  \tag{30}\\
\lambda_{1} & \lambda_{2} & \cdot \lambda_{3} \\
{\left[i b_{2} \lambda_{1}+m\right] \lambda_{1}} & {\left[i b_{2} \lambda_{2}+m\right] \lambda_{2}} & {\left[i b_{2} \lambda_{3}+m\right] \lambda_{3}}
\end{array}\right)
$$

$$
T_{0}^{-1}=\left(\begin{array}{lll}
n / \lambda_{1} F_{\lambda}\left(\lambda_{1}, x\right) & -i \lambda_{1} b_{2} / F_{\lambda}\left(\lambda_{1}, x\right) & -1 / F_{\lambda}\left(\lambda_{1}, x\right)  \tag{31}\\
n / \lambda_{2} F_{\lambda}\left(\lambda_{2}, x\right) & -i \lambda_{2} b_{2} / F_{\lambda}\left(\lambda_{2}, x\right) & -1 / F_{\lambda}\left(\lambda_{2}, x\right) \\
n / \lambda_{3} F_{\lambda}\left(\lambda_{3}, x\right) & -i \lambda_{3} b_{2} / F_{\lambda}\left(\lambda_{3}, x\right) & -1 / F_{\lambda}\left(\lambda_{3}, x\right)
\end{array}\right),
$$

where

$$
\begin{equation*}
F(\lambda, x)=i b_{2} f(\lambda, x) \tag{32}
\end{equation*}
$$

Then, for $x \geqq x_{0}$,

$$
\begin{equation*}
T_{0}^{-1} A T_{0}=\Lambda_{0}=\operatorname{diagonal}\left[\lambda_{i}\right] \tag{33}
\end{equation*}
$$

We note that

$$
\begin{equation*}
\lim _{x \rightarrow \infty} a_{0}^{-2 / 3}(x) F_{\lambda}\left(\lambda_{l}(x), x\right)=i h_{0}^{\prime}\left(\eta_{0 j}\right)=\rho_{0 j} \exp \left[i \theta_{0_{j}}\right] \tag{34}
\end{equation*}
$$

where $-\pi<\theta_{0,} \leqq \pi, \rho_{0 j}>0$. Let

$$
\begin{equation*}
a_{0}^{-2 / 3}(x) F_{\lambda}\left(\lambda_{j}(x), x\right)=\rho_{j}(x) \exp \left[i \theta_{j}(x)\right] \tag{35}
\end{equation*}
$$

where $\rho_{j}(x)$ and $\theta_{j}(x)$ are chosen so that $\lim _{x \rightarrow \infty} \rho_{j}(x)=\rho_{01}$, and $\lim _{x \rightarrow \infty} \theta_{l}(x)=\theta_{0 j}$. We choose that branch of $\log$ such that for $x \geqq x_{0}$,
(36) $\quad \log F_{\lambda}\left(\lambda_{j}(x), x\right)=(2 / 3) \log \left|a_{0}(x)\right|+\log \rho_{j}(x)+i \theta_{j}(x)$.

Then, for $t, x \geqq x_{0}$,

$$
\begin{align*}
(d / d x) \log F_{\lambda} & \left(\lambda_{/}(x), x\right)  \tag{37}\\
& =\left[F_{\lambda \lambda}\left(\lambda_{j}(x), x\right) \lambda^{\prime}(x)+F_{\lambda x}\left(\lambda_{j}(x), x\right)\right]\left[F_{\lambda}\left(\lambda_{j}(x), x\right)\right]^{-1}
\end{align*}
$$

(38) $\int_{t}^{x}\left[(d / d s) \log F_{\lambda}(\lambda,(s), s)\right] d s=\log F_{\lambda}\left(\lambda_{l}(x), x\right)-\log F_{\lambda}\left(\lambda_{l}(t), t\right)$,
(39) $\exp \left[(1 / 2) \log F_{\lambda}(\lambda(x), x)\right]=[1+o(1)]\left|a_{0}^{1 / 3}(x)\right| \rho_{0 j}^{1 / 2} \exp \left(i \theta_{0 j} / 2\right)$.

Now we note that the elements $\left(T_{0}^{-1} T_{0}^{\prime}\right)_{k}$ of the matrix $T_{0}^{-1} T_{0}^{\prime}$ are given for $x \geqq x_{0}$, by

$$
\begin{align*}
\left(T_{0}^{-1} T_{0}^{\prime}\right)_{j i j}= & (1 / 2)\left[F_{\lambda \lambda}\left(\lambda_{l}(x), x\right) \lambda^{\prime}(x)+F_{\lambda x}\left(\lambda_{l}(x), x\right)\right. \\
& \left.+i b_{2}^{\prime}(x) \lambda_{j}^{2}(x)+i b_{1}^{\prime}(x)\right]\left[F_{\lambda}\left(\lambda_{i}(x), x\right)\right]^{-1}, \tag{40}
\end{align*}
$$

or,

$$
\begin{align*}
\left(T_{0}^{-1} T_{0}^{\prime}\right)_{i j}= & (1 / 2)(d / d x) \log F_{\lambda}\left(\lambda_{i}(x), x\right) \\
& +2^{-1} i\left[b_{2}^{\prime}(x) \lambda_{j}^{2}(x)+b_{1}^{\prime}(x)\right]\left[F_{\lambda}\left(\lambda_{j}(x), x\right)\right]^{-1} ; \tag{41}
\end{align*}
$$

and

$$
\begin{align*}
\left(T_{0}^{-1} T_{0}^{\prime}\right)_{j k}= & {\left[\lambda_{k}\left(i b_{2}^{\prime} \lambda_{k} \lambda_{1}+i b^{\prime}\right)+m^{\prime} \lambda_{k} \lambda_{l}+n^{\prime}\right] } \\
& \times\left[\left(\lambda_{k}-\lambda_{l}\right) F_{\lambda}\left(\lambda_{l}(x), x\right)\right]^{-1}, \quad k \neq j . \tag{42}
\end{align*}
$$

Let

$$
\begin{align*}
\lambda_{j}^{(1)} & =-\left(T_{0}^{-1} T_{0}^{\prime}\right)_{j},  \tag{43}\\
\Lambda_{1} & =\text { diagonal }\left[\lambda_{j}^{(1)}\right] . \tag{44}
\end{align*}
$$

 $T_{2}$ be defined by the equations

$$
\begin{align*}
& \left(T_{2}\right)_{j j}=0,  \tag{45}\\
& \left(T_{2}\right)_{j k}=-\left(T_{0}^{-1} T_{0}^{\prime}\right)_{j k}\left(\lambda_{k}-\lambda_{j}\right)^{-1}, \quad k \neq j . \tag{46}
\end{align*}
$$

$T_{2}$ has been defined so that $\Lambda_{0} T_{2}-T_{2} \Lambda_{0}-T_{0}^{-1} T_{0}^{\prime}$ is a diagonal matrix; indeed,

$$
\begin{equation*}
\Lambda_{0} T_{2}-T_{2} \Lambda_{0}-T_{0}^{-1} T_{0}^{\prime}=\Lambda_{1} . \tag{47}
\end{equation*}
$$

Thus, $T_{0}$ and $T_{2}$ in the transformation (27) have been chosen so that for $x \geqq x_{0}$, equation (28) is

$$
\begin{equation*}
z^{\prime}=\left(\Lambda_{0}+\Lambda_{1}\right) z+B z . \tag{48}
\end{equation*}
$$

We shall now show that for $x \geqq x_{0}, B(x)$ exists and is continuous, and $\|B(x)\|$ is integrable on $\left[x_{0}, \infty\right)$. To do this will require a series of lemmas whose proofs are mostly straightforward or else contained in Fedorjuk [6] and are therefore omitted. For $x \geqq x_{0}$, let

$$
\begin{equation*}
\lambda(x)=\max _{j}\left|\lambda_{j}(x)\right| \tag{49}
\end{equation*}
$$

Then,

$$
\lambda(x)=|\tau(x)| \max _{j}\left|\eta_{j}(x)\right|=\left|a_{0}^{1 / 3}(x)\right|[1+o(1)] \max _{j}\left|\eta_{j}\right|>0 .
$$

In the following, the capital letters $C$ and $D$ denote suitably chosen positive constants.

Lemma 1. $\quad D_{1}\left|a_{0}^{1 / 3}(x)\right| \leqq \lambda(x) \leqq D_{2}\left|a_{0}^{1 / 3}(x)\right|$.
Lemma 2. $\quad C_{1} \lambda(x) \leqq\left|\lambda_{j}(x)-\lambda_{k}(x)\right| \leqq C_{2} \lambda(x), j \neq k$.
Let

$$
\begin{align*}
& \alpha(x)=\max \left\{\left|b_{2}^{\prime}\right|,\left|m^{\prime}\right| / \lambda,\left|b_{1}^{\prime}\right| / \lambda^{2},\left|n^{\prime}\right| / \lambda^{3}\right\},  \tag{50}\\
& \beta(x)=\max \left\{\left|b_{2}^{\prime \prime}\right|,\left|m^{\prime \prime}\right| / \lambda(x),\left|b_{1}^{\prime \prime}\right| / \lambda^{2}(x),\left|n^{\prime \prime}\right| / \lambda^{3}(x)\right\},  \tag{51}\\
& \delta(x)=\max \left\{\left|b_{2}^{\prime}\right|,\left|m^{\prime}\right|| | a_{0}^{1 / 3}\left|,\left|b_{1}^{\prime}\right| /\left|a_{0}^{2 / 3}\right|,\left|n^{\prime}\right|\right|\left|a_{0}\right|\right\},  \tag{52}\\
& \gamma(x)=\max \left\{\left|b_{2}^{\prime \prime}\right|,\left|m^{\prime \prime}\right|| | a_{0}^{1 / 3}\left|,\left|b_{1}^{\prime \prime}\right| /\left|a_{0}^{2 / 3}\right|,\left|n^{\prime \prime}\right|\right|\left|a_{0}\right|\right\} . \tag{53}
\end{align*}
$$

Lemma 3. $\alpha(x) \leqq C \delta(x)$.
Lemma 4. $\beta(x) \leqq C \gamma(x)$.
Lemma 5. $\quad C_{1} \lambda^{2}(x) \leqq\left|F_{\lambda}\left(\lambda_{j}(x), x\right)\right| \leqq C_{2} \lambda^{2}(x)$.
Lemma 6. $\left|F_{x}\left(\lambda_{j}(x), x\right)\right| \leqq C \lambda^{3}(x) \alpha(x)$.
Lemma 7. $\left|\left[\lambda_{k}(x)-\lambda_{j}(x)\right] F_{\lambda}\left(\lambda_{j}(x), x\right)\right| \geqq C \lambda^{3}(x)$.
Lemma 8. $\left|\left[\lambda_{k}(x)-\lambda_{j}(x)\right]^{2} F_{\lambda}\left(\lambda_{j}(x), x\right)\right| \geqq C \lambda^{4}(x)$.
Lemma 9. $\left|F_{\lambda \lambda}\left(\lambda_{j}(x), x\right)\right| \leqq C \lambda(x)$.

Lemma $10 .\left|F_{\lambda x}\left(\lambda_{j}(x), x\right)\right| \leqq C \lambda^{2}(x) \alpha(x)$.
Lemma 11. $\left|\lambda_{j}^{\prime}(x)\right| \leqq C \alpha(x) \lambda(x)$.
If $A=\left(A_{j k}\right)_{j, k=1}^{n}$ is an $n \times n$ matrix, we define the norm $\|A\|$ by $\|A\|=n \max _{j, k}\left|A_{j k}\right|$.

Lemma 12. $\left\|\Lambda_{1}(x)\right\| \leqq C \alpha(x)$.
Lemma 13. $\left\|T_{0}^{-1}(x) T_{0}^{\prime}(x)\right\| \leqq C \alpha(x)$.
Lemma 14. $\left\|T_{2}(x)\right\| \leqq C \alpha(x) / \lambda(x)$.
Lemma 15. $\left\|T_{2}^{\prime}(x)\right\| \leqq C\left\{\alpha^{2}(x)+\beta(x)\right] / \lambda(x)$.
Lemma 16. $\left[E+T_{2}(x)\right]^{-1}$ exists and is continuous for $x \geqq x_{0}$, and $\left\|\left[E+T_{2}(x)\right]^{-1}\right\| \leqq C$.

Lemma 17. $B(x)$ exists and is continuous for $x \geqq x_{0}$, and $\|B(x)\| \leqq$ $C\left[\alpha^{2}(x)+\beta(x)\right] / \lambda(x)$.

We note that Lemmas 16 and 17 depend on the fact that $\lim _{x \rightarrow \infty} \alpha(x) / \lambda(x)=0$, which follows from Assumptions II and III.

Lemma 18. $\|B(x)\|$ is integrable on $\left[x_{0}, \infty\right)$.

We note that Lemma 18 follows from Lemma 17, and Assumption V.
It is now possible to show that (48) has three linearly independent solutions which satisfy certain specified boundary conditions at infinity. To that end, we observe that a fundamental matrix $Z_{0}\left(x_{0}, x\right)$ for the homogeneous equation

$$
\begin{equation*}
z^{\prime}=\left(\Lambda_{0}+\Lambda_{1}\right) z, \quad x \geqq x_{0} \tag{54}
\end{equation*}
$$

is given by

$$
\begin{equation*}
Z_{0}\left(x_{0}, x\right)=\operatorname{diagonal}\left[\exp \int_{x_{0}}^{x}\left(\lambda_{l}(t)+\lambda_{l}^{(1)}(t)\right) d t\right] \tag{55}
\end{equation*}
$$

Putting

$$
\begin{equation*}
Z(x)=U(x) Z_{0}\left(x_{0}, x\right) \tag{56}
\end{equation*}
$$

we find that $Z(x)$ is a matrix solution of (48) for $x \geqq x_{0}$ if $U(x)$ satisfies

$$
\begin{equation*}
U(x)=C+(K U)(x), \quad x \geqq x_{0} \tag{57}
\end{equation*}
$$

where $C$ is an arbitrary constant matrix, and $K$ is a linear operator on matrices $U(x)$ such that

$$
\begin{equation*}
(K U(x))_{j k}=\int_{x_{j k}}^{x}\left(Z_{0}(t, x) B(t) U(t) Z_{0}(x, t)\right)_{j k} d t \tag{58}
\end{equation*}
$$

$x_{j k}$ being an arbitrary number in the interval $\left[x_{0}, \infty\right]$.
Let $M$ be the Banach space of continuous matrices $V(x)$ on $\left[x_{0}, \infty\right)$, with $\|V\|_{M}=\sup _{x \geqq x_{0}}\|V(x)\|<\infty$. For reasons that will appear in Lemmas 19 and 20 below, if Assumption VI (a) or (c) holds, we take $x_{j k}=\infty$; if Assumption VI (b) holds, we take $x_{j k}=x_{0}$. Also, we take $C=E$.

Lemma 19. If $x_{0}$ is sufficiently large, then $K: M \rightarrow M$, and $\|K\|_{M} \leqq$ 1/2.

Proof. From (58) it follows that if $V \in M$ and if $x \geqq x_{0}$, then

$$
\begin{align*}
\left|((K V)(x))_{j k}\right| \leqq & \mid \int_{x_{, k}}^{x}\left[\exp \int_{t}^{x} \operatorname{Re}\left(\lambda_{j}(s)-\lambda_{k}(s)\right) d s\right] \\
& \times\left[\exp \int_{t}^{x} \operatorname{Re}\left(\lambda_{l}^{(1)}(s)-\lambda_{k}^{(1)}(s)\right) d s\right]\|B(t)\| d t \mid\|V\|_{M} . \tag{59}
\end{align*}
$$

By (41), (43) and (38),

$$
\begin{aligned}
\int_{t}^{x} & {\left[\lambda_{l}^{(1)}(s)-\lambda_{k}^{(1)}(s)\right] d s } \\
= & (1 / 2)\left[\log F_{\lambda}\left(\lambda_{j}(x), x\right)-\log F_{\lambda}(\lambda,(t), t)\right] \\
& -(1 / 2)\left[\log F_{\lambda}\left(\lambda_{k}(x), x\right)-\log F_{\lambda}\left(\lambda_{k}(t), t\right)\right] \\
& +(i / 2) \int_{t}^{x} b_{2}^{\prime}(s)\left\{\lambda_{j}^{2}(s)\left[F_{\lambda}\left(\lambda_{l}(s), s\right)\right]^{-1}-\lambda_{k}^{2}(s)\left[F_{\lambda}\left(\lambda_{k}(s), s\right)\right]^{-1}\right\} d s \\
& +(i / 2) \int_{t}^{x} b_{1}^{\prime}(s)\left\{\left[F_{\lambda}\left(\lambda_{j}(s), s\right)\right]^{-1}-\left[F_{\lambda}\left(\lambda_{k}(s), s\right)\right]^{-1}\right\} d s
\end{aligned}
$$

It now follows from (36), (49), Lemma 1, Lemma 5, and Assumption IV that $\left|\int_{t}^{x}\left(\lambda_{l}^{(1)}(s)-\lambda_{k}^{(1)}(s)\right) d s\right|$ is bounded for $t, x \geqq x_{0}$. Hence, if $V \in M$, then

$$
\left|((K V)(x))_{j k}\right|
$$

$$
\begin{equation*}
\leqq C\left|\int_{x_{j k}}^{x}\left[\exp \int_{t}^{x} \operatorname{Re}\left(\lambda_{j}(s)-\lambda_{k}(s)\right) d s\right]\|B(t)\| d t\right|\|V\|_{M}, \quad x \geqq x_{0} \tag{61}
\end{equation*}
$$

By our choice of $x_{j k}$, if Assumption VI (a) or (b) holds, $\exp \int_{t}^{x} \operatorname{Re}\left(\lambda_{j}(s)-\right.$ $\left.\lambda_{k}(s)\right) d s \leqq 1$. If Assumption VI (c) holds, then $\mid \int_{t}^{x} \operatorname{Re}\left(\lambda_{j}(s)-\right.$ $\left.\lambda_{k}(s)\right) d s \mid \leqq C_{1}$ for $t, x \geqq x_{0}$, and therefore $\exp \int_{t}^{x} \operatorname{Re}\left(\lambda_{j}(s)-\lambda_{k}(s)\right) d s \leqq$ $\exp C_{1}$. It follows from (61) that

$$
\begin{equation*}
\left|((K V)(x))_{j k}\right| \leqq C \int_{x_{0}}^{\infty}\|B(t)\| d t\|V\|_{M}, \quad x \geqq x_{0} \tag{62}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\|(K V)(x)\|=3 \max _{j, k}\left|((K V)(x))_{j k}\right| \leqq 3 C \int_{x_{0}}^{\infty}\|B(t)\| d t\|V\|_{M} \tag{63}
\end{equation*}
$$

If we now choose $x_{0}$ so large that $\int_{x_{0}}^{\infty}\|B(t)\| d t \leqq 1 / 6 C$, then $\|K\|_{M} \leqq$ $1 / 2$. This proves Lemma 19.

Lemma 20. If $x_{0}$ is sufficiently large, equation (57) has a unique solution $U(x) \in M$. It is true that $\|(K U)(x)\|=o(1)$ as $x \rightarrow \infty . \quad U(x)$ can be written in the form

$$
\begin{equation*}
U(x)=E+o(1), \quad x \geqq x_{0} . \tag{64}
\end{equation*}
$$

Proof. The existence and uniqueness of $U(x)$ follows from Lemma 18 and Banach's contraction mapping theorem or successive approximations. To prove that $\|(K U)(x)\|=o(1)$, we observe that if Assumption VI (a) or (c) holds (so that we take $x_{j k}=\infty$ ), then from (61), $\left|((K U)(x))_{j k}\right| \leqq C \int_{x}^{\infty}\|B(t)\| d t\|U\|_{M}=o(1)$. If Assumption VI (b) holds (so that we take $x_{j k}=x_{0}$ ), then from (61),

$$
\begin{aligned}
\left|((K U)(x))_{j k}\right| \leqq & C\left\{\int_{x_{0}}^{x_{1}}\left[\exp \int_{x_{1}}^{x} \operatorname{Re}\left(\lambda_{j}(s)-\lambda_{k}(s)\right) d s\right]\|B(t)\| d t\right. \\
& \left.+\int_{x_{1}}^{x}\|B(t)\| d t\right\}\|V\|_{M}
\end{aligned}
$$

where $x \geqq x_{1} \geqq x_{0}$. From this inequality it is seen that $\left|((K U)(x))_{j k}\right|=$
$o$ (1) also when Assumption VI (b) holds. (64) follows from (57) and the fact that $\|(K U)(x)\|=o(1)$. This completes the proof of Lemma 20.

Theorem 1. Under Assumptions I-VI, the equation Ly $=i \sigma y, x \geqq$ $r, \sigma \neq 0$, has three linearly independent solutions $y_{k}, k=1,2,3$, of the form

$$
\begin{equation*}
y_{k}=[1+o(1)] a_{0}^{-1 / 3}(x) \exp \int_{x_{0}}^{x} \lambda_{k}(t) d t, \quad x \geqq x_{0} \tag{65}
\end{equation*}
$$

where the $\lambda_{k}(t)$ are given by equation (22).
Proof. By (56) and (64), there is a solution matrix $Z(x)$ for (48) of the form

$$
\begin{equation*}
Z(x)=[E+o(1)] Z_{0}\left(x_{0}, x\right), \quad x \geqq x_{0} . \tag{66}
\end{equation*}
$$

If $x_{0}$ is sufficiently large, $\operatorname{det}[E+o(1)] \neq 0$ for $x \geqq x_{0}$ and therefore $Z(x)$ is a fundamental matrix for (48). By (66) and (27) a solution matrix for (25) is given by

$$
\begin{equation*}
W(x)=T_{0}(x)\left[E+T_{2}(x)\right][E+o(1)] Z_{0}\left(x_{0}, x\right), \quad x \geqq x_{0} \tag{67}
\end{equation*}
$$

Since $\left[E+T_{2}(x)\right]^{-1}$ exists by Lemma 16 and $T_{0}^{-1}(x)$ exists by (31), $W(x)$ is a fundamental matrix. By Lemma 14 and the fact that $\lim _{x \rightarrow \infty} \alpha(x) / \lambda(x)=0$, we see that

$$
\begin{equation*}
W(x)=T_{0}(x)[E+o(1)] Z_{0}\left(x_{0}, x\right), \quad x \geqq x_{0} . \tag{68}
\end{equation*}
$$

Let $y_{k}(x)=w_{1 k}(x), k=1,2,3$, where $w_{1 k}(x)$ is the element in the first row and $k$ th column of $W(x)$. Then, by the equivalence of (24) and (25), $y_{k}$ is a solution of (24), and by (68) and (30),

$$
\begin{equation*}
y_{k}=[1+o(1)] \exp \int_{x_{0}}^{x}\left[\lambda_{k}(t)+\lambda_{k}^{(1)}(t)\right] d t, \quad x \geqq a . \tag{69}
\end{equation*}
$$

From the equations $y_{k}=w_{k 1}, y^{\prime}=w_{k 2}, y_{k}^{\prime \prime}=-\left(i b_{2}\right)^{-1} m w_{k 2}+\left(i b_{2}\right)^{-1} w_{3}$, we see that $W\left(y_{1}, y_{2}, y_{3}\right)(x)=\operatorname{det} W(x) \neq 0, x \geqq x_{0}$, where $W\left(y_{1}, y_{2}, y_{3}\right)$ is the Wronskian of $y_{1}, y_{2}, y_{3}$. Hence, $y_{1}, y_{2}, y_{3}$ are linearly independent for $x \geqq x_{0}$. By (43), (41), (38), (39), (49), Lemma 5, Lemma 1 and Assumption IV we see that

$$
\begin{equation*}
\exp \int_{x_{0}}^{x} \lambda_{k}^{(1)}(t) d t=C_{k}\left|a_{0}^{-1 / 3}(x)\right|[1+o(1)], \quad x \geqq x_{0}, \quad C_{k} \neq 0 \tag{70}
\end{equation*}
$$

(65) now follows from (69), (70) and the fact that $\left|a_{0}\right| \rightarrow \infty$, so that $a_{0}(x)>0$ or $a_{0}(x)<0$ for $x \geqq x_{0}$. This finishes the proof of Theorem 1 .
3. Asymptotic formulas for the $\boldsymbol{\lambda}_{k}(\boldsymbol{x})$. In this section we take the coefficients of the operator $L$ of equation (1) to be the following on the interval $[1, \infty)$ :

$$
\begin{align*}
& b_{2}(x) \equiv 1  \tag{71}\\
& b_{1}(x)=a x^{\alpha}, \quad \alpha<2 \gamma / 3  \tag{72}\\
& a_{1}(x)=b x^{\gamma / 3},  \tag{73}\\
& a_{0}(x)=c x^{\gamma}, \quad \gamma>0, \quad c \neq 0 . \tag{74}
\end{align*}
$$

Lemma 21. If $b / c^{1 / 3} \neq 3 / 2^{2 / 3}$, then the coefficients of $L$ given by (71)-(74) satisfy Assumptions I-V with

$$
\begin{equation*}
d=b / c^{1 / 3} \tag{75}
\end{equation*}
$$

The proof is straightforward. We note that it is required in (74) that $\gamma>0$ and $c \neq 0$ in order that $a_{0}(x) \rightarrow+\infty$ or $a_{0}(x) \rightarrow-\infty$ (Assumption I). The exponent $\gamma / 3$ occurs in (73) in order that $\lim _{x \rightarrow \infty} a_{1} / a_{0}^{1 / 3}=d$ (Assumption II) with the possibility that $d \neq 0$. The inequality $\alpha<2 \gamma / 3$ is required in (72) in order that $b_{1} / a_{0}^{2 / 3}=o(1)$ (Assumption II).

Lemma 22. If $b / c^{1 / 3}<3 / 2^{2 / 3}$, the coefficients of $L$ given by (71)-(74) satisfy Assumptions I-VI.

Proof. Since $d=b / c^{1 / 3}<3 / 2^{2 / 3}, h_{0}(\eta)=0$ has one real negative root and two complex conjugate nonreal roots. Suppose $\eta_{02}=p+i q, \eta_{03}=$ $p-i q, q>0$. Then from (23) one sees that Assumption VI is satisfied; in fact, (a) or (b) is true for each pair $j, k$. This proves the lemma.

If $d>3 / 2^{2 / 3}$, then $h_{0}(\eta)=0$ has three real roots. In this case in order to check Assumption VI it is necessary to have asymptotic formulas for the $\lambda_{k}(x)$ which are more precise than (23). We obtain these by use of (20).

Lemma 23. Suppose the coefficients of $L$ are given by (71)-(74) and that $b / c^{1 / 3} \neq 3 / 2^{2 / 3}$. Then the roots $\lambda_{k}(x)$ of (7) are given by

$$
\begin{align*}
\lambda_{k}(x)= & i a_{0}^{1 / 3}\left\{\eta_{0 k}+\left[\eta_{0 k}-v_{11} d\right](6 c)^{-1}(i D)\right. \\
& +a c^{-2 / 3} v_{10} x^{-\nu}+\left[-\left(\eta_{0 k}-v_{11} d\right)+v_{22} d^{2}\right](6 c)^{-2}(i D)^{2} \\
& -a c^{-2 / 3}\left[v_{10}+v_{21} d\right](6 c)^{-1}(i D) x^{-\nu} \\
& +\left(a c^{-2 / 3}\right)^{2} v_{20} x^{-2 \nu} \\
& +\left[(5 / 3)\left(\eta_{0 k}-v_{11} d\right)-3 v_{22} d^{2}-v_{33} d^{3}\right](6 c)^{-3}(i D)^{3} \\
& +O\left(D^{2} x^{-\nu}\right)+O\left(D x^{-2 \nu}\right)+\left(a c^{-2 / 3}\right)^{3} v_{30} x^{-3 v}  \tag{76}\\
& +\sum_{j=4}^{n+2} \sum_{s=1}^{j} O\left(D^{s} x^{-(-s) \nu}\right)+O\left(D x^{-(n+2) \nu}\right) \\
& +\sum_{j=4}^{n} v_{j 0}\left(a c^{-2 / 3}\right)^{\prime} x^{-j \nu} \\
& +w_{n+1,0}(x)\left(a c^{-2 / 3}\right)^{n+1} x^{-(n+1) \nu} \\
& \left.+w_{n+2,0}(x)\left(a c^{-2 / 3}\right)^{n+2} x^{-(n+2) \nu}\right\}
\end{align*}
$$

where $n$ is an integer, $n \geqq 4$, the $v_{s s}$ are constants which depend on $\eta_{0 k}$ and are real when $\eta_{0 k}$ is real, $w_{n+1,0}(x)$ and $w_{n+2,0}(x)$ are complex functions which are bounded as $x \rightarrow \infty$,

$$
\begin{align*}
\nu & =2 \gamma / 3-\alpha>0,  \tag{77}\\
D & =a \alpha x^{-(\nu+1+\gamma / 3)}-2 \sigma x^{-\gamma} \\
& =o(1) \quad \text { as } \quad x \rightarrow \infty . \tag{78}
\end{align*}
$$

If $\eta_{0 k}$ is real,

$$
\begin{aligned}
\operatorname{Re} \lambda_{k}(x)= & a_{0}^{1 / 3}\left\{\left[v_{11} d-\eta_{0 k}\right](6 c)^{-1} D\right. \\
& +a c^{-2 / 3}\left[v_{10}+d v_{21}\right](6 c)^{-1} D x^{-\nu} \\
& -\left[(5 / 3)\left(v_{11} d-\eta_{0 k}\right)+d^{2}\left(3 v_{22}+d v_{33}\right)\right](6 c)^{-3} D^{3} \\
& +O\left(D^{2} x^{-\nu}\right)+O\left(D x^{-2 \nu}\right) \\
& +\sum_{j=4}^{n+2} \sum_{s=1}^{i} O\left(D^{s} x^{-(j-s) \nu}\right)+O\left(D x^{-(n+2) \nu}\right) \\
& \left.+O\left(x^{-(n+1) \nu}\right)+O\left(x^{-(n+2) \nu}\right)\right\}
\end{aligned}
$$

It is true that

$$
\begin{align*}
& v_{11}=\eta_{0 k}^{2}\left[h_{0}^{\prime}\left(\eta_{0 k}\right)\right]^{-1}  \tag{80}\\
& v_{11} d-\eta_{0 k}=3\left[h_{0}^{\prime}\left(\eta_{0 k}\right)\right]^{-1}  \tag{81}\\
& v_{10}=\eta_{0 k}\left[h_{0}^{\prime}\left(\eta_{0 k}\right)\right]^{-1} \tag{82}
\end{align*}
$$

(83) $v_{21}=\eta_{0 k}^{2}\left[3 h_{0}^{\prime}\left(\eta_{0 k}\right)-\eta_{0 k} h_{0}^{\prime \prime}\left(\eta_{0 k}\right)\right]\left[h_{0}^{\prime}\left(\eta_{0 k}\right)\right]^{-3}$,
(84) $v_{22}=2^{-1} \eta_{0 k}^{3}\left[4 h_{0}^{\prime}\left(\eta_{0 k}\right)-\eta_{0 k} h_{0}^{\prime \prime}\left(\eta_{0 k}\right)\right]\left[h_{0}^{\prime}\left(\eta_{0 k}\right)\right]^{-3}$,

$$
\begin{equation*}
v_{33}=2^{-1} \eta_{0 k}^{4}\left\{\left[3 h_{0}^{\prime}\left(\eta_{0 k}\right)-\eta_{0 k} h_{0}^{\prime \prime}\left(\eta_{0 k}\right)\right]^{2}+\left[h_{0}^{\prime}\left(\eta_{0 k}\right)\right]^{2}\right\}\left[h_{0}^{\prime}\left(\eta_{0 k}\right)\right]^{-2} . \tag{85}
\end{equation*}
$$

Proof. From (5) and (71)-(74) we see that

$$
\begin{align*}
& \tau(x)=a_{0}^{1 / 3}(x) t(x),  \tag{86}\\
& t(x)=\left[1+(2 c)^{-1}(i D)\right]^{1 / 3} . \tag{87}
\end{align*}
$$

As $x \rightarrow \infty$,
(88) $t(x)=1+(6 c)^{-1}(i D)-(6 c)^{-2}(i D)^{2}+(5 / 3)(6 c)^{-3}(i D)^{3}+O\left(D^{4}\right)$.

The functions $f_{1}(x)$ and $f_{2}(x)$ of (16)-(18) are given for $x \rightarrow \infty$ by

$$
\begin{align*}
& f_{1}(x)=d[ \left.-(6 c)^{-1}(i D)+2(6 c)^{-2}(i D)^{2}-(14 / 3)(6 c)^{-3}(i D)^{3}+O\left(D^{4}\right)\right],  \tag{89}\\
& f_{2}(x)=a c^{-2 / 3} x^{-\nu}\left[1-2(6 c)^{-1}(i D)\right. \\
&\left.+5(6 c)^{-2}(i D)^{2}-(40 / 3)(6 c)^{-3}(i D)^{3}+O\left(D^{4}\right)\right] .
\end{align*}
$$

Now, $h^{-1}=h_{0}^{-1}\left[1-\left(\eta / h_{0}\right)\left(\eta f_{1}+f_{2}\right)\right]^{-1}$. Let $n$ be a positive integer. For $\eta \in C_{k}$ and for $x \geqq x_{0}$,

$$
\begin{align*}
h^{-1}= & h_{0}^{-1}\left\{1+\sum_{j=1}^{n}\left(\eta / h_{0}\right)^{j}\left(\eta f_{1}+f_{2}\right)^{j}+\left(\eta / h_{0}\right)^{n+1}\left(\eta f_{1}+f_{2}\right)^{n+1}\right. \\
& \left.\times\left[1-\left(\eta / h_{0}\right)\left(\eta f_{1}+f_{2}\right)\right]^{-1}\right\} \\
= & h_{0}^{-1}+\sum_{j=1}^{n}\left(\sum_{s=0}^{j} a_{j s}(\eta) f_{1}^{s} f_{2}^{j-s}\right)  \tag{91}\\
& +\sum_{s=0}^{n+1} a_{n+1, s}(\eta) f_{1}^{s} f_{2}^{n+1-s}\left[1-\left(\eta / h_{0}\right)\left(\eta f_{1}+f_{2}\right)\right]^{-1} .
\end{align*}
$$

Hence,

$$
\begin{align*}
\eta h_{\eta} h^{-1}= & \eta h_{0}^{\prime} h_{0}^{-1}+\sum_{j=1}^{n+1} \sum_{s=0}^{i} b_{j s}(\eta) f_{1}^{s} f_{2}^{-s} \\
& +\left[\sum_{s=0}^{n+1} c_{n+1, s}(\eta, x) f_{1}^{s} f_{2}^{n+1-s}+\sum_{s=0}^{n+2} c_{n+2, s}(\eta, x) f_{1}^{s} f_{2}^{n+2-s}\right]  \tag{92}\\
& \times\left[1-\left(\eta / h_{0}\right)\left(\eta f_{1}+f_{2}\right)\right]^{-1} .
\end{align*}
$$

Substituting (92) into (20),

$$
\begin{align*}
\eta_{k}(x)=\eta_{0 k} & +\sum_{j=1}^{n+1} \sum_{s=0}^{j} v_{i s} f_{1}^{s} f_{2}^{i-s} \\
& +\sum_{s=0}^{n+1} w_{n+1, s}(x) f_{1}^{s} f_{2}^{n+1-s}  \tag{93}\\
& +\sum_{s=0}^{n+2} w_{n+2, s}(x) f_{1}^{s} f_{2}^{n+2-s},
\end{align*}
$$

where the $v_{j s}$ are constants which are real if $\eta_{0 k}$ is real, and the functions $w_{n+1, s}(x)$ and $w_{n+2, s}(x)$ are bounded as $x \rightarrow+\infty$. If we substitute (93) into (22), we obtain for $x \geqq x_{0}$,

$$
\begin{aligned}
\lambda_{k}(x)= & i a_{0}^{1 / 3}\left\{t \eta_{0 k}+\sum_{j=1}^{3} \sum_{s=0}^{j} v_{i s} t f_{j}^{s} f_{2}^{-s}\right. \\
& +\sum_{i=4}^{n+1}\left[v_{i 0} t f_{2}^{i}+\sum_{s=1}^{\dot{1}} v_{i s} t f_{1}^{s} f_{2}^{-s}\right] \\
& +w_{n+1,0} t f_{2}^{n+1}+\sum_{s=1}^{n+1} w_{n+1, s} t f_{1}^{s} f_{2}^{n+1-s} \\
& \left.+w_{n+2,0} t f_{2}^{n+2}+\sum_{s=1}^{n+2} w_{n+2, s} t f_{1}^{s} f_{2}^{n+2-s}\right\} .
\end{aligned}
$$

We now use (88), (89), (90) to calculate asymptotic expansions for each of the terms $t \eta_{0 k}, t f_{1}^{s} f_{2}^{i-s}$. We obtain

$$
\begin{aligned}
t \eta_{0 k}= & \eta_{0 k}+\eta_{0 k}(6 c)^{-1}(i D)-\eta_{0 k}(6 c)^{-2}(i D)^{2}+(5 / 3) \eta_{0 k}(6 c)^{-3}(i D)^{3} \\
& +O\left(D^{4}\right), \\
t f_{1}= & d\left[-(6 c)^{-1}(i D)+(6 c)^{-2}(i D)^{2}-(5 / 3)(6 c)^{-3}(i D)^{3}+O\left(D^{4}\right)\right], \\
t f_{2}= & a c^{-2 / 3} x^{-\nu}\left[1-(6 c)^{-1}(i D)+O\left(D^{2}\right)\right], \text { etc. }
\end{aligned}
$$

Substituting into (94), we obtain (76). (79) follows immediately from (76). From the way in which (93) was derived, we see that $v_{11}=$ $(2 \pi i)^{-1} \int_{C_{k}}\left[\eta^{3} h_{0}^{\prime}-2 \eta^{2} h_{0}\right] h_{0}^{-2} d \eta$. Hence,

$$
\begin{aligned}
v_{11} & =(2 \pi i)^{-1} \int_{C_{k}}\left[\eta^{2} h_{0}^{-1}-(d / d \eta)\left(\eta^{3} h_{0}^{-1}\right)\right] d \eta \\
& =(2 \pi i)^{-1} \int_{C_{k}} \eta^{2} h_{0}^{-1} d \eta=\eta_{0 k}\left[h_{0}^{\prime}\left(\eta_{0 k}\right)\right]^{-1} .
\end{aligned}
$$

This proves (80). (82)-(85) are proved similarly. (81) follows from (80) and the fact that $d=\left(\eta_{0 k}^{3}+1\right) \eta_{0 k}^{-2}$. This proves Lemma 23.

Let

$$
\begin{align*}
\mu & =\min \{\nu+1+\gamma / 3, \gamma\} \quad \text { if } \quad a \alpha \neq 0 \\
& =\gamma \quad \text { if } \quad a \alpha=0 . \tag{95}
\end{align*}
$$

Then, as $x \rightarrow \infty$,

$$
\begin{equation*}
D=O\left(x^{-\mu}\right) \tag{96}
\end{equation*}
$$

In the following we shall consider three cases. Case 1 is the case that $\nu=2 \mu$, which occurs if $\alpha=-4 \gamma / 3$. Case 2 is the case $\nu>2 \mu$, which occurs if $\alpha<-4 \gamma / 3$. Case 3 is the case $\nu<2 \mu$, which occurs if $-4 \gamma / 3<\alpha<2 \gamma / 3$.

Lemma 24. Suppose the coefficients of $L$ are given by (71)-(74) and that $b / c^{1 / 3} \neq 3 / 2^{2 / 3}$. If $\eta_{0 k}$ is real, $\operatorname{Re} \lambda_{k}(x)$ has the following asymptotic expansions:

Case 1. $\quad \nu=2 \mu$ (i.e., $\alpha=-4 \gamma / 3$ ). Then,

$$
\begin{align*}
\operatorname{Re} \lambda_{k}(x)= & a_{0}^{1 / 3}\left\{\left[h_{0}^{\prime}\left(\eta_{0 k}\right)\right]^{-1}(2 c)^{-1} D\right. \\
& +a c^{-2 / 3}\left[v_{10}+d v_{21}\right](6 c)^{-1} D x^{-2 \mu} \\
& -\left[5\left(h_{0}^{\prime}\left(\eta_{0 k}\right)\right)^{-1}+d^{2}\left(3 v_{22}+d v_{33}\right)\right](6 c)^{-3} D^{3}  \tag{97}\\
& \left.+O\left(x^{-4 \mu}\right)\right\} .
\end{align*}
$$

Case 2. $\quad \nu>2 \mu$ (i.e., $\alpha<-4 \gamma / 3$ ). Then,
$\operatorname{Re} \lambda_{k}(x)=a_{0}^{1 / 3}\left\{\left[h_{0}^{\prime}\left(\eta_{0 k}\right)\right]^{-1}(2 c)^{-1} D\right.$

$$
\begin{equation*}
\left.-\left[5\left(h_{0}^{\prime}\left(\eta_{0 k}\right)\right)^{-1}+d^{2}\left(3 v_{22}+d v_{33}\right)\right](6 c)^{-3} D^{3}+O\left(x^{-3 \mu-\epsilon}\right)\right\} \tag{98}
\end{equation*}
$$

where $\epsilon>0$.
Case 3. $\quad \nu<2 \mu$ (i.e., $-4 \gamma / 3<\alpha<2 \gamma / 3$ ). Then,

$$
\begin{align*}
\operatorname{Re} \lambda_{k}(x)= & a_{0}^{1 / 3}\left\{\left[h_{0}^{\prime}\left(\eta_{0 k}\right)\right]^{-1}(2 c)^{-1} D\right. \\
& +a c^{-2 / 3}\left[v_{10}+d v_{21}\right](6 c)^{-1} D x^{-\nu}  \tag{99}\\
& \left.+O\left(x^{-\mu-\nu-\epsilon}\right)\right\},
\end{align*}
$$

where $\epsilon>0$.

Proof. (97) and (98) follow directly from (79). If we choose $n$ so large that $n \nu>\mu$, then we also see that (99) follows from (79). This proves Lemma 24.

Lemma 25. If $b / c^{1 / 3}>3 / 2^{2 / 3}, b / c^{1 / 3} \neq 3 / 2^{1 / 3}$, and $\sigma \neq a \alpha / 2$, then the coefficients of $L$ given by (71)-(74) satisfy Assumptions I-VI.

Proof. Since $d=b / c^{1 / 3}>3 / 2^{2 / 3}, \quad h_{0}(\eta)=0$ has three real roots. Because $d \neq 3 / 2^{1 / 3}, h_{0}^{\prime}\left(\eta_{01}\right), h_{0}^{\prime}\left(\eta_{02}\right), h_{0}^{\prime}\left(\eta_{03}\right)$ are all distinct. From (78) and (95) we see that $D=C_{1} x^{-\mu}[1+o(1)]$, where $C_{1} \neq 0$ because $\sigma \neq a \alpha / 2$. By Lemma 24,

$$
\begin{align*}
\operatorname{Re}\left[\lambda_{j}(x)-\lambda_{k}(x)\right]= & C_{1}(2 c)^{-1} a_{0}^{1 / 3}\left\{\left[h_{0}^{\prime}\left(\eta_{0^{\prime}}\right)\right]^{-1}-\left[h_{0}^{\prime}\left(\eta_{0 k}\right)\right]^{-1}\right\} \\
& \times x^{-\mu}[1+o(1)] . \tag{100}
\end{align*}
$$

From (100) and (74) it follows that Assumption VI is satisfied. This proves Lemma 25.

Lemma 26. Suppose the coefficients of $L$ are given by (71)-(74) and that $b / c^{1 / 3}=3 / 2^{1 / 3}$. Then the roots of $h_{0}(\eta)=0$ are $\eta_{01}=2^{-1 / 3}\left(1-3^{1 / 2}\right)$, $\eta_{02}=2^{-1 / 3}, \eta_{03}=2^{-1 / 3}\left(1+3^{1 / 2}\right)$, and

$$
\begin{align*}
& h_{0}^{\prime}\left(\eta_{01}\right)=h_{0}^{\prime}\left(\eta_{03}\right) \neq h_{0}^{\prime}\left(\eta_{02}\right),  \tag{101}\\
& v_{10}\left(\eta_{01}\right)+d v_{21}\left(\eta_{01}\right)=3^{-1} 2^{-2 / 3}\left(-2+3^{1 / 2}\right),  \tag{102}\\
& v_{10}\left(\eta_{03}\right)+d v_{21}\left(\eta_{03}\right)=3^{-1} 2^{-2 / 3}\left(-2-3^{1 / 2}\right),  \tag{103}\\
& 3 v_{22}\left(\eta_{01}\right)+d v_{33}\left(\eta_{01}\right)=3^{-1} 2^{-2 / 3}\left[250-(143) 3^{1 / 2}\right],  \tag{104}\\
& 3 v_{22}\left(\eta_{03}\right)+d v_{33}\left(\eta_{03}\right)=3^{-1} 2^{-2 / 3}\left[250+(143) 3^{1 / 2}\right] . \tag{105}
\end{align*}
$$

The proof follows immediately from (80)-(85) and the fact that $h_{0}(\eta)=\eta^{3}-\left(3 / 2^{1 / 3}\right) \eta^{2}+1$.

Lemma 27. Suppose that $b / c^{1 / 3}=3 / 2^{1 / 3}, \alpha<-4 \gamma / 3$. Then, the coefficients of $L$ given by (71)-(74) satisfy Assumptions I-VI.

Proof. Since $\alpha<-4 \gamma / 3, \nu+1+\gamma / 3>\gamma$. By (95), $\mu=\gamma . \quad$ By (78), $D=-2 \sigma x^{-\gamma}(1+o(1))$. From (101) and (98) it follows that $\operatorname{Re}\left[\lambda_{2}(x)-\lambda_{1}(x)\right]$ and $\operatorname{Re}\left[\lambda_{2}(x)-\lambda_{3}(x)\right]$ satisfy (a), (b) or (c) of Assumption VI. From (98), (101), (104), (105),

$$
\operatorname{Re}\left[\lambda_{3}(x)-\lambda_{1}(x)\right]=C_{1} x^{-8 \gamma / 3}(1+o(1)),
$$

where $C_{1} \neq 0$. Thus, $\operatorname{Re}\left[\lambda_{3}(x)-\lambda_{1}(x)\right]$ also satisfies (a), (b) or (c) of Assumption VI. This proves Lemma 27.

Lemma 28. Suppose that $b / c^{1 / 3}=3 / 2^{1 / 3},-4 \gamma / 3<\alpha<2 \gamma / 3, \sigma \neq$ $a \alpha / 2, a \neq 0$. Then, the coefficients of $L$ given by (71)-(74) satisfy Assumptions I-VI.

Proof. It follows from (78) that $D=C_{1} x^{-\mu}(1+o(1))$, where $C_{1} \neq 0$ because $\sigma \neq a \alpha / 2$. By (101) and (99), $\operatorname{Re}\left[\lambda_{2}(x)-\lambda_{1}(x)\right]$ and $\operatorname{Re}\left[\lambda_{2}(x)-\right.$ $\lambda_{3}(x)$ ] satisfy (a), (b) or (c) of Assumption VI. From (99) and (101)-(103), $\operatorname{Re}\left[\lambda_{3}(x)-\lambda_{1}(x)\right]=C_{2} x^{-\mu-\nu+\gamma / 3}(1+o(1))$, where $C_{2} \neq 0$ because $a \neq 0$. Hence, $\operatorname{Re}\left[\lambda_{3}(x)-\lambda_{1}(x)\right]$ satisfies (a), (b) or (c) of Assumption VI. This proves Lemma 28.

Lemma 29. Suppose that $b / c^{1 / 3}=3 / 2^{1 / 3}, \quad \alpha=-4 \gamma / 3, \quad \sigma^{2} \neq$ $-2^{2 / 3} a c^{4 / 3} / 143$. Then, the coefficients of $L$ given by (71)-(74) satisfy Assumptions I-VI.

Proof. Since $\alpha=-4 \gamma / 3, \mu=\gamma$. Hence, $D=-2 \sigma x^{-\gamma}(1+o(1))$ by (78). From (101) and (97) it follows that $\operatorname{Re}\left[\lambda_{2}(x)-\lambda_{1}(x)\right]$ and $\operatorname{Re}\left[\lambda_{2}(x)-\lambda_{3}(x)\right]$ satisfy (a), (b) or (c) of Assumption VI. From (97) and (101)-(105), $\operatorname{Re}\left[\lambda_{3}(x)-\lambda_{1}(x)\right]=C_{1} x^{-8 \gamma / 3}(1+o(1))$, where $C_{1} \neq 0$ because $\sigma^{2} \neq-2^{2 / 3} a c^{4 / 3} / 143$. Hence, $\operatorname{Re}\left[\lambda_{3}(x)-\lambda_{1}(x)\right]$ satisfies (a), (b) or (c) of Assumption VI. This proves Lemma 29.

Lemma 30. Suppose the coefficients of $L$ are given by (71)-(74) and that $b / c^{1 / 3} \neq 3 / 2^{2 / 3}$. If $\eta_{0 k}$ is real, $\operatorname{Re} \lambda_{k}(x)$ has the following asymptotic expansions:

Case A. Suppose $a=0$. Then,

$$
\begin{equation*}
\operatorname{Re} \lambda_{k}(x)=-\sigma\left[h_{0}^{\prime}\left(\eta_{0 k}\right)\right]^{-1} c^{-2 / 3} x^{-2 \gamma / 3}(1+o(1)) \tag{106}
\end{equation*}
$$

Case B. Suppose $a \neq 0$.
(i) Suppose $1<2 \gamma / 3$.
(a) If $1<\alpha<2 \gamma / 3$, then

$$
\begin{equation*}
\operatorname{Re} \lambda_{k}(x)=a \alpha c^{-2 / 3}\left[2 h_{0}^{\prime}\left(\eta_{0 k}\right)\right]^{-1} x^{\alpha-1-2 \gamma / 3}(1+o(1)) \tag{107}
\end{equation*}
$$

(b) If $\alpha=1$ and $\sigma \neq a / 2$,

$$
\begin{equation*}
\operatorname{Re} \lambda_{k}(x)=(a-2 \sigma)\left[2 h_{0}^{\prime}\left(\eta_{0 k}\right)\right]^{-1} c^{-2 / 3} x^{-2 \gamma / 3}(1+o(1)) . \tag{108}
\end{equation*}
$$

(c) If $\alpha<1$, (106) is valid.
(ii) If $\alpha<2 \gamma / 3 \leqq 1$, (106) is valid.

The proof follows directly from Lemma 24 with calculation of $\mu$ and $D$ in the various cases.
4. The deficiency index of the operator $L$. In the following, $L_{2}$ will denote the space $L_{2}[1, \infty)$, i.e., the space of complexvalued functions on $[1, \infty)$ which have Lebesgue square integrable absolute values.

Lemma 31. Suppose the coefficients of $L$ are given by (71)-(74) and that $b / c^{1 / 3}<3 / 2^{2 / 3}$, so that $\eta_{0 k}=u_{k}+i v_{k}$, where $v_{2}>0$ and $v_{3}<0$. Then the function $f_{k}(x)=a_{0}^{-1 / 3}(x) \exp \int_{x_{0}}^{x} \lambda_{k}(t) d t, x \geqq x_{0}$, has the following properties:
(i) If $k=2$ and $c>0$ or if $k=3$ and $c<0$, then $f_{k} \in L_{2}$ for $\sigma>0$ and for $\sigma<0$.
(ii) If $k=2$ and $c<0$ or if $k=3$ and $c>0$, then $f_{k} \notin L_{2}$ for $\sigma>0$ and for $\sigma<0$.

Proof. We shall give an intuitive proof which can be made precise as in Naimark [9, §23]. We have by (23) that

$$
\begin{aligned}
\left|f_{k}(x)\right| & \approx|c|^{-1 / 3} x^{-\gamma / 3} \exp \left[-v_{k} c^{1 / 3} \int_{x 0}^{x} t^{\gamma / 3} d t\right] \\
& =|c|^{-1 / 3} x^{-\gamma / 3} \exp \left[-v_{k} c^{1 / 3}(\gamma / 3+1)^{-1}\left(x^{\gamma / 3+1}-x_{0}^{/ 3+1}\right)\right] \\
& \rightarrow+\infty \quad \text { if } \quad v_{k} c^{1 / 3}<0 .
\end{aligned}
$$

This proves (ii). Also,

$$
\begin{aligned}
\left|f_{k}(x)\right|^{2} & \approx|c|^{-2 / 3} x^{-2 \gamma / 3} \exp \left[-2 v_{k} c^{1 / 3} \int_{x_{0}}^{x} t^{\gamma / 3} d t\right] \\
& \leqq|c|^{-2 / 3} x^{\gamma / 3} \exp \left[-2 v_{k} c^{1 / 3} \int_{x_{0}}^{x} t^{\gamma / 3} d t\right] \\
& =\left(-2 v_{k} c\right)^{-1}(d / d x) \exp \left[-2 v_{k} c^{1 / 3} \int_{x_{0}}^{x} t^{\gamma / 3} d t\right] .
\end{aligned}
$$

This proves (i).
Lemma 32. Suppose the coefficients of $L$ are given by (71)-(74) and that $b / c^{1 / 3} \neq 3 / 2^{2 / 3}$. If $\eta_{0 k}$ is real, the function $f(x)=a_{0}^{-1 / 3}(x)$
$\exp \int_{x_{0}}^{x} \lambda_{k}(t) d t, x \geqq x_{0}$, has the following properties:
(I) If $2 \gamma / 3>1$ and $\sigma \neq a / 2$, then $f \in L_{2}$ for $\sigma>0$ and for $\sigma<0$.
(II) If $2 \gamma / 3 \leqq 1$, then $f \in L_{2}$ for $\sigma / h_{0}^{\prime}\left(\eta_{o k}\right)>0$, and $f \notin L_{2}$ for $\sigma / h_{o}^{\prime}\left(\eta_{o k}\right)<0$.

Proof. Case A. Suppose $a=0$. By (106),

$$
\begin{aligned}
|f(x)|^{2} & \approx c^{-2 / 3} x^{-2 \gamma / 3} \exp \left\{-2 \sigma c^{-2 / 3}\left[h_{0}^{\prime}\left(\eta_{0 k}\right)\right]^{-1} \int_{x_{0}}^{x} t^{-2 \gamma / 3} d t\right\} \\
& =(-2 \sigma)^{-1} h_{0}^{\prime}\left(\eta_{0 k}\right)(d / d x) \exp \left\{-2 \sigma c^{-2 / 3}\left[h_{0}^{\prime}\left(\eta_{0 k}\right)\right]^{-1} \int_{x_{0}}^{x} t^{-2 \gamma / 3} d t\right\} .
\end{aligned}
$$

From this last expression we see that (I) and (II) are true for Case A.
Case B. Suppose $a \neq 0$. If $1<\alpha<2 \gamma / 3$, then by (107),

$$
\begin{aligned}
|f(x)|^{2} & \approx c^{-2 / 3} x^{-2 \gamma / 3} \exp \left\{a \alpha c^{-2 / 3}\left[h_{0}^{\prime}\left(\eta_{0 k}\right)\right]^{-1} \int_{x_{0}}^{x} t^{\alpha-1-2 \gamma / 3} d t\right\} \\
& \leqq c^{-2 / 3} x^{\alpha-1-2 \gamma / 3} \exp \left\{a \alpha c^{-2 / 3}\left[h_{0}^{\prime}\left(\eta_{0 k}\right)\right]^{-1} \int_{x_{0}}^{x} t^{\alpha-1-2 \gamma / 3} d t\right\} \\
& =(a \alpha)^{-1} h_{0}^{\prime}\left(\eta_{0 k}\right)(d / d x) \exp \left\{a \alpha c^{-2 /[ }\left[h_{0}^{\prime}\left(\eta_{0 k}\right)\right]^{-1} \int_{x_{0}}^{x} t^{\alpha-1-2 \gamma / 3} d t\right\} .
\end{aligned}
$$

Since $\int_{x_{0}}^{x} t^{\alpha-1-2 \gamma / 3} d t$ converges, we see that (I) is true if $1<\alpha<2 \gamma / 3$. If $\alpha=1<2 \gamma / 3$ and $\sigma \neq a / 2$, then by (108),

$$
\begin{aligned}
&|f(x)|^{2} \approx c^{-2 / 3} x^{-2 \gamma / 3} \exp \left\{(a-2 \sigma) c^{-2 / 3}\left[h_{0}^{\prime}\left(\eta_{0 k}\right)\right]^{-1} \int_{x_{0}}^{x} t^{-2 \gamma / 3} d t\right\} \\
&=(a-2 \sigma)^{-1} h_{0}^{\prime}\left(\eta_{0 k}\right) \\
& \quad \times(d / d x) \exp \left\{(a-2 \sigma) c^{-2 / 3}\left[h_{0}^{\prime}\left(\eta_{0 k}\right)\right]^{-1} \int_{x_{0}}^{x} t^{-2 \gamma / 3} d t\right\} .
\end{aligned}
$$

Since $\int_{x_{0}}^{x} t^{-2 \gamma / 3} d t$ converges, we see that (I) is true for $\alpha=1<2 \gamma / 3$ and $\sigma \neq a / 2$. If $\alpha<1<2 \gamma / 3$ or if $\alpha<2 \gamma / 3 \leqq 1$, then by Lemma 30, (106) is valid and therefore (I) and (II) follow as in Case A. This proves Lemma 32.

Let $n_{+}$denote the dimension of the space of solutions of $L y=i \sigma y$, $x \geqq r$, which are in $L_{2}[r, \infty)$ for $\sigma>0$. It is known that $n_{+}$is independent of $\sigma$. Let $n_{-}$denote the same number for $\sigma<0$. We shall call $n_{+}$and
$n_{-}$the deficiency numbers of $L$, and we shall call the pair ( $n_{+}, n_{-}$) the deficiency index.

Theorem 2. Suppose that the coefficients of L are given by (71)-(74) and that $b / c^{1 / 3}<3 / 2^{2 / 3}$. If $2 \gamma / 3>1, n_{+}=n_{-}=2$. If $2 \gamma / 3 \leqq 1, n_{+}=2$, $n_{-}=1$.

Proof. By Lemma 22, the coefficients of $L$ satisfy Assumptions I-VI. By Theorem $1, L y=i \sigma y, x \geqq 1, \sigma \neq 0$, has three linearly independent solutions $y_{k}$ given by (65). By Lemma 31, for $c>0, y_{2} \in L_{2}$ and $y_{3} \notin L_{2}$ for $\sigma>0$ and for $\sigma<0$; for $c<0, y_{2} \notin L_{2}$ and $y_{3} \in L_{2}$ for $\sigma>0$ and for $\sigma<0$. By Lemma 32, if $2 \gamma / 3>1, y_{1} \in L_{2}$ for $\sigma>0$ and for $\sigma<0, \sigma \neq a / 2$; if $2 \gamma / 3 \leqq 1, y_{1} \in L_{2}$ for $\sigma>0$, and $y_{2} \notin L_{2}$ for $\sigma<0$, because $h_{0}^{\prime}\left(\eta_{01}\right)>0$. It follows that if $2 \gamma / 3>1$, then $n_{+}=n_{-}=2$, and if $2 \gamma / 3 \leqq 1$, then $n_{+}=2$. It also follows that if $2 \gamma / 3 \leqq 1$, then $n_{-}=1$, provided we can show that for $c>0$ and $\sigma<0$ no nontrivial linear combination of $y_{1}$ and $y_{3}$ is in $L_{2}$, and for $c<0$ and $\sigma<0$ no nontrivial linear combination of $y_{1}$ and $y_{2}$ is in $L_{2}$. We deal with the case $c>0$, $\sigma<0$; the case $c<0$ and $\sigma<0$ is similar. It is sufficient to show that $y_{1}+B y_{3} \notin L_{2}$ if $B \neq 0$. By Theorem 1, (23), and Lemma 30,

$$
\begin{aligned}
\left|y_{1}\right| y_{3} \mid & =[1+o(1)] \exp \int_{x_{0}}^{x}\left[\operatorname{Re} \lambda_{1}(t)-\operatorname{Re} \lambda_{3}(t)\right] d t \\
& =[1+o(1)] \exp c^{1 / 3} v_{3} \int_{x_{0}}^{x} t^{\gamma / 3}[1+o(1)] d t \rightarrow 0 \quad \text { as } \quad x \rightarrow+\infty .
\end{aligned}
$$

Hence, for $x \geqq x_{1},\left|y_{1} / y_{3}+B\right|^{2} \geqq K$, where $K$ is a constant. Thus

$$
\int_{x_{1}}^{\infty}\left|y_{1}+B y_{3}\right|^{2} d x=\int_{x_{1}}^{\infty}\left|y_{3}\right|^{2}\left|y_{1} / y_{3}+B\right|^{2} d x \geqq K \int_{x_{1}}^{\infty}\left|y_{3}\right|^{2} d x .
$$

It follows that $y_{1}+B y_{3} \notin L_{2}$. This completes the proof of Theorem 2 .
Theorem 3. Suppose that the coefficients of $L$ are given by (71)-(74) and that $b / c^{1 / 3}>3 / 2^{2 / 3}$.

Case A. Suppose $b / c^{1 / 3} \neq 3 / 2^{1 / 3}$. If $2 \gamma / 3>1, n_{+}=n_{-}=3$. If $2 \gamma / 3 \leqq 1, n_{+}=2, n_{-}=1$.

Case B. Suppose $b / c^{1 / 3}=3 / 2^{1 / 3}$ and $\alpha \leqq-4 \gamma / 3$. If $2 \gamma / 3>1, n_{+}=$ $n_{-}=3$. If $2 \gamma / 3 \leqq 1 / 4, n_{+}=2, n_{-}=1$.

Case C. Suppose $b / c^{1 / 3}=3 / 2^{1 / 3}, \quad-4 \gamma / 3<\alpha<2 \gamma / 3, a \neq 0$. If $2 \gamma / 3>1, n_{+}=n_{-}=3$. If $4 \gamma / 3-1 \leqq \alpha<2 \gamma / 3<1$, then $n_{+}=2, n_{-}=1$.

Proof. By Lemmas 25-29, the coefficients of $L$ satisfy Assumptions I-VI in all three cases, provided $\sigma \neq a \alpha / 2$ and $\sigma^{2} \neq-2^{2 / 3} a c^{4 / 3} / 143$. Hence, if we avoid these values of $\sigma, L y=i \sigma y, x \geqq 1, \sigma \neq 0$, has three linearly independent solutions $y_{k}$ given by (65). By Lemma 32 we have the following: (I) If $2 \gamma / 3>1$ and $\sigma \neq a / 2$, then $y_{1}, y_{2}, y_{3} \in L_{2}$ for $\sigma>0$ and for $\sigma<0$; (II) if $2 \gamma / 3 \leqq 1$, then for $\sigma>0, y_{1}, y_{3} \in L_{2}$ and $y_{2} \notin L_{2}$, while for $\sigma<0, y_{2} \in L_{2}$ and $y_{1}, y_{3} \notin L_{2}$. By (I) we see that if $2 \gamma / 3>1$, then $n_{+}=n_{-}=3$ in all three cases. If $2 \gamma / 3 \leqq 1$, then $n_{+}=2$ and $n_{-}=1$, provided we can show that no non-trivial linear combination of $y_{1}$ and $y_{3}$ is in $L_{2}$. Using (106), this can be proved for Case $A$ as in the proof of Theorem 2. In Cases B and C it is necessary to use (97)-(99). The assumptions in Cases B and C enable one to do this as in the proof of Theorem 2. This completes the proof of Theorem 3.

Theorem 4. Suppose that the coefficients of L are given by (71-74) (without the requirements that $\alpha<2 \gamma / 3, \gamma>0$ ). Then the deficiency index of $L$ is as follows for the indicated values of the parameters $\gamma, \alpha$ :
I. $\gamma>3 / 2, \alpha<2 \gamma / 3:(2,2)$ if $b / c^{1 / 3}<3 / 2^{2 / 3} ;(3,3)$ if $b / c^{1 / 3}>3 / 2^{2 / 3}$, $b / c^{1 / 3} \neq 3 / 2^{1 / 3}$.
II. $0<\gamma \leqq 3 / 2, \alpha<2 \gamma / 3:(2,1)$ if $b / c^{1 / 3} \neq 3 / 2^{2 / 3}$ and $b / c^{1 / 3} \neq 3 / 2^{1 / 3}$.
III. $\gamma \leqq 0, \alpha \leqq 0:(2,1)$.
IV. $0<\alpha \leqq 1, \alpha>2 \gamma / 3:(2,1)$.
V. $1<\alpha, \alpha>2 \gamma / 3:(3,3)$ if $a>0 ;(2,2)$ if $a<0$.

Proof. The statements for regions I and II follow from Theorems 2 and 3. III follows from the fact that $n_{+}+n_{-}=3$ by Dunford and Schwartz [4, XIII. 10. E.II(5)] and from the fact that $2 \leqq n_{+}$and $1 \leqq n_{-}$by Everitt [5] or Kogan and Rofe-Beketov [8]. IV and V follow from Unsworth [12]. This proves Theorem 4.

Remark 1. Note that $\alpha=2 \gamma / 3, \gamma>0$, is the only portion of the $(\gamma, \alpha)$-plane not included in Theorem 4.

Remark 2. The results of $\S 7$ of Pfeiffer [5] are included in Theorem 4 except for the case $c=0$.
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