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#### Abstract

The purpose of this article is to present necessary and sufficient conditions of an algebraic character for the existence of a countably additive measure defined on a $\sigma$-field of sets vanishing exactly on a given subset of the field, and invariant under a group of transformations.


0. Introduction. Most measures of interest defined on fields of sets are required to be invariant under certain groups of transformations. For any field $F$ of subsets of a set $X$, a group of transformations $G$ of $F$ is a set of one-one functions closed under composition and inverse, that contains the identity function restricted to $X$, and such that any function in $G$ transforms elements of $F$ into elements of $F$. A measure on $F$ is invariant under $G$ if any two elements $A, B \in F$, such that $A$ is the image of $B$ under a function in $G$, have the same measure.

The problem of finding algebraic conditions for the existence of such measures has been discussed in several places; in particular, in Tarski's book [14], p. 231, where necessary and sufficient conditions are given for the existence of a finitely additive measure invariant under a group of transformations. To my knowledge, no general solution of this type has been published, before this paper, for countably additive measures.

Partial solutions to this problem were obtained in [11, 2]. In this second paper a conjecture was formulated which was proved false in [3].

The proof presented here uses extensively the theory of Cardinal Algebras developed in [14]. I shall quote theorems and definitions from this book by their number followed by a T. I also use a representation theorem for certain types of Cardinal Algebras obtained in [6].

A related problem is the existence of a countably additive measure on a Boolean $\sigma$-algebra when no group of transformations is involved (for the theory of Boolean algebras see [13]). The interesting problem, in this case, is to find a strictly positive measure (i.e. a measure that vanishes only on the zero of the algebra). Necessary and sufficient conditions were found in [11], and better conditions in [10]. I shall use these latter requirements for the existence of invariant measures.

The conditions obtained for the existence of an invariant $\sigma$-measure are a combination of Kelley's requirements and the countably additive version of the main condition of Tarski for the existence of a finitely additive invariant measure: the nonexistence of paradoxical decomposi-
tions of the unit set. The main theorem proved (Theorem 5.1) includes as particular cases results obtained by [7] for a group generated by one transformation, and by [9] for a continuous group.

Given a $\sigma$-field $\mathfrak{F}$ of sets and a group of transformations of $\mathfrak{F}$, it can be deduced from the main result in this paper mentioned above (5.1), that an invariant $\sigma$-measure exists iff an ideal in $\mathfrak{F}$ of a certain type exists. This falls short of determining algebraic necessary and sufficient conditions for the existence of an invariant $\sigma$-measure (with no predetermined ideal of null-sets). However, this shortcoming is shared by the solutions available for the existence of a $\sigma$-measure on a $\sigma$-field of sets when no group of transformations is involved: From Kelley's conditions it can also be deduced that a $\sigma$-measure on $\mathfrak{F}$ exists iff an ideal in $\mathfrak{F}$ of a certain type exists.

On the other hand, if we are given the ideal on which the measure vanishes, both Kelley's theorem and mine give algebraic necessary and sufficient conditions for its existence.

In the first section the general setting of fields of sets and groups of transformations is discussed. The second section contains some lemmas about ideals and congruence relations in Boolean Algebras and Cardinal Algebras. Section three studies the countable chain condiction. The next section gives the main theorems on invariant measures on Boolean Algebras. Finally, the fifth section applies these theorems to fields of sets.

The measure-theoretic results obtained in this paper were announced without proof in [4], where they were applied to obtain probability measures.

1. Groups of transformations on fields of sets. Throughout this paper we employ the usual set-theoretical terminology. We identify an ordinal number with the set of preceding ordinals, and a cardinal number with the corresponding initial ordinal. In particular $\omega$, the set of natural number is the first infinite ordinal and cardinal; $\omega_{1}$ is the first uncountable ordinal and the next cardinal after $\omega$. For functions $f, g$, we use $\operatorname{Dof}, f^{-1}, f \circ g$, and $f * A$ respectively for the domain of $f$, the inverse of $f$, the composition of $f$ and $g$, and the image of $A$ under $f .{ }^{A} B$ denotes the set of functions from $A$ into $B$. In particular, ${ }^{\omega} A$ is the set of all denumerably infinite sequences with terms in $A$; for $n \in \omega,{ }^{n} A$ is the set of all $n$-termed sequences; ${ }^{\oplus} A$ denotes the set of all finite sequences with terms in $A$. For arbitrary relations $R$, we also use $R * A$ for the image of $A$ under $R$.

We shall also study measures on Boolean algebras. By a measure on a Boolean $\sigma$-algebra $($ a $\sigma-B A) \mathfrak{B}=\langle B, V, \Lambda,-, 0,1\rangle$, we understand a countably additive, nonnegative real function on $B$ that assumes the value one at the unit of the algebra.

If $x \in{ }^{\omega} B$, we write $V\left\{x_{i}: i \in \omega\right\}$ and $\Lambda\left\{x_{1}: i \in \omega\right\}$ for the least upper bound (l.u.b.) and greatest lower bound (g.l.b.) of the sequence $x$. A $\sigma$-field of subsets of a set $X, \mathfrak{F}=\langle F, \cup, \cap,-, \varnothing, X\rangle$, is a particular kind of $\sigma-B A$ in which the universe $F$ consists of subsets of $X$, and the operations are set-theoretic union, intersection, and complement with respect to $X$. L.u.b.'s and g.l.b.'s of denumerable sequences coincide with countable unions and intersections. A group (or more properly, a quasi-group) of transformations of the $\sigma$-field of sets $F$ is a set $G$ of one-one functions such that:
(i) If $A, B \in F, f \in G, \quad A \subseteq \operatorname{Dof}, \quad B \subseteq \operatorname{Do} f^{-1}$, then $f * A$, $f^{-1} * B \in F$.
(ii) The identity function restricted to $X$ belongs to $G$.
(iii) If $f, g \in G$, then $f^{-1}$ and $f \circ g \in G$.

Notice that functions in $G$ are not supposed to have a common domain (see [14], p. 221).

A measure $\mu$ on $\mathfrak{F}$ is said to be invariant under $G$, or $G$-invariant, if for any $A, B \in F$ such that there is an $f \in G$ with $A \subseteq \operatorname{Do} f$ and $B=f * A$, we have $\mu(A)=\mu(B)$. Our problem, then, is to find necessary and sufficient conditions on $\mathfrak{F}$ and $G$ for the existence of such measures. It is more convenient to work with equivalence relations on $B A$ 's thus, we define the equivalence relation $\sim_{G}$ on $F$ :
$A \sim{ }_{G} B$ iff there is an $f \in G$ such that $A \subseteq \operatorname{Dof}$ and $B=f * A . \quad$ It is clear that $\mu$ is $G$-invariant iff:

For any $A, B \in F, A \sim{ }_{G} B$ implies $\mu(A)=\mu(B)$.
In general, for any equivalence relation $R$ on a $B A \mathfrak{B}$ and measure $\mu$ on $\mathfrak{B}$, we say that $\mu$ is $R$-invariant if for any $a, b \in B$, we have

$$
a R b \quad \text { implies } \quad \mu(a)=\mu(b) .
$$

If a measure $\mu$ on $F$ is $G$-invariant, then it also has to be $\simeq_{G}$-invariant for the equivalence relation on $F, \simeq_{G}$, defined by: $A \simeq_{G} B$ iff there are sequences of disjoint elements $Y, Z \in{ }^{\omega} F$, such that $A=$ $\cup\left\{Y_{i}: i \in \omega\right\}, B=\cup\left\{Z_{i}: i \in \omega\right\}$, and $Y_{i} \sim{ }_{G} Z_{i}$ for every $i<\omega$.

It is easy to see, that if $\mu$ is $G$-invariant, then for any $A, B \in F$ we have,

$$
A \underset{G}{\widetilde{G}} B \quad \text { implies } \quad \mu(A)=\mu(B)
$$

It is convenient to introduce the disjunctive $B A \dot{B}$ associated with a $\sigma-B A \mathfrak{B}$. Disjunctive $B A$ 's were introduced in Def. 15.14T. For any $\sigma-B A \mathfrak{B}$, the disjunctive $B A$ associated with $\mathfrak{B}$ is the partial algebra $\mathfrak{B}=\langle B,+, \Sigma\rangle$ where + is a binary partial operation and $\Sigma$ a countable partial operation defined by:
(a) For any $a, b, c \in B, a+b=c$ iff $a \vee b=c$ and $a \wedge b=0$.
(b) For any $x \in{ }^{\omega} B$ and $c \in B, \Sigma_{i<\omega} x_{i}=c$ iff $\vee\left\{x_{i}: i \in \omega\right\}=c$ and $x_{i} \wedge x_{j}=0$ for $i<j<\omega$.

This disjunctive $B A \dot{B}$ is a generalized cardinal algebra (GCA) by 15.24T. We shall use GCA's and cardinal algebras (CA) throughout this paper. The terminology will be taken from [14] with a few exceptions that will be noted in the appropriate places.

A congruence relation $R$ on a GCA $\mathfrak{A}=\langle A,+, \Sigma\rangle$ is an equivalence relation that satisfies:
(i) if $a, b, c, d, a+b, c+d \in A ; a R c$, and $b R d$, then $a+b R c+d$;
(ii) if $x, y \in{ }^{\omega} A, \Sigma_{i<\omega} x_{i}, \Sigma_{i<\omega} y_{i} \in B$, and $x_{i} R y_{i}$ for every $i<\omega$ then $\sum_{i<\omega} x_{i} R \quad \sum_{i<\omega} y_{i}$.

Congruence relations are called in [14], infinitely additive equivalence relations (see 6.4T).

A refining relation $R$ on a GCA $\mathfrak{A}$ is a relation on $A$ such that:

$$
\begin{aligned}
& \text { if } a, x_{0}, x_{1}, b \in A, a=x_{0}+x_{1} \text {, and } a R b \text {, then there } \\
& \text { are } y_{0}, y_{1} \in A \text { such that } b=y_{0}+y_{1}, x_{0} R y_{0} \text {, and } \\
& x_{1} R y_{1} \text {. }
\end{aligned}
$$

Refining relations are called finitely refining in [14] (see 6.7T).
By $16.6 \mathrm{~T}, \simeq_{G}$ is a refining congruence relation on the GCA (disjunctive $B A$ ) $\mathfrak{\mathfrak { F }}$.

The main purpose of this paper is to give necessary and sufficient conditions for the existence of $G$-invariant measures on $\mathfrak{F}$. However, it is more convenient to work in a more general setting and find measures $\mu$ on a $\sigma-B A, \mathfrak{B}$ that are $R$-invariant for $R$ a refining congruence relation on $\mathfrak{B}$. I shall deal with this problem in the following sections, returning to $\mathfrak{F}$ in the last section.
2. Ideals and congruence relations. In this section I shall prove some lemmas, which will be needed later, about ideals and congruence relations in $\sigma-B A$ 's and GCA's. For any $\sigma-B A \mathfrak{B}$ we have the corresponding disjunctive $B A \mathscr{B}$, which is a GCA. The notion of an ideal in a GCA is defined and discussed in ([14], Chapter 9). I shall call ideals in a GCA cardinal ideals to distinguish them from ideals in a $B A$ (see [13] for ideals in $B A$ 's). There are, then, two notions of ideals in $\mathfrak{B}$ : $\sigma$-ideals in $\mathfrak{B}$ as a $B A$ and cardinal ideals in $\dot{B}$ as a GCA. The first lemma proves that they coincide.

Lemma 2.1. Let $\mathfrak{B}$ be $a \sigma-B A, I \subseteq B$. Then, $I$ is a $\sigma$-ideal in $\mathfrak{B}$ iff I is a cardinal ideal in $\dot{\mathfrak{B}}$.

Proof. Suppose $I$ is a cardinal ideal in $\dot{\mathfrak{B}}$. It is clear that the partial
ordering in $\mathfrak{B}$ coincides with that in $\dot{\mathfrak{B}}$. Thus, if $a \in I$ and $b \leqq a$ (in $\mathfrak{B}$ ), then $b \in I$. Suppose, now that $x \in{ }^{\omega} I$. Define

$$
\begin{aligned}
& x_{0}^{\prime}=x_{0} \\
& x_{n+1}^{\prime}=x_{n+1}-\vee\left\{x_{i}: i \leqq n\right\} .
\end{aligned}
$$

It is clear that $x^{\prime} \in{ }^{\omega} I$ and $x_{i}^{\prime} \wedge x_{j}^{\prime}=0$ for $i \neq j$. Then,

$$
\vee\left\{x_{i}: i \in \omega\right\}=\Sigma_{i<\omega} x_{i}^{\prime} \in I .
$$

Thus, $I$ is a $\sigma$-ideal in $\mathfrak{B}$.
The converse implication is obvious.
The next lemma proves that the equivalence relation determined by a $\sigma$-ideal $I$ on a $\sigma-B A \mathfrak{B}$ is the same as the relation determined by $I$ as a cardinal ideal in $\dot{\mathfrak{B}}$ (cf. 9.26T).

Lemma 2.2. Let $\mathfrak{B}$ be a $\sigma-B A, I$ a $\sigma$-ideal in $\mathfrak{B}$. Then:
(i) for any $a, b \in B, a-b \vee b-a \in I$ iff there are $a^{\prime}, b^{\prime} \in I$ and $c \in B$ such that $a=c+a^{\prime}$ and $b=c+b^{\prime}$;
(ii) $(\dot{\mathfrak{B}} / I)=\dot{\mathfrak{B}} / I$, i.e. if $x \in{ }^{\omega} B, c \in B$, then $\Sigma_{1<\omega}\left(x_{i} / I\right)=c / I$ iff there is an $x^{\prime} \in{ }^{\omega} B$ such that $x_{i}^{\prime} \wedge x^{\prime}=0 \quad v / I=r^{\prime} / I$ and $\Gamma \quad(x / I)=$ $\left(\sum_{i<\omega} x_{i}^{\prime}\right) / I$, for $i<j<\omega$.

Proof. (i) (1) Suppose $a-b \vee b-a \in I$. Take $a^{\prime}=a-b, b^{\prime}=$ $b-a, c=a \wedge b$.
(2) Suppose $a=a^{\prime}+c, \quad b=b^{\prime}+c, \quad$ and $\quad b^{\prime}, a^{\prime} \in I$. Then $a-b \vee b-a \leqq a^{\prime} \vee b^{\prime} \in I$.
(ii) Suppose $\sum_{i<\omega}\left(x_{i} / I\right)=c / I$. Then $x_{i} / I \wedge x_{j} / I=0 / I$ and so, $x_{t} \wedge x_{j} \in I$ for $i<j<\omega$. Let $d=\vee\left\{x_{i} \wedge x_{j}: i<j<\omega\right\}$ and $x_{i}^{\prime}=x_{i}-d$ for $i<\omega$. Then $d \in I, \quad x_{i}^{\prime} \wedge x_{j}^{\prime}=0, \quad x_{i}^{\prime} / I=x_{i} / I, \quad$ and $\quad \sum_{i<\omega}\left(x_{i}^{\prime} / I\right)=$ $\left(\sum_{i<\omega} x_{i}^{\prime}\right) / I=c / I$ for $i<j<\omega$.

We are interested in refining congruence relations on disjunctive $B A$ 's $\dot{\mathfrak{B}}$, and how they behave when we pass to $\dot{\mathfrak{B}} / I$ for an ideal $I$. This is given in the following lemma:

Lemma 2.3. Let $\mathfrak{B}$ be a $\sigma-B A, I$ a $\sigma$-ideal on $\mathfrak{B}$, and $R$ a refining congruence relation on $\dot{\mathfrak{B}}$ such that $R * I \subseteq I$ (i.e. if $a \in I$ and $a R b$, then $b \in I$ ). Define $\bar{R}$ on $\dot{\mathfrak{B}} / I$ by:
$a / I \bar{R} b / I$ iff there are $a^{\prime}, b^{\prime} \in B$ such that $a / I=a^{\prime} / I$, $b / I=b^{\prime} / I$, and $a^{\prime} R b^{\prime}$.

Under these conditions, $\bar{R}$ is a refining congruence relation on $\dot{\mathcal{B}} / I$.
Proof. It is easy to see that $\bar{R}$ is an equivalence relation on $B$. We have to prove that $\bar{R}$ is refining and preserves $\Sigma$. Let
(1) $a / I \bar{R} b / I$,
(2) $a / I=x_{1} / I+x_{2} / I$.

By (2) and 2.2 (ii), there are disjoint $x_{1}^{\prime}, x_{2}^{\prime}$ such that
(3) $x_{1} / I=x_{1}^{\prime} / I$ and $x_{2} / I=x_{2}^{\prime} / I$.

Also, by (1), there are $a^{\prime}, b^{\prime}$ such that $a / I=a^{\prime} / I, b / I=b^{\prime} / I$, and $a^{\prime} R b^{\prime}$. By (3), $a^{\prime} / I=\left(x_{1}^{\prime}+x_{2}^{\prime}\right) / I$. Thus, there are $x_{1}^{\prime \prime}, x_{2}^{\prime \prime}$ such that,
(4) $a^{\prime}=x_{1}^{\prime \prime}+x_{2}^{\prime \prime}, x_{1} / I=x_{1}^{\prime \prime} / I$, and $x_{2} / I=x_{2}^{\prime \prime} / I$.

Since $R$ is refining and (4), $b^{\prime}=y_{1}+y_{2}, x_{1}^{\prime \prime} R y_{1}$, and $x_{2}^{\prime \prime} R y_{2}$. Then, $b / I=y_{1} / I+y_{2} / I, y_{1} / I \bar{R} x_{1} / I$, and $y_{2} / I \bar{R} x_{2} / I . \quad$ Thus, $\bar{R}$ is refining.

Suppose now that $x, y \in{ }^{\omega} B$ with,
(5) $x_{i} / I \bar{R} y_{i} / I$ for all $i<\omega$;
(6) $\Sigma_{i<\omega}\left(x_{i} / I\right)$ and $\Sigma_{i<\omega}\left(y_{i} / I\right)$ exist in $B / I$. From (5) we obtain $x^{\prime}, y^{\prime} \in{ }^{\omega} B$ such that,
(7) $x_{i}^{\prime} / I=x_{i} / I, y_{i}^{\prime} / I=y_{i} / I$, and $x_{i}^{\prime} R y_{i}^{\prime}$, for all $i<\omega$.

From (6) we deduce that $x_{i} / I \wedge x_{i} / I=0 / I=y_{i} / I \wedge y_{j} / I$ for all $i, j$, with $i<j<\omega$. Then, the same is true for $x^{\prime}, y^{\prime}$. Thus
(8) $x_{i}^{\prime} \wedge x_{i}^{\prime} \in I$, for all $i, j<\omega, i \neq j$.

Take $c=\vee\left\{x_{i}^{\prime} \wedge x_{j}^{\prime}: i<j<\omega\right\}$. Then $c \in I$. Define $x_{i}^{\prime \prime}=$ $x_{1}^{\prime}-c$. Then $x_{i}^{\prime \prime} / I=x_{i}^{\prime} / I=x_{i} / I$. Also,
(9) $x_{i}^{\prime \prime} \wedge x_{j}^{\prime \prime}=0$ for $i<j<\omega$.

We have, $x_{1}^{\prime}=x_{i}^{\prime \prime}+z_{i}$ where $z_{i}=c \wedge x_{i}^{\prime}$ and $z_{i} \in I$. From (7) we obtain $y^{\prime \prime}, z^{\prime} \in{ }^{\omega} B$ such that,
(10) $y_{i}^{\prime}=y_{i}^{\prime \prime}+z_{i}^{\prime}, y_{i}^{\prime \prime} R x_{i}^{\prime \prime}$, and $z_{i}^{\prime} R z_{i}$.

Since $R * I \subseteq I, z_{i}^{\prime} \in I$ and
(11) $y_{i}^{\prime \prime} / I=y_{i}^{\prime} / I=y_{i} / I$.

Similarly as (7) we get,
(12) $y_{i}^{\prime \prime} \wedge y_{j}^{\prime \prime} \in I$ for $i<j<\omega$.

Take $d=\vee\left\{y_{i}^{\prime \prime} \wedge y_{j}^{\prime \prime}: i<j<\omega\right\}(\in I)$ and $y_{i}^{\prime \prime \prime}=y_{i}^{\prime \prime}-d$. We have,
(13) $y_{i}^{\prime \prime \prime} / I=y_{i}^{\prime \prime} / I=y_{i} / I$ and $y_{i}^{\prime \prime \prime} \wedge y_{j}^{\prime \prime \prime}=0$ for $i<j<\omega$. Also, $y_{1}^{\prime \prime}=$ $y_{i}^{\prime \prime \prime}+u_{i}$ where $u_{i}=d \wedge y_{i}^{\prime \prime} \in I$. From (9) we obtain,
(14) $x_{i}^{\prime \prime}=x_{i}^{\prime \prime \prime}+u_{i}^{\prime}, x_{i}^{\prime \prime \prime} R y_{i}^{\prime \prime \prime}$, and $u_{i}^{\prime} R u_{i}$ for all $i<\omega$. Thus, since $R * I \subseteq I, u_{i}^{\prime} \in I$ and,
(15) $x_{i}^{\prime \prime \prime} / I=x_{i}^{\prime \prime} / I=x_{i} / I$ for all $i<\omega$.

Since $x_{i}^{\prime \prime \prime} \leqq x_{i}^{\prime \prime}$, (9) implies:
(16) $x_{i}^{\prime \prime \prime} \wedge x_{i}^{\prime \prime \prime}=0$ for $i<j<\omega$.

Since $R$ is a congruence relation on $\dot{\mathfrak{B}}$, (13), (14), and (16) imply that $\left(\sum_{i<\omega} x_{i}^{\prime \prime \prime}\right) R\left(\Sigma_{i<\omega} y_{i \prime \prime}^{\prime \prime}\right)$. But then from (15) and (13) we obtain the desired conclusion; i.e.

$$
\left(\sum_{i<\omega} x_{i} / I\right) \bar{R}\left(\sum_{i<\omega} y_{i} / I\right) .
$$

The following lemma relates cardinal ideals in the GCA's $\mathfrak{A}$ and $\mathfrak{Q} / R$.

Lemma 2.4. Let $\mathfrak{A}$ be a GCA, $R$ a refining congruence relation on $\mathfrak{A}, I \subseteq A$, and $R * I \subseteq I$. Then $I$ is a cardinal ideal in $\mathfrak{H}$ iff $I / R$ is a cardinal ideal in $\mathfrak{H} / R$.

Proof. (1)Suppose $I$ is a cardinal ideal in $\mathfrak{A}$. Let $a / R \in I / R$, $a \in I$, and $b / R \leqq a / R$. Then, there are $a^{\prime}, b^{\prime} \in A$ with $b^{\prime} \leqq a^{\prime}, a R a^{\prime}$, and $b R b^{\prime}$. Thus, since $R * I \subseteq I$, we have that $a^{\prime}, b^{\prime} \in I$. But, then, $b^{\prime} / R=b / R \in I / R$.

Let, now, $x \in{ }^{\omega} I$ and $\sum_{1<\omega}\left(x_{i} / R\right) \in A / R$, i.e. $\Sigma_{l<\omega}\left(x_{i} / R\right)=b / R$ for some $b \in A$. Then, there are $x^{\prime} \in{ }^{\omega} A$, and $b^{\prime} \in A$ such that $\Sigma_{1<\omega} x_{i}^{\prime}=b^{\prime}$, $x_{i} R x_{\imath}^{\prime}$, and $b R b^{\prime}$, for all $i<\omega$. Since $R * I \subseteq I, x_{\imath}^{\prime} \in I$ for $i<\omega$. Then $\sum_{l<\omega} x_{i}^{\prime} \in I$ and, thus $b / R=b^{\prime} / R \in I / R$.
(2) Suppose, now, that $I / R$ is a cardinal ideal in $\mathfrak{U} / R$. Let $a \in I$, and $b \leqq a$. Then $a / R \in I / R$, and $b / R \leqq a / R$. Thus, $b / R \in I / R$, i.e. there is a $b^{\prime} \in I$ such that $b^{\prime} R b$. But, then from $R * I \subseteq I$, we get $b \in I$.

Suppose $x \in{ }^{\omega} I$ with $\Sigma_{1<\omega} x_{t} \in A$. Then $x_{i} / R \in I / R$ for all $i<\omega$, and $\sum_{i<\omega}\left(x_{i} / R\right) \in I / R$. Thus, $\sum_{i<\omega}\left(x_{i} / R\right)=\left(\sum_{i<\omega} x_{i}\right) / R \in I / R$. Therefore, there is a $b \in I$ such that $\sum_{i<\omega} x_{t} R b$. But then, from $R * I \subseteq I$, we get that $\sum_{i<\omega} x_{i} \in I$.
3. The countable chain condition. Let $\mathfrak{A}$ be $a$ GCA. We say that a subset $B \subseteq A$ is bounded if there is an $a \in A$ such that $b \leqq a$ for every $b \in B . \quad \mathfrak{A}$ satisfies the countable chain condition (ccc) if every bounded subset $B \subseteq A$ well ordered by the relation $\leqq$ is at most countable. It is clear that if $\mathfrak{B}$ is a $\sigma-B A$, then the GCA $\dot{B}$ satisfies the $c c c$ if and only if $\mathfrak{B}$ satisfies the countable chain condition in the usual Boolean sense. [5] calls a GCA that satisfies the $c c c$, separable. In this section I shall prove that the ccc is transmitted through several constructions of GCA's.

If $a, b \in A$, we write $a \wedge b, a \vee b$ for the g.l.b. and l.u.b. of $a, b$; if $x \in{ }^{\omega} A, \wedge_{t \in \omega} x_{i}$ and $\vee_{i \in \omega} x_{i}$ stand for the g.l.b. and l.u.b. of the sequence $x$ (see Defs. 3.1T and 3.2T where slightly different symbols are employed).

Theorem 3.1. Let $\mathfrak{H}$ be a GCA satisfying the ccc, and $R$ a refining, congruence relation on $\mathfrak{H}$. Then $\mathfrak{H} / R$ also satisfies the ccc.

Proof. Suppose the sequence $y \in{ }^{\omega_{1}}(A / R)$ is such that for $\beta<\alpha<$ $\omega_{1}$, we have $y_{\beta}<y_{\alpha} \leqq a / R$ for some $a \in A$. Choose a sequence $x \in$ ${ }^{\omega_{1}} A$, such that $y_{\alpha}=x_{\alpha} / R$ and $x_{\alpha} \leqq a$ for every $\alpha \in \omega_{1}$. It is possible to obtain such an $x$ because $R$ is refining.

We shall first prove:
(1) For any $b, c \in A$ with $b, c \leqq a$, we have $b / R<c / R$ iff there is a $d \in A$ such that $d \leqq a, b<d$, and $d R c$.

From $b / R<c / R$ we get $b^{\prime}$ with $b^{\prime}<c$ and $b R b^{\prime}$. Thus, we have, $b^{\prime}<c \leqq a, b \leqq a, b R b^{\prime}$, and $a R a$. Using 7.13T (vi) we obtain a $d$ with $b \leqq d \leqq a$ and $d R c$. Now, if $b=d$, we would have $c / R=d / R=b / R$ contradicting $b / R<c / R$. Thus $b<d$.

The converse implication is proved similarly, and, thus, (1) is proved. We pass now, to the proof of the theorem:

Define by transfinite recursion the sequence $z \in{ }^{\omega_{1}} A$ satisfying:
(2) $y_{\alpha}=x_{\alpha} / R=z_{\alpha} / R$, and if $\alpha<\beta<\omega$, then $z_{\alpha}<z_{\beta} \leqq a$, as follows:
(a) $z_{0}=x_{0}$.
(b) Suppose $z_{\alpha}$ is defined. We have $z_{\alpha} / R<x_{\alpha+1} / R$, and $z_{\alpha}, x_{\alpha+1} \leqq$ a. By (1) there is $d \in A$ such that $z_{\alpha}<d \leqq a$, and $d R x_{\alpha+1}$. Take $z_{\alpha+1}=d$.
(c) Let $\alpha$ be a limit ordinal, $\alpha<\omega_{1}$, and $z_{\beta}$ defined for all $\beta \in \alpha$. Let $f \in{ }^{\omega} \alpha$ be a strictly increasing sequence of ordinals cofinal in $\alpha$. We shall prove that
(3) $\left(\vee_{i \in \omega} z_{f(t)}\right) / R=\vee_{\beta \in \alpha} y_{\beta}$.

It is enough to prove,

$$
\left(\underset{i \in \omega}{\vee} z_{f(i)}\right) / R=\underset{i \in \omega}{\vee}\left(z_{f(i)} / R\right) .
$$

Let $z_{f(i)}+u_{i}=z_{f(i+1)}$ for every $i<\omega$. Then

$$
z_{f(i)} / R+u_{i} / R=z_{f(l+1)} / R \quad \text { for every } i<\omega
$$

Also, $v_{1<\omega} z_{f(t)}=z_{f(0)}+\sum_{1<\omega} u_{i}$. Thus,

$$
\begin{aligned}
\left(\vee_{i \in \omega} z_{f(i)}\right) / R & =z_{f(0)} / R+\sum_{i<\omega}\left(u_{i} / R\right) \\
& =\vee_{i<\omega}\left(z_{f(i)} / R\right)
\end{aligned}
$$

So (3) is proved.
Let now, $b=\vee_{i \in \omega} z_{f(i)}$. Then, since $b / R=\vee_{\beta \in \alpha} y_{\beta} \leqq y_{\alpha}$, and $b \leqq a$, by (1) there is a $d \in A$ with $b \leqq d \leqq a$ and $d R x_{\alpha}$. Let, then, $z_{\alpha}=d$.

With this, we complete definition (2) and, thus, obtain a $\leqq$-wellordered bounded subset of $A$ of type $\omega_{1}$, contradicting the $c c c$ for $\mathfrak{A}$.

We pass now, to show preservation of the ccc under another important operation on GCA's: the cardinal product (see Def. 6.11T).

Theorem 3.2. Let $\mathfrak{A}_{1}$ be GCA's that satisfy the ccc for every $i \in I$. Then $\Pi_{i \in I} \mathfrak{A}_{i}$ also satisfies the ccc.

Proof. Suppose $y \in{ }^{\omega_{1}}\left(\Pi_{i \in I} A_{i}\right)$ and $a \in \Pi_{i \in I} A_{i}$ be such that $y_{\beta} \leqq$ $y_{\alpha} \leqq a$ for $\beta<\alpha<\omega_{1}$. We then have $y_{\beta i} \leqq y_{\alpha i} \leqq a_{i}$ for every $i \in I$.

The sets $B_{i}=\left\{y_{\alpha i}: \alpha \in \omega_{1}\right\} \subseteq A_{i}$ are bounded and $\leqq$-well-ordered for all $i \in I$; then, $\operatorname{card}\left(B_{t}\right) \leqq \omega$ for all $i \in I$.

Since $\operatorname{card}\left(B_{i}\right) \leqq \omega$ for every $i \in I$, there is an $\alpha \in \omega_{1}$ such that $y_{\alpha t}=y_{\beta i}$ for all $\beta \geqq \alpha$. Define $\gamma(i)$ as the least such $\alpha$, i.e.,

$$
\gamma(i)=\cap\left\{\alpha: y_{\alpha i}=y_{\beta \imath} \text { for all } \beta \geqq \alpha\right\} .
$$

We have, $\gamma(i) \in \omega_{1}$.
Let $J=\left\{i: a_{i} \neq 0_{i}\right\}$. From the definition of cardinal product, $\operatorname{card}(J) \leqq \omega$. Also, for every $\alpha \in \omega_{1}, y_{\alpha i}=0_{i}$ for all $i \in I-J$. Let $\delta$ be the least upper bound of $\gamma(i)$ for $i \in J$; i.e.

$$
\delta=\cup\{\gamma(i): i \in J\}
$$

$\delta \in \omega_{1}$, and $y_{\alpha}=y_{\delta}$ for all $\alpha \geqq \delta$. Therefore, $\operatorname{card}\left\{y_{\alpha}: \alpha \in \omega_{1}\right\}=\omega$.
Corollary 3.3. Let $\mathfrak{H}$ be a GCA that satisfies the ccc. Then ${ }^{\omega} \mathfrak{A}$ also satisfies the ccc.

Every GCA $\mathfrak{A}$ can be closed to obtain a CA $\overline{\mathfrak{M}}$ which preserves most of the properties of $\mathfrak{A}$. In [14, Ch. 7], these closures are studied. We prove, now, that closures preserve the ccc.

Theorem 3.4. Let $\mathfrak{A}$ be a GCA that satisfies the ccc. Then $\overline{\mathfrak{A}}, a$ closure of $\mathfrak{M}$, also satisfies the ccc.

Proof. By 7.7T, $\overline{\mathfrak{A}}$ is isomorphic to ${ }^{\omega} \mathfrak{X} / R$ where $R$ is a refining congruence relation in $\mathfrak{H}$. Thus, from 3.1 and 3.3 we obtain 3.4.

Corollary 3.4. Let $\mathfrak{B}$ be a $\sigma$-BA that satisfies the ccc, $R$ a refining congruence relation on $\mathfrak{B}$, and $\mathfrak{A}=\overrightarrow{\mathfrak{B} / R}$ (a closure of $\dot{\mathfrak{B}} / R$ ). Then $\mathfrak{A}$ is a CA such that for any $x \in{ }^{\omega} A$ we have $\wedge_{t \in \omega} x_{t} \in A$..

Proof. $\mathfrak{H}$ satisfies the $c c c$ by 3.1 and 3.4. Hence applying 3.35T we obtain the conclusion.
4. Invariant measures in Boolean algebras. In this section we prove some theorems about the existence of $R$-invariant measures on a $\sigma$-distributive $\sigma-B A \mathfrak{B}$ where $R$ is a refining congruence relation on $\dot{\mathfrak{B}}$. In the next section we apply the theorems to obtain $G$-invariant measures on $\sigma$-fields of sets.

For some of the following definitions see [10, 13 p.p. 62, 204].

Let $\mathfrak{B}$ be a $\sigma-B A$ and $x \in{ }^{n} B$ for some $n \in \omega$. We define $i(x)=$ $m / n$ where $m$ is the largest integer $k \leqq n$ such that

$$
x_{i 0} \wedge \cdots \wedge x_{i k-1} \neq 0 \quad \text { for } \quad 0 \leqq i_{0}<i_{1}<\cdots<i_{k-1}<n .
$$

Then, if $A \subseteq B$ we define the intersection number of $A$ :

$$
i(A)=\inf \left\{i(x): x \in{ }^{n} A \text { for some } n \in \omega\right\}
$$

We say that $\mathfrak{B}$ has the Kelley property if $B-\{0\}$ is a countable union of sets with positive intersection number. $\mathfrak{B}$ is $\sigma$-distributive if for every double sequence $x \in{ }^{\omega \times \omega} B$ we have,

$$
\begin{equation*}
\vee\left\{\wedge\left\{x_{i j}: j \in \omega\right\}: i \in \omega\right\}=\wedge\left\{\vee\left\{x_{i, \phi(i)}: i \in \omega\right\}: \phi \in{ }^{\omega} \omega\right\} \tag{*}
\end{equation*}
$$

We say that $\mathfrak{B}$ is weakly $\sigma$-distributive if $(*)$ is satisfied for every double sequence $x \in{ }^{\omega \times \omega} B$ such that $x_{i, j+1} \leqq x_{i j}$ for every $i, j \in \omega$.

Let $I \subseteq B$ and $\mu$ a measure on $\mathfrak{B}$. We say that $\mu$ is $I$-positive if we have,

$$
\mu(a)=0 \quad \text { iff } \quad a \in I, \quad \text { for every } a \in B
$$

Let $a \in B$; we say that $a$ is $R$-negligible if there is a sequence of disjoint elements of $B, x \in{ }^{\omega} B$, such that $x_{i} R a$ for every $i \in \omega$. Let $N_{R}=\{a: a$ is $R$-negligible $\}$. It is clear that if the measure $\mu$ is $R$-invariant, then if $a \in N_{R}$, we must have $\mu(a)=0$.

We need the following lemma about $N_{R}$ :
Lemma 4.1. Let $\mathfrak{B}$ be a $\sigma-B A$, and $R$ a refining congruence relation on $\dot{\mathfrak{B}}$. Then $N_{R}$ is a $\sigma$-ideal in $\mathfrak{B}$.

Proof. By 2.1 it is enough to prove that $N_{R}$ is a cardinal ideal in $\dot{\mathfrak{B}}$. Consider $\mathfrak{A}=\dot{\mathfrak{B}} / R ; \mathfrak{H}$ is a GCA. Let $h=1 / R$ and

$$
A(h)=\{c \in \mathfrak{U}: c+h=h\} .
$$

Then, by $9.15 \mathrm{~T}, A(h)$ is a cardinal ideal. It is easy to see that $R *\left(N_{R}\right) \subseteq N_{R}$. Hence by 2.4 it is enough to prove that $A(h)=N_{R} / R$.

Since $c \in A(h)$ iff $\infty^{c} \leqq \leqq$ (by 1.29 T ) the proof is reduced to:

$$
a \in N_{R} \quad \text { iff } \quad \infty(a / R) \leqq h .
$$

Suppose, first, that $a \in N_{R}$. Let $x \in{ }^{\omega} B$ be such that $x_{i} \wedge x_{j}=0$ and $x_{i} R a$ for every $i<i<\omega$.

We have, $a / R=x_{i} / R$, for every $i<\omega$. But $\Sigma_{i<\omega} x_{i} \leqq 1$. Thus, $\infty(a / R)=\Sigma_{i<\omega}\left(x_{i} / R\right) \leqq 1 / R=h$.

Suppose, now, that $\infty(a / R) \leqq h$. Since $h \in \mathfrak{A}, \infty(a / R) \in \mathfrak{U}$ by 7.4T. Then, $\infty(a / R)=b / R$ for some $b \in B$. From the definition of the coset algebra (Def. 6.3T), there is a sequence of disjoint elements $x \in{ }^{\omega} B$ and a $c \in B$ such that $\sum_{i<\omega} x_{i}=c$ and $x_{t} R a$ for all $i<\omega$. Thus, $a \in N_{R}$.

We formulate, now, the main theorem of this section:

Theorem 4.2. Let $\mathfrak{B}$ be a $\sigma$-distributive $\sigma$ - $B A, R$ a refining congruence relation on $\dot{\mathfrak{B}}$, and I a subset of $B$. The following conditions are necessary and jointly sufficient for the existence of a countably additive, $I$-positive, and $R$-invariant measure on $\mathfrak{B}$ :
(i) I is a proper $\sigma$-ideal;
(ii) $\quad N_{R} \subseteq I$;
(iii) $R * I \subseteq I$;
(iv) $\mathfrak{B} / I$ has the Kelley property and is weakly $\sigma$-distributive.

For the proof we need a result of [6]. We have to introduce some definitions. Let $X$ be the Stone space of a $\sigma-B A$ and $\overline{\mathbf{R}}$ the nonnegative real numbers with $\infty$. Then $\mathscr{C}(X, \overline{\mathbf{R}})$ denotes the set of continuous functions on $X$ with compact support and values in $\overline{\mathbf{R}} .\langle\mathscr{C}(X, \overline{\mathbf{R}}),+, \Sigma\rangle$ is a $C A$ (cf [6], p. 31) where + is pointwise addition, and $\Sigma_{i<\omega} f_{i}$ is the continuous limit of the partial sums $\Sigma_{i<n} f_{i}$. This limit differs from the pointwise limit in a set of first category.

Proof of 4.2. The necessity of the conditions is easy to prove. We must use Kelley's necessary and sufficient condition for the existence of a strictly positive measure on a BA (see [10], Th. 9, and [8], Th. 3.7).

We proceed, now, to construct the desired measure. For the rest of this section let $\mathfrak{B}, R$, and $I$ satisfy (i)-(iv). Define the relation $\bar{R}$ on $\mathfrak{B} / I$ by:
$a / I \bar{R} b / I$ iff these are $a^{\prime}, b^{\prime} \in B$ such that $a / I=a^{\prime} / I$,

$$
b / I=b^{\prime} / I, \quad \text { and } \quad a^{\prime} R b^{\prime}
$$

By $2.3, \bar{R}$ is refining congruence relation on $\dot{\mathfrak{B}} / I . \quad$ Let $\mathfrak{A}=(\overline{\mathfrak{B} / I) / \bar{R}}$, i.e. is a CA that is a closure of the GCA $(\dot{B} / I) / \bar{R}$.

Let $h=(1 / I) / \bar{R}$. We shall prove that:
Lemma 4.3. $h$ is finite (Def. 4.10T: $h+a=h$ implies that $a=0$ for all $a \in A$ ). In fact, we have that $h+a=h$ and $a=c / I / \bar{R}$, implies that $c / I=0 / I$.

Proof. Suppose $h+a=h$. Then by 1.29T, $\infty a \leqq h$. Let $a=$ $(c / I) / \bar{R}$ with $c \in B$. By the refining property of $\bar{R}$ and 2.2 we obtain a sequence of disjoint elements $x \in{ }^{\omega} B$ such that $c / I \bar{R} x_{i} / I$ for all $i<$ $\omega$. From the definition of $\bar{R}$ we get $x^{\prime}, z \in{ }^{\omega} B$ such that $c / I=z_{l} / I$, $x_{i} / I=x_{i}^{\prime} / I$, and $z_{i} R x_{i}^{\prime}$ for every $i<\omega$. Thus $c=u_{i}+v_{i}, z_{i}=u_{i}+t_{i}$, $x_{i}=y_{i}+y_{i}^{\prime}, \quad$ and $\quad x_{i}^{\prime}=y_{i}+y_{i}^{\prime \prime} \quad$ with $\quad v_{i}, t_{i}, y_{i}^{\prime}, y_{i}^{\prime \prime} \in I$. Let $d=$ $\wedge\left\{u_{i}: i \in \omega\right\}$. Then as $\mathfrak{B}$ is $\sigma$-distributive, $c=d+e$ with $e \in I$. Now, $d R s_{i}$ with $s_{i} \leqq x_{1}^{\prime}$ for every $i<\omega$. Thus, by $2.4 \mathrm{~T}, s_{i}=s_{i}^{\prime}+s_{1}^{\prime \prime}$ with $s_{1}^{\prime} \leqq y_{i}$ and $s_{i}^{\prime \prime} \leqq y_{i}^{\prime \prime}$. Then, $s_{1}^{\prime \prime} \in I$ for every $i<\omega$. Therefore, $d=r_{i}+r_{i}^{\prime}$ with $r_{i} R s_{i}^{\prime}$ and $r_{i}^{\prime} R s_{i}^{\prime \prime}$. Since $R * I \subseteq I, r_{i}^{\prime} \in I$ for every $i<\omega$. Thus by $\sigma$-distributivity, $d=\wedge\left\{r_{i}: i \in \omega\right\}+f$ where $f \in I$. We have that $s^{\prime}$ is a sequence of disjoint elements of ${ }^{\prime} B$. Thus, $\wedge\left\{r_{i}: i \in \omega\right\} R p_{i} \leqq s_{i}^{\prime}$ for every $i<\omega$; so, $\wedge\left\{r_{i}: i \in \omega\right\}$ is $R$-negligible and, therefore it belongs to $I$. Then $d \in I$ and $c \in I$. Therefore, $c / I=0 / I$ and $a=0$. Thus, we have proved 4.3.
$\mathfrak{A}$, also, has the following two properties:
(1) $a \wedge b \in A$, for every $a, b \in A$.

This is obtained from 3.4, because $\mathfrak{B} / I$ satisfies the $c c c$.
(2) For every $a \in A, a \leqq \infty h$.
(2) is obtained from 7.1T.

Let $\mathfrak{F}$ be the $\sigma-B A$ of idemmultiple elements of $\mathfrak{A}$ ( $a$ is idemmultiple if $a=a+a$; see Def. 4.1T and 8.3T for this algebra). Let $X$ be the Stone space of $\mathfrak{t}$. 3.11 of Fillmore 1965 implies that $\mathfrak{A}$ is isomorphic to a subalgebra of $\langle\mathscr{C}(X, \overline{\mathbf{R}}),+, \Sigma\rangle$, say by a function $F$. For each element $a \in A, F(a)$ has support $E(a)$, the open-closed set corresponding to $\infty a$. Also, $F(h)$ is the characteristic function of $E(h)=X$.

There is a strictly positive measure $\mu$ on with $\mu(\infty h)=1$. In order to prove this, we need the following two lemmas:

Lemma 4.4. If $\mathfrak{B} / \mathrm{I}$ has the Kelley property, then (5) also has the Kelley property.

Proof. Suppose $B / I-\{0 / I\}=\cup\left\{B_{n}: n \in \omega\right\}$ where each $B_{n}$ has a positive intersection number. Let,

$$
E_{n}=\left\{a: a \in E \text { and there is a } b \in B_{n} \text { such that } b / \bar{R} \leqq a\right\}
$$

In this definition, $\leqq$ is the partial ordering of $\mathfrak{A}$.
Let $x \in{ }^{n} E_{m}$ and $y \in{ }^{n} B_{m}$ be such that $y_{k} / \bar{R} \leqq x_{k}$ for all $k<n$. Let $i(x)=m_{x} / n$ where $m_{x}$ is the largest $k$ such that

$$
x_{i_{0}} \wedge \cdots \wedge x_{i_{k-1}} \neq 0 \quad \text { for } \quad i_{0}<\cdots<i_{k-1}<n ; \quad i(y)=m_{y} / n
$$

where $m_{y}$ is defined similarly. We shall prove that $m_{x} \geqq m_{y}$.

Suppose that $k \leqq m_{y}$. Then, there are $y_{i o}, \cdots, y_{i k-1}$ such that $y_{i o} \wedge \cdots \wedge y_{i k-1} \neq 0$. Thus,

$$
\infty\left(y_{v} \wedge \cdots \wedge y_{i_{k-1}}\right) / \bar{R} \neq 0
$$

But

$$
\begin{aligned}
\infty\left(y_{i 0} \wedge \cdots \wedge y_{i k-1}\right) / \bar{R} & \leqq \infty\left(y_{i 0} / \bar{R}\right) \wedge \cdots \wedge \infty\left(y_{i k-1} / \bar{R}\right) \\
& \leqq x_{i 0} \wedge \cdots \wedge x_{i k-1}
\end{aligned}
$$

so, $x_{\imath 0} \wedge \cdots \wedge x_{i k-1} \neq 0$.
Thus, we have proved that $i(x) \geqq i(y)$. But

$$
i\left(E_{m}\right)=\inf \left\{i(x): x \in{ }^{\omega} E_{m}\right\} \geqq \inf \left\{i(y): y \in{ }^{\omega} B_{m}\right\}=i\left(B_{m}\right)>0
$$

Therefore, the lemma is proved.
Lemma 4.5. If $\mathfrak{B} / I$ is weakly $\sigma$-distributive, then $\mathfrak{F}$ is also weakly $\sigma$-distributive.

Proof. In ([13], Th. 30.1 (2)), it is proved that a $\sigma-B A$ is weakly $\sigma$-distributive iff for every $x \in{ }^{\omega \times \omega} E$ we have that:

$$
\wedge\left\{\vee\left\{x_{t s}: s \in \omega\right\}: t \in \omega\right\} \neq 0
$$

implies that there is a function $\phi$ from $\omega$ into the finite subsets of $\omega$ such that,

$$
\wedge\left\{\vee\left\{x_{t s}: s \in \phi(t)\right\}: t \in \omega\right\} \neq 0
$$

Suppose, then, that $x \in{ }^{\omega \times \omega} \mathscr{E}$ and

$$
\wedge\left\{\vee\left\{x_{t s}: s \in \omega\right\}: t \in \omega\right\} \neq 0
$$

So, there is a $c \in B / I, c \neq 0$, such that,

$$
c / \bar{R} \leqq \wedge\left\{\vee\left\{x_{t s}: s \in \omega\right\}: t \in \omega\right\} .
$$

Since the elements $x_{t s}$ of $\mathscr{E}$ are idemmultiple in $\mathfrak{A}$, by 4.7 T we get,

$$
c / \bar{R} \leqq \Sigma_{s \in \omega} x_{t s}, \quad \text { for every } t \in \omega
$$

From 2.2 T we obtain,

$$
c / \bar{R}=\Sigma_{s \in \omega} y_{t s}, \quad \text { with } \quad y_{t s} \leqq x_{t s} \quad \text { for every } t, s \leqq \omega
$$

We define, by recursion, for each $t \in \omega$, a sequence $z_{t} \in{ }^{\omega}(B / I)$ as follows: We have,

$$
c \bar{R} \sum_{s \in_{\omega}} z_{t s,}^{\prime} \quad \text { with } \quad z_{t s}^{\prime} / \bar{R}=y_{t s}, \quad \text { for every } t, s \in \omega .
$$

Then, as $\bar{R}$ is refining,

$$
c=z_{t 0}+u_{t 0}, \quad z_{t 0} \bar{R} z_{00}^{\prime}, \quad \text { and } \quad u_{t 0} \bar{R} \Sigma_{s \in \omega} z_{t, s+1}^{\prime},
$$

for every $t \in \omega$.
Repeat the same procedure to obtain $z_{t, s+1}$ given $z_{t, s}$. We have, since $\bar{R}$ is a congruence relation,

$$
\left(\sum_{s \in \omega} z_{t s}\right) \bar{R}\left(\sum_{s \in \omega} z_{t s}^{\prime}\right) \bar{R} c .
$$

Let $d=c-\sum_{s \epsilon_{\omega}} z_{s s}$. Then $c / \bar{R}+d / \bar{R}=c / \bar{R} . \quad$ Thus, $h+d / \bar{R}=h$ by 1.30 T . By 4.3 we get that $d=0 / \mathrm{I}$.

Therefore, $c=\sum_{s \in \omega} z_{t s}$ and $z_{t s} / \bar{R}=y_{t s}$ for all $t, s \in \omega$. Now, $\wedge\left\{\vee\left\{z_{l s}: s \in \omega\right\}: t \in \omega\right\}=\wedge\{c: t \in \omega\}=c \neq 0$. Since $\mathfrak{B} / I$ is weakly $\sigma$ distributive, there is a function $\phi$ from $\omega$ into the finite subsets of $\omega$ such that,

$$
\wedge\left\{\vee\left\{z_{t s}: s \in \phi(t)\right\}: t \in \omega\right\} \neq 0 .
$$

So,

$$
\begin{aligned}
& 0 \neq \wedge\left\{\vee\left\{z_{t s}: s \in \phi(t)\right\}: t \in \omega\right\} / \bar{R} \leqq \wedge\left\{\Sigma_{s \in \phi(t)} y_{t s}: t \in \omega\right\} \\
& \leqq \wedge\left\{\Sigma_{s \in \phi(t)} x_{t s}: t \in \omega\right\}=\wedge\left\{\vee\left\{x_{t s}: s \in \phi(t)\right\}: t \in \omega\right\} .
\end{aligned}
$$

Therefore, the lemma is proved. We now continue with the proof of 4.2:

From (iv), 4.4 and 4.5 we obtain that $\mathscr{C}$ has the Kelley property and is weakly $\sigma$-distributive. Then using (Th. 9 of [10],), we obtain a strictly positive measure $\mu$ on $\mathfrak{C r}$.

Let $\operatorname{Co}(X)$ be the family of open-closed sets of $X$. Define the measure $\bar{\mu}$ on $\operatorname{Co}(X)$ by $\bar{\mu}(E(a))=\mu(\infty a)$. Since $X$ is compact, $\bar{\mu}$ is countably additive as a measure on the field of sets $\operatorname{Co}(X)$. Extend $\bar{\mu}$ to the $\sigma$-field $\mathbf{B}(X)$ of subsets of $X$ generated by $\operatorname{Co}(X)(\mathbf{B}(X)$ are the Borel sets in $X$ ). Using normal measure-theoretic procedures, define an integral $\Pi$ on all $\bar{\mu}$-measurable bounded functions. All functions in $\mathscr{C}(X, \overline{\mathbf{R}})$ are bounded $\bar{\mu}$-measurable.

Define $\lambda$ on $\mathfrak{A}$ by, $\lambda(a)=\Pi(F(a))$. $\lambda$ satisfies the following properties:
(3) $\lambda(h)=1$.
(3) is proved by,

$$
\lambda(h)=\Pi(F(h))=\bar{\mu}(E(h))=\mu(\infty h)=1 .
$$

(4) $\lambda(a+b)=\lambda(a)+\lambda(b)$, for all $a, b \in A$.
(4) is proved by,

$$
\lambda(a+b)=\Pi(F(a)+F(b))=\Pi(F(a))+\Pi(F(b))=\lambda(a)+\lambda(b)
$$

(5) If $x \in{ }^{\omega} A$ is a nondecreasing sequence, and $a=\vee_{\imath \in \omega} x_{i}$, then $\lim _{i \rightarrow \infty} \lambda\left(x_{t}\right)=\lambda(a)$.

Proof of (5). Let $x \in{ }^{\omega} A, x_{i} \leqq x_{i+1}$ for all $i<\omega$, and $a=$ $V_{1<\omega} x_{i}$. Then

$$
\lim _{i \rightarrow \infty} \lambda\left(x_{i}\right)=\lim _{i \rightarrow \infty} \Pi\left(F\left(x_{i}\right)\right)=\Pi\left(\lim _{i \rightarrow \infty} F\left(x_{i}\right)\right), \quad \text { where } \quad \lim _{i \rightarrow \infty} F\left(x_{i}\right)=f
$$

is the pointwise limit of the functions $F\left(x_{t}\right)$ 's (this limit exists, because $F\left(x_{i}\right) \leqq F\left(x_{i+1}\right)$ for all $\left.i<\omega\right)$. We have that $E\left(x_{i}\right)$ is the support of $F\left(x_{t}\right)$. Thus, if $y \notin \cup\left\{E\left(x_{t}\right): i \in \omega\right\}$, then $f(y)=0$.

We also have that $\vee_{i \in \omega} F\left(x_{1}\right)=F(a)$, where the l.u.b. is taken in $\langle\mathscr{C}(X, \overline{\mathbf{R}}),+, \Sigma\rangle$. The support of $F(a)$ is $E(a)$. Now, $\mu(\infty a)=$ $\lim _{t \rightarrow \infty} \mu\left(\infty x_{i}\right)$, because $\infty a=\vee_{i \in \omega} \infty x_{i}$ and $\infty x_{t} \leqq \infty x_{i+1}$ for all $i \in \omega$. Thus, $\bar{\mu}(\underset{\infty}{( }(a))=\lim _{i \rightarrow \infty} \bar{\mu}\left(E\left(x_{i}\right)\right)$. Also,

$$
\bar{\mu}\left(\cup\left\{E\left(x_{t}\right): i \in \omega\right\}\right)=\lim _{i \rightarrow \infty} \bar{\mu}\left(E\left(x_{i}\right)\right) . \quad \text { Then }
$$

$\bar{\mu}\left(E(a)-\cup\left\{E\left(x_{1}\right): i \in \omega\right\}\right)=0, \quad$ and, thus, $\quad \lambda(a)=\Pi(F(a))=\Pi(f)$. Therefore, $\lim _{i \rightarrow \infty} \lambda\left(x_{i}\right)=\lambda(a)$ and (5) is proved.
(6) If $a \neq 0 . a \in A$, then $\lambda(a)>0$.

Proof of (6). $\quad \lambda(a)=\Pi(F(a))$ and $F(a)$ is a continuous nonnegative function, which is positive somewhere. Then, there is an open-closed set $C$ such that $F(a) \geqq \epsilon>0$ on $C$ for some $\epsilon>0$. But, as $\mu$ is strictly positive, $\bar{\mu}(C)>0$. Thus, $\lambda(a)=\Pi(F(a))>0$.

Since $\lambda$ satisfies (3), (4), (5) and (6), we apply 16.11 T and obtain a strictly positive measure on $\mathfrak{B} / I$. Transfering the measure to $\mathfrak{B}$ we obtain the desired properties.
5. Invariant measures on fields of sets. In this section, we apply Theorem 4.2 to measures on $\sigma$-fields of sets. Thus, let $\mathfrak{F}$ be a $\sigma$-field of sets and $G$ a group of transformations of $\mathfrak{F}$. If $\mu$ is a $G$-invariant measure, $\mu$ has to vanish on all $\simeq_{G}$-negligible sets. We call these sets $G$-negligible i.e. $A \in F$ is $G$-negligible if there is a sequence of
disjoint elements $Y \in{ }^{\omega} F$, such that $A \simeq{ }_{G} Y_{t}$ for every $i<\omega . \quad N_{G}$ is the set of all $G$-negligible sets. From 4.2 we obtain immediately:

Theorem 5.1. Let $\mathfrak{F}$ be a $\sigma$-field of subsets of a set $X, G$ a group of transformations of $\mathfrak{F}$, and $I$ a subset of $F$. The following conditions are necessary and jointly sufficient for the existence of a countably additive, $G$-invariant, and $I$-positive measure on $\mathfrak{F}$ :
(i) $I$ is a proper $\sigma$-ideal in $\mathfrak{F}$.
(ii) If $A \in I$ and $B \sim{ }_{G} A$, then $B \in I$.
(iii) $N_{G} \subseteq I$.
(iv) $\mathfrak{F} / I$ has the Kelley property and is weakly $\sigma$-distributive.

It is easy to generalize 5.1 to the case when the measure $\mu$ is required to be equal to one, not on $X$, but on another set $C \in$ $F$. Instead of considering $G$-negligible sets, we have to consider $G$ negligible sets relative to $C$ (i.e. $A \in F$ is $G$-negligible relative to $C$ if there is a sequence of disjoint elements $Y \in{ }^{\omega} F$, such that $Y_{t} \subseteq C$ and $B \simeq{ }_{G} Y_{\text {}}$ for every $\left.i<\omega\right)$. Also, $C$ should not belong to $I$. The conjecture that the only necessary and sufficient condition for the existence of a $G$-invariant measure is that $X$ is not $G$-negligible, was proposed in [2], at least for the case when $F$ is the field of all subsets of $X$. However in [3], the following counterexample was indicated:

Let $X=\omega_{1}$ and $G$ be the group of all permutations $f$ of $X$, such that $f(x) \neq x$ for at most denumerable $x$ in $X$. It is easy to see that $G$ is a group of transformations on the field of all subsets of $X$. The ideal of $G$-negligible sets contains all sets that are at most denumerable. Thus, $X$ is not $G$-negligible. However, the existence of a $G$-invariant measure on this field would imply that $\omega_{1}$ is a measurable cardinal.

When we want measures on $B A$ 's we are mainly interested in strictly positive measures. For $G$-invariant measures $\mu$ on a $\sigma$-field of sets, it is hardly ever possible to obtain strictly positive measures, since $\mu$ must vanish on the $G$-negligible sets and, by a result of ([1], p. 194), nonempty $G$-negligible sets exist in most cases of interest. In particular, these sets exist when for every $n<\omega$, there are disjoint $Y_{0}, \cdots, Y_{n-1} \in F$ such that $X=\sum_{i<n} Y_{i}$ and $Y_{i} \simeq_{G} Y_{\text {, }}$ for every $i, j<n$. What we can get are measures that only vanish at $G$-negligible sets. We call these measures $G$-strictly positive (i.e. $\mu$ is $G$-strictly positive iff $\mu$ is $N_{G^{-}}$ positive). Using 4.1 we get as a particular case of 5.1:

THEOREM 5.2. Let $\mathfrak{F}$ be a $\sigma$-field of subsets of a set $X$ and $G$ a group of transformations of $\mathfrak{F}$. The following conditions are necessary and jointly sufficient for the existence of countably additive, $G$-strictly positive, and $G$-invariant measure on $\mathfrak{F}$ :
(i) $X \notin N_{G}$;
(ii) $\mathfrak{F} / N_{G}$ has the Kelley property and is weakly $\sigma$-distributive.
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