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THE FACTORS OF THE RAMIFICATION SEQUENCE
OF A CLASS OF WILDLY RAMIFIED f-RINGS

ROBERT D. DAVIS

Let Re denote a v-ring of characteristic 0, with maximal
ideal M and residue field h of characteristic p (p Φ 0,2) in
which p generates the βth power of the maximal ideal. If
p divides e, Re is said to be wildly ramified. This work is
concerned primarily with the determination of the factor
groups of the ramification sequences of wildly ramified wrings
having ramification 2p.

The canonical homomorphisms of the ramification sequence are used
to show that in all except GJH^ the successive factor groups are
isomorphic to subgroups of the additive group of the residue field
or to subgroups of the additive group of derivations on the residue
field. Then the Eisenstein polynomial of R2p over R is used to determine
bounds on the range of the the canonical homomorphism. One then
constructs inertial automorphisms, using convergent higher derivations
to establish that those bounds do, in fact, describe the range. Further,
it is found that if GJH^ is nontrivial, it is isomorphic to the group
of order 2, and that GJHL contains the first known examples of v-
rings having inertial automorphisms which are neither derivation
automorphisms nor automorphisms of finite order. In addition the
Galois theory of totally ramified extensions Rpq (q < p) is treated.
Necessary and sufficient conditions for Rpq/R to be Galois are found
as well as the location of the Galois maps in the ramification sequence.

The determination of the factors of the ramification sequence
extends the work of MacLane [8], Heerema [4] and Neggers [9].
The Galois theory of totally ramified extensions Rpq (q < p) of an
unramified t -ring, treated in §111 generalizes the work of Wishart
[13] and Davis and Wishart [1]. The convergent higher derivation
used here as in the work of Heerema is completely described in [5],
so a discussion of it will not be included.

In addition to evaluating the factor groups of the ramification
sequence, a second object of this work was to determine the relation-
ship of the subgroup of derivation automorphisms GD to the rami-
fication sequence, where aeGD if there exists a convergent higher
derivation D = {Dy} such that a — Σ~=o D3. In earlier work Neggers
[9, Theorems 4 and 5] has shown that for arbitrary β, if i ^
(e + p)/(p - 1), G, c GD and that for i, j ^ (e + p)/(p - 1), GJGi+1 ~
Gά/Gj+1 and Ht/Gi+ι ~ Hs/Gi+1. He also characterized these factor
groups in terms of derivations [9, Theorem 6]. Until now in every
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known case of complete local rings that have been investigated, it
has been found that the group of inertial automorphisms is generated
by the automorphisms of finite order and GD. However, in the proof
of Theorem 3 we exhibit automorphisms that can be neither derivation
automorphisms, nor automorphisms of finite order, nor composites of
the two.

Let G be the group of automorphisms of Re, and let M be the
maximal ideal whose i th power will be denoted throughout by M(j);
the residue field is h = RJM. The subgroup Gx of automorphisms
which induce the identity map on h is called the inertial automor-
phism group of Re. A chain of normal subgroups of Gx is given by
the following:

Gt = {a e (?! I a(a) — a e M(i) for every a e Re}

Hi = {aeGi\<*(<*>) — α eM(i + 1) for every aeM}

so that

Gι 2 H1 2 G2 2 H2 .

This chain of subgroups is known as the ramification sequence of Re.
To stabilize the notation, we will hereinafter denote by V(a)

the exponential valuation of an element aeRe; we denote by either
p(a) or a the image of aeRe in the residue field h under the natural
map of R onto h) we will assume that h is not perfect, i.e., that h
has a nontrivial p-basis, since otherwise Hi = Gi+ι; and we will always
assume that the prime p Φ 2. In addition the minimum polynomial
of R2P/R will always be

2 p - l

\±. ±.) J \JU) — JU \ P s i (*iJs

and s will always denote the least positive integer for which a8 is
a unit in (1.1). In case no α< is a unit, we will say that s — 2p.

Letting π denote a prime element for R2p9 observe that π always
satisfies an equation of the form

(1.2) π2p + pu = 0 ,

where u is a unit in R2P such that ΰ — α0. Moreover, if ΰ e hp, then
a veR2p may be chosen so that π satisfies an equation of the form

(1.3) π2p + p(vp + π8w) = 0

where Ψ — α0. Note that the value of s as well as whether α0 e hp

is independent of the choice of π. Further, it will be shown in Lemma
1.2 that π can be chosen so that veh*. If s = 2p — 1 and aoehp,
the form of (1.3) can be modified to
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(1.4) π
2p p(vp pwt) = 0

in which w0 = α2p_ lβ

Using u, v, w, and wt as in (1.2), (1.3), and (1.4) and assuming
vehp we define the following sets of derivations on h.

= Group of all derivations on h.
= Group of δ 6 &(h) such that δ(u) = 0.
= Group of δ 6 ^"(Λ) such that δ(w) = 0.
= Group of 3 6 ^(Λ) such that δ(w) = |0(2^&p + wδ) for

some 6e&.
^i(Λ) = Group of δ e &r(h) such that δ(w) = p(2vpbp + 2wb) for

some δeΛ.
= Group of δ 6 &(h) such that δ(w) e hp.
= Group of δ 6 ^(Λ) such that (5(^0 = 0.

± = Group of δ e ^ ( λ ) such that δ(w) = /t)(2i;l>6 - 2^23>δ2)) for
some 6 6 h.

We can now describe the factor groups HtIGi+ι and GtIHt in every
case in the following theorems:

THEOREM 1. Ifuφ hp, then HilGi+1=^0(h). If He hp, then HJGi+ι

is given in the table below.

TABLE I

0 < s < p - 1

s = p — 1

p < s < 2p - 2

s = 2p - 2

s = 2p-l

s-2p

* i
wβhp

* *

t

. . .

* Let σ be the smallest integer greater than p for which aσ is a unit, or if c^e
M(2p) for i=p+l, , 2p—l, then σ=2p. If dpehp, then Hi!G+1 is given by the row in
which s = σ and the column for a given i obtained by letting άσ assume the role of w.

t If ϊΰφhp and p = 3, then

THEOREM 2. Le£ Λ+ denote the additive group of h. Let i > 1
cmcϊ /or α e Gi} define ψjjx) = jt>([α(π) — π]/π*) If ΰi hp

y then ψi{Gi) =
GJHt = fe+. // /or ΰ 6 fcp, we feαvβ s ^ p, or s = p α^d w 6 hp, then
Gt Φ Ht if and only if R2pjR is Galois and i is equal to the n of the
theorem in [1]. In this case GJHt is the group of order p. When
s = p and w $ hp, G2 = H2 and ψt(Gt) = GJHt S h+ for i > 2. If
Gx Φ H19 then GJHι is isomorphic to the group of order 2.
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THEOREM 3. Suppose that in (1.1) we let t = Έm{V(a%)j2p\i =
1, 2, • , 2p - 1}, j = Min {i| F(a f) = 2ίp}. Further, if a0 6 ftp, let a0 =
ô + 0iP /or <?0, ̂  e R. Then G, Φ H, except when ά0 6 fcp in the fol-

lowing cases'.
(a) t = 0 αwcZ i ΐs odd unless j = p and ap e hp.
(b) ί = 0, i = p — 1, α^-i G hp, av Φ 0 α^d i22p/J? is wo£ Galois.
(c) ί = 1, i = 1 cmd Cj. G fcp.

To prove these we need to state a few basic results, some of
which are proved elsewhere.

In what follows, if T is a subring of Re, the symbols 2ίf(T, Re),
J%?C(T, Re), and Jg^CΪ7, Re) will denote the set of higher derivations,
convergent higher derivations, and uniformly convergent higher
derivations respectively, having domain T and range Re. See [5,
Definition 3] for definitions of these.

For convenience we state here the following two results of
Heerema.

THEOREM A [5, Theorem 4]. Let S be a p-basis for h and let
S dR be a set of representatives of the elements of S. If I is the
set of positive integers and f is a mapping from Sxl into Re, then
there is one and only one D e <^̂ (ϋ?, Re) such that D^ζ) = /(£, i) for
all ζ G S and ie I. Moreoever, D converges (uniformly) if and only
if D converges (uniformly) on S.

LEMMA A [4, Lemma 1]. If S is a set of representatives in R
of a p-basis S for h and D e <%?(R, Re) is such that D^S) c M(tό) c
M, j ^ 1, then Dt(R) c M(q%) where

Qi = min {th + + td. I i ^ 1, j \ + + j t = i, and t0 = 0} .

Now suppose that D = {Dt} e 2ίf(R, Re). Then D extends uniquely
to D G Sίf(Re, Ke) where Ke is the quotient field of Re. Moreover,
De<%*(Re, Re) if and only if D(π)eRe, and if De£έ%(R, Re), then D
extends to D e <%re(R9, Re) if and only if D(π) converges. The extension
of each A in ΰ e §ίf(R, Re) to Re is given by:

/'(π)A(tf) = - A(/)(τr) - A, - B<

in which f'(π) is the ordinary derivative of f(x) evaluated at π9

( 1 5 ) D,(f)(π) -

2 P - 1

Σ $*,* in which
( 1 " 6 ) ^ " Diχ{ah)Dφc)- DihΛπ)* + !

for j = l,2,. ,fc + l
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and

(1.7) B<= Σ Dh(π)Dh(π) - . Dhp(π) .
O^ij<i for j=l,2,'",2p

We now prove a lemma which gives sufficient conditions for
extending D'e^c(Ry R2P) to a De^c(R2p, R2P).

LEMMA 1.1. Let Dr e SίfJJl, R2P) where R2P = R[π] and (1.1) is
the minimum polynomial of π. If for q > 2, ίfeerβ exist integers
n > 1 cmd m > 2p(w — 1) such that

(1.8) Dy(π) e Af(2) /or 0 < i < n

i(π) e M(q) for n ̂  j <2n - 1
(1 9)

[Dj(π) eM(q + 1) for 2n - 1 ̂  j < m
(1.10) Dj(ak) e M{q + 1 — 2p — k + V(f'(π))) for j ^ 2n —

and k = 1, 2, , 2p — 1 α^d wΛew j ^ m for k = 0 αiso, ίAβ^ unless
p = 3, # = 3, ami V(f'(π)) = 4p — 1, Σ A W converges and Σ£=2»-i A (π) e

1).

Proof. First we show by induction that Zλ, (π) e itf(# + 1) if j" ̂
m. Thus assume ^-(TΓ) e jfcf(p + 1) for all i such that 2^ — 1 < i < r
where r ̂  m > 2p(n — 1). From (1.10) it is immediate that Dr(f)(π) e
M(q + 1 + V(f (π))) since peM(2p). Considering Bri observe that
1̂ + ^2+ * + i2p = r > 2p{n — 1) implying that at least one index

in {i19 i2, , i2p) is greater than n — 1 and at least one other is Φ 0.
Thus each such term is in M(q + 2p). Moreover, each such term
appears a multiple of p times unless each distinct index appears a
multiple of p times so that the sum of these nonexceptional terms
is in M(Ap + q). Thus V(f\π)) ^ Ap — 1 implies that this sum is in
M(V(f\π)) + q + 1). In the exceptional case there are three possibili-
ties:

(1) iγ = 12 = - i2p = (r/2p) > (2p(n - l)/2p) = n - 1.
( 2) ΐj. = = ip and ΐp+1 = = i2p (relabeling subscripts if

necessary) where ix Φ ip+1, and i19 ip+1 Φ 0.
( 3 ) ΐ, = . . . = ip = (r/p) > (2p(n - l)/p) = 2(n - 1) and ip + 1 -

. . . = i2p = 0 (again relabeling subscripts if necessary).
Using (1.9), one checks that the terms in each of these cases are

in M(V(f\π)) + q + l). It follows that Br eM(V(f\π)) + q + 1). Now
considering Arf it is straightforward to check the values of the
terms to verify that pS*>r eM(V'(π)) + q + 1) except when s = p and
iλ < 2^ — 1. This case will follow if we can show that pSPtT e
M(V(f'(π)) + q + ΐ). Thus recall S*r is a sum of terms of the form
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DH{ap)Di2{n) Dip+ι(π). Now fix ix and observe that for a given set
of indices {i19 i2, , ip+1}, the sum of terms with this set of indices is
a multiple of p unless i2 — i3= =ip+1. In the nonexceptional case at
least one index is greater than n so that the sum of these terms to-
gether with the coefficient of p2 is in M(5p + q). When i a = i 8 = . . = i p + 1 ,
each index is greater than n so that each of these terms together
with the coefficient p is in M(pq + 2p). It follows that pS* r e
M(p + q)aM(V(f\π)) + q + 1) since q > 2 and p > 2. Thus for each
*, pStreM(V(f(π)) + ? + 1) so that AreM(V(f(π)) + q + 1). It
follows that Dr(π)eM(q + 1). It remains to show the convergence
of ΣΓ=o Dt(π). Thus, given i > 1 assume for some integer r^m that
j > r implies D5{π)eM(q + i). Since I? converges on R, it is clear
that this r may chosen so that Dό{ak) e M(V(f'(π)) + ΐ + q — 2p + 1).
Now letting r' = 2pr, one may check in a manner similar to that
given above, that for j > r ' Dά(π)eM(q + i + 1). It follows that
ΣA(?r) converges and ΣΓ=2»-i A W 6 Λf(g + 1).

LEMMA 1.2. // α0 6 /(α?) is such that α0 6 fcp, then for every positive
integer n there exists a prime element πn for which

πlp + p(vpn + π8

nwn) = 0

for some units v and wn in R2p.

Proof. For given n we multiply

(1.3) π2p + p(vp + πsw) = 0

through by vpn~p. Letting πn = πv{pn~ι~1)/% and wn be the product of
w and the remaining factors of v, the result follows.

Suppose now that aeH\Gi+1 so that a = e + π*a*9 where e is
the identity map and α* is an additive mapping on R2p for which
a*(M) c M. Then the mapping φ^a) induced on h by α* is a derivation
on fc. The mapping φ^.Hi—^ £&(h) is a homomorphism with kernel
G i + 1 and for a given a: 6 Ht\Gi+ι, φt(a) will hereinafter be denoted by δa.

Now suppose a{π) = ττ(l + τr*«) for some zeR2p. Apply a to (1.2)
to obtain

Γ / β
(1.11, s) + p\ ττi«*(%) + πs+ia*(w) + π*w Σ

L *
Σ ( ) π« 1 = 0.
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Apply a to (1.3) to obtan

2P I2p\ I2p"

(1.13, s) +p πs+ia*(w)

τtkizk + πs+ia*(w) ± I * ]τrfcV = 0 .
* \ fc / J

LEMMA 1.3. / / α e Ht\Gi+1 for i = 1, 2, , έfceπ δα(ΐt) = O, wfeβrβ
% is as m (1.2).

Proof. Consideration of the values of the terms in (1.11, s) shows
that cc*(u) 6 M since otherwise pπ*a*(u) would have unique minimum
value in (1.11, s). Thus δa(ΰ) = 0.

II* Proof of Theorem 1* It is known that for each i, φι{H^ is
a subgroup of the additive group of derivations on h, and we have
seen in Lemma 1.3 that if δ e φi{H%), then δ(ΰ) = <5(α0) = 0. It will
be sufficient then to show that we can find an automorphism in Hi\Gi+1

that will induce the desired derivation on h. We do this by consider-
ing several cases.

Case 1. i ^ 2 and 0 < s < p. Suppose δ e <£§%(/*>). It is known
[2, Theorem 1], that δ lifts to a de&(R) for which d(aQ)eM(2p) so
define a higher derivation E = {-EJJLo 6 SίfiR, R) as follows: For i =
1, 2, •••, p — 1, define Eό = d'/i! and for i ^ p , by Theorem A there
exist maps E5 such that E = {^} e <^(JR, JB).

We want to show that we can construct an aD 6 H\Gi+ι for i ^ 2
which will induce the given <5 6 £&(h). Thus, define Dj^π^Ej. Clearly,
D = {Dj}e<%l(Rf Rip). All that remains is to show that D(π) con-
verges. From (1.5) one sees that for j = 1, 2, , p — 1, D3(f)(π) e
M(2p + s + ij), and for i > p - 1, Dά(f)(π) e M(2p + ij), and it follows
that for j > 1, Dό{f)(π)lfr{π) e M(i + 2). The rest of this case will
be concerned then, with the convergence of (Aj + B/)/f\π). In con-
sidering Aj we will usually be concerned with the value of Sϊtj since
in most cases the term of minimum value will occur in S*3-. For
j = 1, A, = 0, J5i = 0, and D^π) e M(i + 1) c ikί(3), since ΐ ^ 2. Now
for r < j < p we suppose that Dr(π) 6ikί(ir + 1), and consider D5{π).
Inspection of (1.6) reveals that S*, e M(ij + s) so that A$- e M(2p +
ij + s) and A3-/f\π) e M(ij + 1). Since j < p, each term in Bά appears
a multiple of p times so that inspection of (1.7) reveals that Bά 6
M(4zp + ίi), and thus Bt/f'(π)eM(ij + 1). Hence, for j = 1, 2, ,
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p — 1, Dj(π) 6 M(ij + 1). For j = p, Ape M(2p + ip + s) by the same
analysis as used before so that Ap/f\π) eM(ip + l)c:M(i + 2). In
£„, the term Dx{nynp does not occur a multiple of p times, and this
is the only term which may not be in (4p + ip). But D^π) eM(i + 1)
so that D,(π)pπpeM(pi + 2p) which implies Bp eM(pi + 2p). Thus
BPlf'(π)eM{pi - p + 2) so that Dp(π)eM(ί + 2). Now suppose that
f or p < r < i < 2p, Dr(π) e M(i + 2). Then one checks that A3 /f(π) e
Λf(i + 2). Each term in I?,, again appears a multiple of p times so
that Bjjf'iπ) e M(i + 2). Thus D^π) 6 M(ί + 2) for p < j < 2p.

In A2P, observe that S*2p e M{s + 2% + 2), implying that A2vlf\π) e
lf(ΐ + 2). In jB2p the terms of minimum value are D^πf* e M(2pi + 2j>)
and D2(π)pπp e M(2pi + 2p); all other terms in JS2?) appear a multiple
of p times and it follows that B2P e M(2pi + 2p) and BJf\π) e M(i + 2).
Thus AP(π)eΛf(ΐ + 2).

From the definition of D, DS(R) (zM(ij). For 0 < k < s, D3 (ak) G
M(2p + ij) c f(π)M(i Λ-2 - 2p - k) for i ^ 3. If k ^ 8, jDy(αA) 6
M(ij) c Λf(F(/r(π)) + ΐ + 2 - 2p - k). Thus the hypotheses of Lemma
1.1 are satisfied for q = i + 1, n = 2, and m = 2p + 1, and D = {A}Γ=o
converges on R2p. Moreover, αfl = Σ A induces δ e ϋ%W since by
the construction A = TΓ^ and Dό(R2v) c M(i + 2) for j > 1. It follows
that f or 0 < s < p and i ^ 2,

2. ΐ ^ 3 and p < s < 2#>. In this case D = {Z)J is constructed
exactly as in Case 1. The hypotheses of Lemma 1.1 are satisfied for
q = iJΓ±?n = 2 and m = 2p + 1 since conditions (1.10) are the same
as in Case 1, and it follows that in this case Hi/Gι+1 =

Case 3. i — 2 and p < s < 2p — 2, p Φ 3. Again construct D as
in Case 1, and apply Lemma 1.1 using q = 3, n ~ 2, and m = 2p + 1
to see that D(π) converges. Thus for p < s < 2p — 2, p ^ 3,

Case 4. i = 1 and s < p — 1. Assume first that prime element
π has been chosen so that if u e hv, the v of (1.3) is a pth power.
Then α0 = cf + pc1 for some units c0 and ct in i2. If ΰ ί hp, then
choose S, a p-basis for k, so that ΰeS. Now let δ e ^0(Λ) and suppose
that δ lifts to de&(R). Since d e j£rQ(h), d(a0) eM(2p). For y =
1, 2, , p — 1 let Dj = πjdj/j[ so all the results in Case 1 hold for
these values of j , i.e., for i = 1, D/π) eΛf(i + 1) for 0 < j < p. At
this point we separate into several subcases.

Case 4(i). s<p — 2, p Φ 3. If S is a p-basis for ft, let S be a
set of representatives in R of S. Then for j ^ p define Zλ,- by letting
Dj(S) = 0 which implies that Dt(i2) c AfO") for j ^ p by Lemma A.
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One then checks that the hypotheses of Lemma 1.1 are satisfied when
q = 3, n = 2, and m = 2p + 1. Thus J9 = {DJ converges and aD =
ΣΓ=oA is in i?! and induces δ

Case 4(ii). s = p — 2, i = 1, and w e fc*. In this case observe

first t h a t for a given δ e ^(h), δ(w) = 0. Then lifting δtode 2f{fi\

d(ao)eM(2p), and d(as)eM(2p). Defining Dj = Λ " / ϋ for i = 1, 2,
• , p — 1 as before, Dά{π) e M(j + 2). For j ^ p define Zλ, by letting
D9{S) = 0. Then D,{R)<zM(j), and observe that D5(f){π) e M(2p + s + j)
for i ^ p, i.e. if ά0 e hp

f then D^α,,) = 0 for every j ^ p, and if
α0 6 Λp, then α0 = Co2'2 + pcγ from the first remarks so that A(α0) 6
Λf(2p + 1). In either case D3 (f)(π) e M(2p + s + i ) . It follows that
for all j ^ p, Dj(f)(π)/f'(π) e Λf(i + 1). In arguments that are routine
by now, BpeM(Ap) so that B9/f'(π)eM(4), and Ap/f'(π)eM(A).
Standard arguments also show that D3 (π) e Λf(4) for p < j ^ 2p so
that D(π) converges by Lemma 1.1 when q = 3, n — 2, and m = 2p + 1 .

4(iii). 8 = p — 2, i = 1, w & hp

f and it e hp. The construction
for a given δ e £P0(h) which lifts to d e <2f{β) is the same as before
for j = 1, 2, , p — 1, i.e., Zλ, = πjdJ'/j\ for these values of ji, so that
D3{π) e Mtf +1). Continuing, Ap e M{Zp + s) so that Ap/f'(π) e M(p +1).
Bp contains the term 2A(π)2)πp so the fact that D1(π)eM(2) implies
that Bp eM(βp). Choosing £ so that ap_2 = w eS define Dp to be such
that pDp(ap_2)πp-2 + Bp e M(3p + 1) and define Dp(S\ap-2) = 0. Then
Dp(f)(π) + Bp + Ape M(3p + 1) so that D^TΓ) 6 Λf(4). For i > p define
A(S) = 0 so that if j = pm + ft, 0 ^ fc < p, then from Lemma A,
A CB) c M(2m + k). We want to show that Ds(π) e M(4) for all j > p.
We do this by an induction. Thus suppose that Dr(π) e Λf(4) for all
r such that 2 < r < t. Then, Dt(f)(π) eM(2p + s + 4) so that
Dt(f)(π)/f'(π) e M(5). Next A, 6 M(2p + s + 4) so that At//'(τr) e Λf(5).
In showing that Bt/f'(π) e ikf(4) we need to consider two cases: (1)
pjft, (2) t = m^), m ^ 2. In case (1) each term of JÊ  occurs a multiple
of p times so that Bt e M(4p + 4) and BJf'iπ) 6 Λf(p + 6) c Λf(4). In
case (2) all terms appear a multiple of p times except for the following
three cases:

( i ) ix = ί2 = . . . = ip = (mp/p); ίp+1 = = ί2̂  = 0.
(ii) ^ = ί8 = -. . = ί2p = (mp/2p) so m = 2/ for some / ^ 1.

(iii) ii = ΐa = = iP = rjj iJ>+1 = = i2P = r2 where rx + r2 —
m, rx ^ r2, and rlf r2 ^ 0.

In (i), Dm(π)pπp e M(Ap); in (ii), Dt(π)2p e M(4p); and in (iii),
Drι(π)pDr2(π)p e M(5p). Thus Bmp e M(4p), and

3p + 3) = M{p + 3) .

Therefore Dt(π) e Λf(4). We now apply Lemma 1.1, taking q = 3 and
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n and m sufficiently large so that the hypotheses of the lemma are
satisfied.

Case 4(iv). p — 2^s<p or p<s <2p, i = 1, and ΰ & hp. Again
we begin the construction with a δ e l&0(h) so that δ that δ lifts to
a d e £2f{R) for which d(a0) e M(2p), and define Dd = πjdj/jl for 0< j < p *
From the previous case this implies that JD^TΓ) G Λf(i + 1) for 0 <
3 < p. As before, Ap e M{Zp + s) so that AJf'(π) e M(p + 1). J5P

contains 2D1(π)pπp eM(Zp) so choose S so that α o eS and define Dp to
be such that pDp(a0) + BpeM(2 + s + S), and define Dp(S\aQ) = 0.
Then JDP(Λ) c Λf(p) and J9p(ττ) e Λf(4). For p < j < 2p define JOy(S) - 0.
Routine calculation shows that Ds(π) e Af(4) for p < j < 2p. Bp e
M(4p) since it contains Dx(πf* e M(Ap) and D%(π)*π* eM(4p). If
s < 2p - 2, then define DS(S) - 0 for all j ^ p. If s = 2p - 2 or
2p — 1, define D2p(aQ) so that pDp(a0) + Bp e M(2p + s + 3), and
D2p(S\a0) = 0. For i > 2p define Z), (S) = 0. In either case D^JB) C
M(i), and A*Jf'(π) e AΓ(5). Also Dt9(f)(π) e M(Ap + s) so that A P W e
M(4). Thus apply Lemma 1.1, letting q = 3, w = 2, and m = 2p + 1̂
It follows that in all of the subcases considered in Case 4,

Case 5. s = p — 1, i = 1, ΰ e ^ and w $ hp. Recall that v in
equation (1.3) is such that vehp, so that for any δ e &(h), δ(v) = 0.
Thus in equation (1.13, p — 1), a*(v) eM, so that pulling out terms
of minimum value and simplifying, we have

2vpzp + wz — a*(w) — 0 mod π .

Thus any δeφx{H^) is such that

δ(w) =

for some z eh.
Since w ί fep choose a p-basis S for h which contains ap^ = w and

choose S to contain ap^. Let δ e &(h) be any derivation such that
δ(w) = io(2/y2)α3> + wα). We want to show that there exists an aD eHx

which induces δ. So suppose δ lifts to dfe^(R). Then define d 6 i?
by setting d(ξ) = d'(ί) for every ί G S^α^-J and setting d(aP-ύ = αp-!
α where α is a representative for some given a eh. Let Dj. = πd.
Observation of (1.4) shows that D^π) = π2αmodττ3. For j = 2, •••,
p - 1 define D/S) - 0. Then DjfflczMU) and Dό{π)eM{j + 1) for
i = 1, 2, , p — 1. In checking the pth map in D = {Zλ,} observe
that S*^! eikf(s + p) so that Ap eM{Zp + s) and Ap/f'(π)eM(p + 1).
Also note that every term in Bp except the term D^πyπ* e M{Zp)
appears a multiple of p times so that except for this term, Bp e
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Λf(4p). Now define Dp by letting Dp(ap^) be such that pπp~ιDp{ap^ +
Bp e M(Sp + 2) and Dp(ξ) = 0 for every £ 6 iSVία^J. Then Z>p(jβ) c Af
and ΰ ^ ) 6 l ( 4 ) . For j > p define Zλ,-(S) = 0. Observe that if j =
rp + &, where 0 <; & < p, then by Lemma A, D3 (R) c M(r + A?) so
that D 6 £%f%(R, R2P). To prove that JD(TΓ) converges we use an induction
like that used in the proof of Case 4(iii) to show that for all j ^ p,
Dά(π)eM(4). Then we apply Lemma 1.1 with q = 3 and m and n
sufficiently large so that conditions (1.9) and (1.10) are satisfied.

Note that in this construction A(α?>-i) = aap^π and that in defining
Dp, we choose Dp(ap_x) so that pπp-ιDp{ap^) + BpeM(Zp + 2). The

term of least value in Bp is (^ξ\Dι{π)pπp = 2apπZp. Thus pπ^D^w) +

2α^3ί> 6 Λf(3p + 2), and since p Ξ ~v~pπ2p (modlί(3p - 1)), Dp(ap^) Ξ
2αP/ι;p7Γ mod π2. For j Φ 1, pDy(α_pl) = 0 by definition, so that for
&D = ΣΓ=o A > P(α*(α*-i)) = ί>(α^ + 2αί)i;p), and aD induces δ.

Case 6. s = p — 1, i = 1, ϋehp, and w 6 hp. This case is the
same as the previous one except that ap^ = w ehp. Thus for every
δ 6 &(h), δ(w) = 0, so suppose δe&(h). δ lifts to a de^(R)
such that d(α0) e Jbf(2j>) and dίαp-J e M(2p). For j = 1, 2, , p — 1
define Zλ, = π^ '/ i ! and for i > p - 1 define Dd(S) = 0. It is straight-
forward to verify that D = {Dy} 6 ̂ fc{,R2pR2p) and that a^ = Σ"= o Dy 6
H\G2. It follows that every δ e£&(h) is induced by an α 6 i?! so that
HJG2 =

Case 7. p < s < 2p — 2, p =£ 3, i = 1, ΰ e hp. Observation of (1.13, s)
reveals that since vehp, a*(w) e Af. It follows then that if δ eφ^H^,
δ(w) = δ(άp^) = 0, or φ^HJci^ih).

Now let δ 6 ̂ Ί(A). Lifting δ to d 6 &r(R) and letting JD,- = πjdj/j\
ΐor i = 1, 2, , p - 1, Zλ, (i2) c Λf(i), and D^TΓ) e Af(i + 2). For i ^ p
define Όά by letting Dj(S) — 0, and it follows by Lemma A that
Dό{R) c Λf(i) for all values of j . The argument that D(π) converges
is standard and will be omitted, except to note that D^π) e Af(4) for
2 < j ^ 2p so we can show convergence using Lemma 1.1 with q — 3,
n = 2, and m = 2p + 1. It follows that the α^ = Σ A obtained
induces the given <? e ^Ί(Λ) so that HJG2 = ^(A) in this case.

Case 8. s = 2p — 2, i = 1, and ΰ e fep. As before, assume that
for a 6 H\G2f a{π) = π(l + TΓ̂ ) and that v e fep. It follows that a*(v) e
M. Further, consideration of the values of the terms in (1.13, 2p — 2)
reveals that a*(v)eM implies that zeM. It follows that a*(w)eM
and, as a result, if δ e ^(iϊi), then δ(w) = 0. We will show that
Φ^H,) = ^ (ft), (recalling that if ^ e fep, ̂ ( λ ) = ^(Λ)) by constructing
a derivation automorphism that induces δ. Thus suppose δ 6
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Lifting δ to d e &{R) and letting Dά = πjdj/jl for j = 1, 2, , p - 1
one may check that Dd(R) c Λf(i) and A (τr) e Mtf + 2). At this point
we separate into several subcases.

Case 8(i). If w £hp, we choose a p-basis S for ft to contain w.
Letting S be a set of representatives of S, define Dp by letting Dp{w)
be such that Dp(π) e M(Ap + 1) and Dp(S\{w}) = 0. For i > p define
Dj by letting Iλ, (S) = 0. Observe that DP{R) c Λf(2) so that by Lemma
A D = {Di} e Jg^(Λ, jβap). One may then check that D(π) converges
using Lemma 1.1, with n = (p + 3)/2, m = p2 + p, and ^ = 3.

Case 8(ii) w0 e /ιp and Wj, e fep where we specialize (1.3) by writing

7?p + ί9(vp + π2p~2w0 + π^-'w,) = 0 .

Note that ^0 = 21; = α2p_2 and w1 — α2p_i One may check that in this
case D5(π) e ikf(i + 3) f or j = 1, 2, , p - 1. For i ^ j>, define Dy(S) =
0. It is routine to verify by standard arguments that D = {Dj}
converges in this case.

Case 8(iii). w0 ehp and wιίh
p. We choose a p-basis for ft to

include w1 and define Dp by letting JDP(W) be such that Dp(π) e Λf(4)
and Z>P(JS\{W}) = 0. For j > p, define J5y by DS(S) = 0. Observe that
by Lemma A, DfcJ)(i2) c Λf(fc) and for i = kp + ,̂ 0 < /< p, D, (R) c
M(k + / ) . Thus Deβ£%(R, R2P). Using Lemma 1.1, it is routine to
verify that D = {Di} converges by taking q = 3, n — 2p, and m =

- 1) + 1.

Case 9(i). s = 2p — 1, i = 1, ΰ e hp

9 and w £ hp. From (1.13, 2p — 1)
it is apparent that z is not a unit. Thus letting z = TΓ?/, the fact
that minimum value terms must be congruent implies that a*(w) =
2pvpyp (mod π). To show that φ^H,) ̂  ^ W , it will suffice to show
that we can construct an aD e H\G2 for which φt(aD)(w) = p(2pvpbp)
for any given bp e ftp. Thus let d e &(h) be such that δ(w) = 0. We
assume that α2ί,_! e S so that a2p-t = w eS. Then 8 lifts to a d' e
^ ( β ) and we define d e 3f{E) by letting d(ζ) = d'(ξ) for all ζ e ^{α^.J,
and we define d(a2p^) = %2balp^.

Thus the derivation in 2f{Jn) induced by d and df agree on S so
they are equal. For j = 1, 2, , p — 1 define Zλ, = πjdj/jl, and one
may verify that ACR) c M(j) and Dy(π) 6 ikf(i + 2). In particular
D^π) Ξ 7T36(mod ττ4). Now note that Bp contains the term 2bpπip and
that all other terms in Ap and Bp have higher value. Thus define
Dp(a2p^) to be such that Dp(f)(π) + Bp e M(Ap + 2) and define
Dp(iS\αap_1) = 0. It follows that Dp(a2p^) = 2pbpvpπ (mod M{2)), Dp(π) e
AΓ(4), and Dp(R)c:M.
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For j > p define Ώ5 by D5{S) = 0. Then if j = mp + k, 0 <> k <
p, Dj(R) c M(m + k). This clearly converges on R2P by an induction
argument similar to that used in Case 4(iii) and Lemma 1.1. Moreover,
#*(&2?>-i) Ξ apbpvp (mod π) so that aD induces a derivation of the desired
kind. It follows that HJG2 = ϋ%(ft) in this case.

Case 9(ii). Same as 9(i) except a2p^ e hp. In this case π satisfied
equation (1.4) in which ίϋoehp. Applying a to (1.4) and considering
values as before, δa(w) — 0, i.e., δa e £&h(h). Recalling that ao — co + pclf

δ 6 SfJJri) implies that δic,) = 0. Lifting δ to a d e &(E), observe
that since wί = c19 and v ehp, d(a0) e Λf(4p), and since ^ e ^ ,
^ ( α ^ ) eM(2p). Thus letting iλ, = 7Γ'#'/i! for j = 1, 2, • , p - 1,
Uy(π) e Λf(i + 3) and D,{R)<zM(j). For i ^ p define Dy(iS) = 0 so
that D5{R)c:MU) for all i and D = {Dό} e ^(R, R2p). The standard
arguments show that D(π) also converges so that aD — ΣΓ=o A ί s

an automorphism in H\G2 which induces the given δ. It follows
that HJG2 s

10. i = 2, s = 22? — 2, and ίE e hp. This case is analogous
to Cases 5 and 6. Note that the terms of minimum value in (1.13,
2p — 2) when i = 2 are such that

p(2vpzp + 2wz - a*(w)) = 0 .

Thus if δeφ2(H2), then

g(w) = p(2vpap

for some α e i The analysis from here on is exactly analogous to
that of HJG2 when s = p — 1 except that we replace &2{h) with

), i,e., if w gfep then iϊ2/G3 = ^i(fe), and if w e/^, then iϊ2/G3 ^

Case 11. i = 2, s = 2p — 1, and ΰ 6 fep. Observation of the values
of successive terms in (1.13, 2p — 1) when % — 2 reveals that z cannot
be a unit. Moreover, since vehp, a*(w) eM. Thus ψ2: H2 —> ^(h).
As usual we show that ψ2 is surjective by constructing a higher
derivation automorphism.

Let δ e ^(h) so that δ(w) = δ{a2p^) = 0. This δ lifts to d 6
&(R), and, as before, define Dά — π2jdj/j\ for j — 1, 2, , p — 1.
Then the usual calculation shows that JD^JR) c M(2j) and Di(ττ) 6
M(2i + 2) for these values. This means that Dt(π) e Λf(4) so the
minimum value term in BP, D1(π)pπp

f is in M(5p). For j ^ ^, we
define Dj by letting D^S) = 0 and the usual calculation shows that
ΰ is a convergent higher derivation. It follows that φ2: H2

is surjective and that in this case H2/G3 ~
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Case 12. i — 2, s = 2p — 2 or 2p — 1, and ΰ £ hp. As bef ore,
assume that n = a0 e S. Let δ e £2r(h) be such that δ(a0) — 0. 3 lifts
to a de^(R) for which d(α0) eΛf(2j>). Define D3 = π2jdj/j\ for i =
1, 2, , p ~ 1. Then D5{R) c M(2i) and A (ττ) 6 M(2j + 1) for these
values of j . Observe that Bp contains the term D^πYπ9 e Λf(4p) which
does not appear a multiple of p times. Thus define Dv by letting
Dp(a0) be such that pDp(aQ) + Bp e M(2p + s + 3), and define Dp(S\a0) =
0. Then Dp(R)aM(p) and routine calculation shows that Dp(π)e
Λf(4) Now for i > p, define Zλ, (S) = 0, and by standard arguments,
D = {Dj} converges. Thus in this case H2/G3 = &Q(h).

To complete the proof of the theorem we need to consider the
ramification groups that occur when s = p and s — 2p. One may
verify that they are obtained by same procedures as have been used
in the previous cases. Only two deserve special mention.

Case 13. s = 2p, i = 3, ΰ e hv, w ί hp, and p = 3. In this case
routine calculation reveals that for any a e iί3\G4 δa(w) = p(2vpz—2v2pzp)
for some z e h. To show that φ^Hz) maps onto &JJι) one uses a
construction similar to that used in Case 5.

Case 14c s — p, ύ, w e hp. In this case we prove

LEMMA 2.1. Suppose s — p, ϋ, id e hp. Then the factors HJGί+1

are as given when s = a and aσ assumes the role of as.

Proof. For the conditions stated % has the property that

π2ί) + p{yl + wpπp + yjia) = 0

for some units vίf w19 and yx. Since we are assuming a p-basis for
h is nonempty we can choose a prime element π such that vλe R and
v1 $ hp. Also, we choose S to include vx. We construct an inertial
embedding of R into R2P by defining a higher derivation D — {Dά}
on R as follows. Let D^v,) = πw19 A(S\W) = 0, and D,{S) = 0 for
i > 1. Then D e ^l(Rf R2P) and ^ = Σ"=o Dk is the desired inertial
embedding. Let Rf = /3(i2) and note that

i f + w{πp = (^ + w ^ ) p (mod Λf (2p)) .

Letting i; = (vι + w^) and y = yλ — [(v1 + TΓWJ2' — vp — wpπp]/πσ then
τr2ί? + p(vp + /̂τrσ) — 0. Then π satisfies an Eisenstein polynomial over
R' of degree 2p in which s = σ. The conclusion follows.

To complete the proof of the theorem we note that if ΰ e hp,
and if wehp,
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III* Galois theory. In this section we characterize wildly ramified
normal extensions of degree qp, for q < p. We let Rq denote a tamely
ramified extension of degree q so that if 7 is a prime element for
Rq, Rq = R[Ύ] Moreover, from [12, Theorem 3-4-3] we may choose
a 7 which satisfies the Eisenstein equation

(3.1) xq + py = 0

in R[x]. Further, assume that π is a prime element for Rpq so that
Rqp = Rq[π], and that the minimum polynomial of Rpq over Rq is

(3.2) g(x) = x* + 7 Σ ^

Also Γ(Re/R) will always denote the Galois group of i?€ over R.
For convenience we state the following well known lemmas:

LEMMA 3.1. Let aeΓ(RJR). If aeHi9 then aeGi+1.

LEMMA 3.2. Rq is a Galois extension of R if and only ifh eon-
tains a primitive qth root of unity. Moreover, if ae Γ(RJR),
a(y) — θy where θ is a qth. root of unity in R.

Let t* denote the residue of t modulo p — 1, 0 ^ ί* < p — 1, and
let [ ] denote the greatest integer function. We restate the theorem
from [1] with some notational modifications.

THEOREM 4. Suppose Rpq, Rq, and R are as above; let tp =
min{F(&ί)|ΐ = 1, 2, , p — 1}, and let j be the least positive integer
i such that V(b%) = tp. If bx = = bp^ — 0, set t = + ^ and j — 1.
Then necessary and sufficient condition for RPJRq to be normal are:

Case 1. t < q
(a) i = p - l - t *
(b) p(-iδi/(7'(-δo)t+1)) has a (p - l)th root.

Case 2. ί ^ g
(c) q = r(p — 1), r α^ arbitrary, positive integer, and
(d) p( — Ίqlp) has a (p — l)th rooί.

Moreover, the nontrivial Galois automorphisms of Rpq/Rq are in Gn\Hn

where

n = {t + 2 + [t/p — 1] iw Case 1, rp + 1 m Case 2} .

LEMMA 3.3. Let ae Γ(RqjR) and let θ and ξ be representatives
of <?th roots of unity in h such that θp == ξ (modilf). If a(τ) = {7,

i/ a extends to Rpq, a(π) = θπ (mod M(2)).
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Proof. From Lemma 3.2 α(τ) = £7. If a extends to Rpq, then
a(π) = π(l + z). Also recall that aeGi for some i ^ 1. But π satisfies
an equation πp + yut = 0 for some unit %x so that by applying a to
this equation we obtain the equation

(3.3) πp Σ ( ? V + 7w2(f - 1) + 7π<α*(tt1) = 0 .

Inspection of (3.3) reveals that z must be a unit, for otherwise
Ύu^ζ — 1) would have unique minimum value. It follows that

πpzp + Ύuάξ - 1) = 0 (mod M(p + 1)) .

Thus zp = p(ξ — 1) so that z = Θ — 1 (mod π) and as a result a(π) =
tf r (mod Λf(2)).

It is clear from this lemma that any nontrivial a! e Γ(Rq/R) that
extends to Rpq extends to an aeG\H^

We conclude this section on Galois theory with

THEOREM 5. Let f(x) = xpq + p Σ ? ^ 1 <**&* be the minimum polyno-
mial of RpqjR, and let s be as defined in §1. Then Rpq/R is Galois
if and only if h contains a primitive gth root of unity and one of
the sets of conditions below is satisfied:

when s < pq

(a) s — n{p — 1) for some n — 1, 2, , q

(c) αs+1, , anp-1eM(2p) whenever s + 1 ̂  np — 1,

(d) for a primitive qth root of unity θ in R, the equation

xp - p(ass/aoq)x - p(anp(θnp - l)/aoq) = 0

has a solution)

when s = pq

(e) q = p — 1 αm£

(f) /or a primitive qth root of unity θ in R the equation

xp - ρ(l/ao)x + ρ(ap(θp - l)lpalq) = 0

has a solution in h.

Proof. The method of proof is similar to that of Theorem 4.
Assuming that Rpq/R is Galois, we apply an ae Γ{RPJR) to f(π) = 0
and observe that the given conditions are necessary. To prove they
are sufficient, we use the conditions to construct all the roots of f{x)
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in much the same way as in the proof of Theorem 4. Thus, suppose
RpqjR is Galois. Then RJR is Galois so that by Lemma 3.2 h contains
the qth roots of unity. Now let θ be the unique multiplicative
representative in R of a primitive qth root of unity θ in h. Lemmas
3.2 and 3.3 imply that the action of a on π will be of the form
a(π) = π(θ + zπn) for some unit z and some integer n > 0. Using
the fact that f(a(π)) — 0, some straightforward manipulation yields:

Vq [Ύ)θ\ PV — 1

πvq Σ , <?"-W* + v Σ a&\P - 1)
* = i \ A; / <=i

(3.4)

Suppose first that s < pg. Since jβM/i2 is Galois, the fact that (3.4)
holds for a primitive qth root implies that it must hold for every
qth root of unity θx. In particular it must hold when θί = 1 in which
case the middle sum vanishes. Since s < pq, the value of the last
sum is less than 2pq + n so the term of index k = p in the first sum
has minimal value. It follows that s = n(p — 1) so that (a) is neces-
sary. Note that s = w(p — 1) implies that n<p. Conversely, if n<p9

inspection of (3.4) reveals that s < pq. Thus for future reference
we note that s < pq if and only if n < p.

Recalling the definition of s and that (3.4) must hold for every
gth root of unity θί9 pasπ

s(θi — 1) will be a term of unique minimum
value in (3.4) unless (θί — 1) 6 M for every qth root of unity θ^ Thus
q\s. Similarly αβ+1, , αn3,_1eΛί(2j>) so (b) and (c) are necessary.
Simplification of the residues of the minimum value terms in (3.4)
leads to the equation

(3.5) x" - p(ass/aoq)x - p(a%p(0*> - l)/aQq) - 0

in which z = θx. Thus (d) is necessary.
Suppose now that s — pq. As before the middle term of (3.4)

vanishes when 0 = 1. Equating the values of terms of minimum
value yields n = pq/(p — 1). It follows that n = p and q = p — 1 so
that (e) is necessary. The equation in Λ resulting from the fact
that the sum of the minimum value terms in (3.4) must be congruent
mod M(2pq + n -f 1) is (/) were z = θx. Thus conditions II are neces-
sary when s = pq.

To prove the sufficiency, we construct the roots by induction in
a manner similiar to that used in in the proof of Theorem 4. If we
assume conditions I of theorem and if for a given qth root of unity
θ, we let e1 be a representative in Rpq of a root of (d), then the first
approximation for a root of f(x) is π(θ + πX), and one may verify
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that f[π(θ + ife^eMipq + np+ 1). As before, assume that we
have chosen e2, e3, , em so that, for λm = θ + πne1 + πn+1e2 + +

πn+m-ie^ f(πχm)eM(pq + np + m). We then show that for λTO+1 =
λm + πn+mem+ι, we can choose an eTO+1 for which /(ττλm+ι) 6 M{pq + np +
m + 1). Thus by induction for a given primitive qth root of unity
θ we can construct a root of fix). It follows that we can construct
a root of f(x) for every gth root of unity θlf including θι = 1.
Moreover (d) must have a solution for every gth root of unity θ1 so
that when θ1 = 1, the equation

(3.6) x*-1 - ρ(ass/aoq) = 0

must have a solution. If f denotes a solution for (3.6) and ^"denotes
a solution for

(3.7, θ,) x» - p{assja,q)x - p(anp(θϊ* - l)/aQq) = 0

for a given gth root of unity θu then one may verify that a complete
set of solutions for (3.7, 0J is given by {̂ " + rξ\r = 0, 1, 2, , p — 1}.
It follows that Rpq contains p roots of f(x) for each qth root of unity
θx and from their construction it is clear that each is distinct. The-
refore we have constructed pq roots of f(x), so that Rpq/R is Galois
and conditions (I) are sufficient. Conditions (II) also imply that Rpq/R
is Galois in much the same manner as conditions (I). The main
difference is that the first approximation for a root of f(x) is given
by π(θ + e{Kp), where ex is a representative of a solution of (/).

IV* Proofs of Theorems 2 and 3* Now that the location of
the Galois groups in the ramification sequence has been determined,
we can prove Theorems 2 and 3.

First, for i > 1 and a e Gif we define ψi(a) to be the residue in
h of (a(π) — π)/π*. Then one may verify that ψt: Gi -» h is a homo-
morphism of Gi into h+, the additive group of h, with kernel Hi.
With this observation the proof of Theorem 2 follows from a sequence
of lemmas.

LEMMA 4.1. Let i > 1 and u g hp. Then for every a e h+, a Φ 0,
there exists an ae G\Hi for which ψi(a) — a.

Proof. Let a eR2P be a representative of a eh. We prove this
as lemma well as several of the following ones by constructing a con-
vergent higher derivation D = {Dj} such that D^π) = πιa and 2?, (τr) e
M(i + 1) for all j > 1. Then for aD = Σ A, ?h(tfz>) = ά. Thus let
S be a p-basis for fe that includes ύ = α0, and choose S c i?2ί) to be
a set of representatives of S such [that α0 e S. Suppose now that
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s Φ p and define A(α0) = -/'(aOπ'α/p and Dt(S[{a0}) = 0. For j =
2, , p - 1, define D,(S) = 0. Then A(#) aM(V(f'(π)) + i - 2p)
and by Lemma A Dβ(R)c:M(V(fr(πy) + i i — 2pi). Moreover A(π) =
ττ*α and Dό(π) e ikf(ί i + 1). At this point we separate into several
cases.

p

Case 1. s Φ p and i = 2. The term of minimum value in Ap + B
is 2D1(π)pπp eΛf(3p). If 8 ^ p - 3, define DS(S) = 0 for i ^ p. If
p - 3 < 8 ̂  2pf define A>(S\{α0}) = 0 and Dp(a0) such that Dp(f)(π) +
Ap + BpeM(2p + s + 3). Then in either case, Dp(R)dM(p) and
2?p(π) e M(4). Define X>, (S) = 0 f or p < j < 2p and if p - 3 < s < p
or p < s < p - 2 define Dd(S) = 0 for j ^ 2p. Since the term of
minimum value in A2P + B2P is D1(π)2p e Λf(4p), for 2#> — 2 <£ s ^ 2p,
define D2p(S\{aQ}) = 0 and AP(OO) such that D2p(f)(π) + ΛP + AP e
Λί(2p + 8 + 4), and for j > 2p define Dά(S) = 0. Now observe that
Ap( B)cΛf(2p) so that if i = mp + r for 0 5g r < p, from Lemma A,
A CR) c M(mp + 2r). Thus J5 = {D,} e SsfJJR, R2P), and it is routine
to verify that D3 (π)eM(&) for p<j^2p so that Lemma 1.1 implies
convergence of D by taking q = 3, n = 2, and m = 2p + 1.

2. s ^ p and i > 2. Again the term of minimum value in
Ap + Bp is 2A(π)pτrp 6 M{pi + p). If 0 < 8 < 2p - 2, define DS(S) = 0
for i ^ p. Then A(^) c Λf(ϋ) and A(^) e Λf(ί + 1) f o r P ^ J ^ 2p
Thus J9 converges by Lemma 1.1 by taking g = ί, n = 2, and m =
2p + 1. If 2p - 2 ^ 8 ^ 2p, define A(S\{α0}) = 0 and Dp(aQ) such that
DP(f)(π) + Ap + BpeM(2p + s + i). Then Dp(R)cM(p) and A,(ττ) 6
Λί(i + 1). For j > p define A(^) — 0 so that for j = mp + r for
0 ^ r < p, A(-K) c Λf(^p + ri). Clearly D = {Dό} e £έfc(R, R2P) and for
p < j ^ 2p, Dά(π) eM(i + 1). Then D(ττ) converges by Lemma 1.1,
taking q ~ i, n — 2, and m = 2p + 1.

Case 3. i > 1 and s = p. Let σ be the least positive integer
greater than p for which ασ is a unit, or if ap+lf •••, α2p_ιeΛf(2p),
let cr — 2p. Then the construction of the convergent higher derivation
is the same as in the previous two cases if we let σ assume the role
of s. To prove this we need to show that the fact that s = p does
not interfere with the convergence of those constructions. To do
this, first observe that if ap e hp, then we can choose a prime element
such that ap = 1 + pcp for some cpeR, i.e., apekp implies that ap =
d? + pd2 for some dlf d2 e R. Then let TΓ' = πdz1 be a new prime
element so that if x2p + p Σϊ^o1 ̂ ί̂ * ίs the minimum polynomial of
π'f then α̂  = 1 + pcp where cp = dadrp» and p(aQd~2p) $ hp. Thus we
assume that we have chosen a prime element of this form so that
ap = 1 +• pcp for some cp. It follows that for every j ,
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V(πpDs(a)). If ap £ hp and α0 and ap are p-dependent, it is clear that
for every j , V(Ds(a0)) < V(πpDj(ap)). If dp g hp, and α0 and ap are
p-independent, then we choose S to include ap as well as α0. From
our construction, then Dά(ap) — 0 for every j . Thus F(Zλ, (α0)) <
F ί π ^ ία,)) so that in any of these cases V(Dό(f)(π)) is independent
of ViDjίcbp)), and the fact that s = p does not interfere with the
convergence of the constructions.

In all of these constructions, for a given i > 1, we have a, D —
{Dj} such that Dx(π) = πια and Iλ, (π) 6 Λf(i + 1) for j > 1. It follows
that for αD = Σ 2?y, ^ ί (a^) = α. Thus α2)€G<\fl<. But from the
construction α f l (α) — α 6 M(i) for every αeR, so that αD e G\HU

completing the proof of the lemma.

LEMMA 4.2. Lei ΐ > 1 ami î  £ hp. For fa as described above,
fa(G<) ~ GtIHt = h+.

Proof. As noted above, for a given prime element π, ψt: Gt-*h+

is clearly a homomorphism into h+ with kernel H^ By Lemma 4.1,
fa: Gt -> h+ is surjective. Thus fa{Gt) = h+ and G,/^ ^ A+.

Before going further we need to observe a few facts about the
relationship between (1.1) and (3.2). Let bt = boi + buy with 60i, bH e i2.
Then denoting the conjugate of a e R2 by conj(α), conj (6J = δoi — 76X<,
and letting conj (g(x)) denote the conjugate polynomial of g{x), f(x) =
g(x)(conj g(x)). Then by using 72 = —py from (3.1) one may obtain
the following relationships among the coefficients:

(4.1, 0) α 0 = yb2

00 + pyΨ10

(4.1, i) at = y Σ 6oi&oA + Λ> Σ 61/61* for 0 < i < p
it ki j+k i

a, = -2yblm + 1/ Σ 60i60Λ + Σ
(4.1, l) i.fĉ p ό,kψp

for p^i = m-\-p<2p and m — 0, 1, , p — 1 .

With these notation conventions we prove

LEMMA 4.3. Let t = min {Vφ /̂p \ ί = 1, 2, , p — 1} α^d Zβί j
be the least positive integer such that V(bό) = tp. Then

( i ) 0 < 8 < p if and only ift = Oif and only if j = s.

( i i ) s = p if and only i f t ^ l and b10 is a unit.

(iϋ) P ^ 8 < 2p if and only if t = 1 if and only ifj — m where

s — p + m.

Proof. Proving (i) first, observe from (4.1) that for 0 < s < p



THE FACTORS OF THE RAMIFICATION SEQUENCE 81

(4.1, s) as = 2ybQ0b0s + y Σ δoΛ* + tp Σ blmb11c .

It follows that t — 0, since if all of the 60«> i = 1, 2, f p — 1 were
nonunits, αβ would be a nonunit. Conversely, if t = 0, δOi is a unit,
which implies that % is a unit. Thus s ^ j by definition of s and
it follows that 0 < s<p since 0<j<p. Moreover, if s<i, (4.1, s)
for 0 < s < p shows as would not be a unit. Thus j = s, and the
proof of (i) is complete when we observe that if j = s, then 0 < s < p
by definition of i .

Statement (ii) follows from (i) and the equation

(4.1, p) ap = -2yb1Q + y Σ hAk + y2p Σ_ blnblk.
n,ίcΦp n,kΦp

To prove (iii) we consider for p < s <

(4.1, s) Σ

and observe that 0 < m < p. Thus if p < s < 2p, δ l w is a unit since
(i) implies that for p < s < 2p, the δoί, i = 1, 2, , p — 1, are all non-
units. Conversely, if t = 1, δ u is a unit, which implies that α ^ is
a unit. Arguing as before, (iii) follows.

Suppose now that ύ = aoehp. Then π has the property π2p +
p(vp + wπ8) = 0 for some v, w e R2P, and suppose that s Φ p. If a e
G\Hi9 a(π) = π + π*z for some unit z. Applying a to the above
equation and simplifying, we obtain

Σ τ r 2 ; = 0 .

LEMMA 4.4. // i > 1, aQ e hp, and s Φ p, then Gt Φ Ht if and
only is R2P/R2 if Galois, and in this case GJHi is the group of order p.

Proof. Considering successive values for i in (4.2) and equating
the values of the terms of minimum value, we have the following
cases:

i = 2. Then 2p + s + 1 = 3p implying that s = p — 1. Moreover,
the terms of minimum value are congruent mod M{Zp + 1) and since
aQ — vp, άp_x = w and π2p = —pa0 (mod Λf(2p + 1)) this congruence implies
that

z'~ι - ρ(ap^(p - l)/2α0) .
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Thus a 6 G\H2 implies that ρ(ap^(p — l)/α0) has a (p — l)th root. By
Lemma 4.3, s = p — 1 implies that £ = 0 and j = p — 1. Also sub-
stituting for the α* from (4.1, i), and observing that 6OJ,βl — fc^ and
&oo = 5*01 we have that

tfα^p - l)/2oo) = ^((6,-^p - l)/60))

so that conditions (a) and (b) of Theorem 4 are satisfied. It follows
that a is a Galois map.

i = 3. Then 2p + * + 2 = 4p so that s = 2p - 2. It follows
from Lemma 4.3 that t — 1 and j — p — 2. The minimum value
terms are congruent mod Af(4p + 1) which leads to

z*-1 = P(a2p.2(2p - 2)/2α0) ,

implying that p(a2p^2(2p — 2)/2α0) has a (p — l)th root. Observe now,
that t = 1 and i = p — 2 imply that 62)_2 = pc + Ύbup_2 for some c 6 J?
and where δltP_2 is a unit. Thus 61>2,_2 = p(bp-2/y). It follows from
(4.1, i) that

p(a2p-2(2p - 2)/2α0) - p(-bp^2(p - 2)/7(-60)
2)

has a (p — l)th root so that (a) and (b) of Theorem 4 are satisfied.
Thus if a 6 G3\H3, a is a Galois map.

ί — 4. Then p = 3 and s = 2p which means that aύ e M(2p) for
i = 1, 2, , 2p — 1. Also, as before, this implies that p(a0z

2 — 1) =
0 or that

(4.3) V - pdloo)

But p(aQ) = jθ(i/δo) so that (4.3) implies that y has a square root. It
follows that we have the second case of Theorem 4 and that a is
a Galois automorphism.

i > 4. Then Gt = if* since otherwise πZp( Tλπ^z would have
unique minimum value in (4.2). Thus every aeG\Hi is a Galois
automorphism, and if G* Φ Hif GJHi has order p.

LEMMA 4.5. Let i>lfάoehp and s = p, and suppose apehp.
Then Gt Φ Hi if and only if R2p/R2 is Galois. If R2P/R2 is Galois,
then GJHi has order p.

Proof. Recall from the discussion in Case 3 of the proof of
Lemma 4.1, that in the case under construction, we can choose the
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prime element so that ap = 1 + pcp. Assuming this, then π has the
property

(4.4) π2p + p(vp + πp + πσw) = 0 ,

for some units v and w in R2p. In case cr = 2p, we alter w to obtain

(4.5) π2p + p(vp + τrp + pw') = 0 ,

for units v and w' in JR2P. NOW let a e G^lf, so that a(π) — π + π*z
for some unit z. Applying a to (4.4) and simplifying, we obtain

*=i \ k j \jo-i\k

(4.6) + πp Σ I Iπ*1*"1^* +
* V AJ /

+ (w + π4α*(w))π*Σ ί ̂  j ^ ' " 1 ^ * j - 0 .

In an analysis similar to that of Lemma 4.4, one finds that i = 2
implies that G2 = iϊ2 and that i = 3 implies that σ = 2p — 2 and that
g*-1 = p(wσ/2vp). But tί; = ασ, Ψ = αG and σ = — 2. Thus from the re-
lations (4.1,2p-2) and Lemma 4.3 it follows that p(-bp-2(p-2)/(7(-bQ)2)
has a (p — l)th root and that j — p — 2 so that the first set of
conditions of Theorem 4 is satisfied since F^-a/T) = 0. When i = 4
we find that σ = 2p and p = 3, so applying a to (4.5) and using the
fact that the minimum value terms must be in M(βp + 1), it follows
that

so that p — 3 implies that y has a square root. Thus the second set
of conditions of Theorem 4 is satisfied. The same sort of analysis
shows that if i > 4, G< = H^ Therefore, in this case if G4 Φ Hi9 R2P/R2

is Galois and GJHi is the group of order p. The converse follows
from the fact that the Galois maps are always in G\Hi for some i.

LEMMA 4.6. Let i > 1, α0 e hp, s = j>, αm£ α^ g fe2". Γfcβ^ G2 = iϊ2

π^(G,) = GJfl* ~ h+ for i > 2.

Proof. For a e G2\H2, one finds that applying a to (1.3) with
* = p yields an equation having a term of unique minimum value
which is impossible. Thus G2 = H2.

Suppose now that i > 2 and σ is as defined in Case 3 of the proof
of Lemma 4.1. Then one can verify that V{f\π)) = 2p + <τ — 1. Also,
we choose S to include ap. ψt: G* —• h+ is a homomorphism with kerne

y
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Hiy so we show here that ψt is surjective. Let a e h+ and let a e RZp

be a representative of α. Then define A(#P) = — (/'(TOTΓ^GO/P, and
A(S\{αP}) = 0. ThenDx(π) ΞΞ π'a (modilf(ί+1)) and D1{R)cM{σ + ί-p).
For i<j <p define Zλ,.(S) = 0 so that Dj(R)c:M(ij + i), and Zλ, (ττ) e

W + 3 + 1). At this point we separate into cases.

Case 1. i > 3 or i = 3, 2? < σ < 2p — 3, and p Φ 3. For i ^ p,
define Όά(β) = 0. Then Dy(i2) c ikf(ϋ + i). The term of minimum
value in A, + Bp is 2D&&)*%* e M(ip + p) so that Dp(π) eM(i + 2).
For p<j^2p, one can verify that Dy(7τ) eAf(i + 2). Thus D(π)
converges by Lemma 1.1 taking q = i + 1, n = 2, and m = 2̂> + 1.

2. i = 3 and 2p - 2 <> σ S 2>P- Define DpCα̂ ) so that
Dp(f)(π) + Ap + Bpe M(2p + t + 4). Then D^Λ) c Af(p) and Dp(π) e
Λf(5). For i > p define jDy(S) = 0, so that for j = mp + r, 0 ^ r < p,
Dj(R)czM(mp + rj + r) by Lemma A and D e £ίfu{R> R2P). Also
ΰ ^ e J I ί f δ ) for p < Q ̂  2p. Thus D(π) converges by Lemma 1.1
taking q ~ 4, n = 2, and m — 2p + 1.

In both cases for a given i, ψt(aD) —a and aDeG\Hi. Thus
ψV. Gi —> Λ+ is surjective and it follows that ψt{Gi) = Gi/JÊ  = fe+.

The rest of this section is concerned with the factor GJHX.

LEMMA 4.7. If Gι Φ Hlt then GJH1 is isomorphie to the group
of order 2.

Proof. Let a e G^Hi and suppose a(π) = π + πz for some unit
z. Observe that π satisfies an equation π2p + pu — 0 for some unit
ueR2p, and applyinu a to it, we obtain

2p\

Inspection of this equation reveals that the terms of minimum value

are W 2 ^ V and π2pz2p. Their sum must be in M(2p + 1) which

implies that

p(z2p + 2zp) - 0 .

Thus z = 0, - 2 so that a(π) = 7r(modJί(2)) or a(π) = -ττ(modilί(2)).
The mapping ψγ\ G^-^h defined by ψ(a) = p(a(π)/π) is a homomorphism
of Gλ into fe*, the multiplicative group of h, having kernel Hx. Thus
from above ^(GJ = {1, -l}cfc* so that GJHj^ is isomorphie to the
group of order 2.

Proof of Theorem 3. The method of proof is as follows: We
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start with an inertial isomorphism ax\ R —> R2P and attempt to extend
at to an automorphism on R2P. We define the polynomial a^fXx) by

Σ

Then the extension is obtained by constructing a root, πλ, for the
polynomial at(f)(x) and extending aλ to an automorphism a on R2P

by defining a(a) — ax(a) for all aeR and a(π) = πX. In some cases
the inertial isomorphism ax must be constructed by using a convergent
higher derivation. In others aγ may be an arbitrary isomorphism.
In either case observe first that if αx: R —> R2P is an inertial iso-
morphism, then if it extends to a nontrivial automorphism a e G\Hlf

it must have the property that a(π) — π(—1 + πnz) where n is a
positive integer and z is a unit. We assume first that p(aQ) e hp and
that we have used Lemma 1.2 to choose a prime element π so that
p(e0) e hp. Further, let a(a) = a + 7rα*(α) for all α e R\M, and observe
that when t ~ 0, the i as defined in the theorem is the s defined
earlier and when t > 0, s = 2p. To observe how any extension # of
«! must behave we apply it to /(TΓ) and simplify to obtain

2p I 2p \ 2p—l

(4 0 2P-1 2P-1 i j %

Since there is a large number of possible cases that can occur when
considering the various possible values that t, j , and n may have,
and since the methods used in treating them are essentially the
same, we will treat only typical cases when t = 0 and n = 1. Thus,
considering the terms of minimum value in (4.7) we have several
cases:

Case 1. j even, j < p — 1. Then

(4.8) α*(α, ) - 2α i+1 + izα. =Ξ 0 (mod M) .

Case 2. j = p - 1. Then

(4.9) 2clzv + a ^ z - 2ap + a*(aJ,-1) Ξ 0 (mod M) .

Case 3. j > p. Then π23)f ζ\ — l)pπpzp has unique minimum value.

Case 4. i odd, j < p — 1. Then pα, ( — 2)^' has unique minimum
value.
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Case 5. j = p. Then

(4.10) -cξzp + ap = 0 (mod I f ) .

Part (a) of the theorem follows from consideration of Cases 3, 4, and
5. Considering the remaining cases in more detail, in Case 1 if
p(ai)ehp and p(aj+1) = 0, then jzad == 0 (modIf), which is impossible.
However, this case can be further developed by taking n > 1. If
p(aά) e hp and p(aj+1) Φ 0, then in our later construction of X we may
choose z = 2ai+jjas so that in this case at _may be an arbitrary
inertial isomorphism. If p(a/) $ hp, then if S, is a p-basis for h9

we can assume that p(a/) e S and define a derivation <? e 3f (h) by
choosing δ(p(aj)) so that

(4.11) ^ ( α , )) - P&aj+1 - isα,)

for whatever choice of z is made later. This δ e <&(h) lifts to a
ώ 6 £&(R) and we define a higher derivation E = {JS'J on ϋ? by letting
£Ό be the identity mapping, E1 = d and Et(S) — 0 for i > 1. Then
define D = {DJ by A = π*^- Clearly, D converges on R by Lemma
A. Now let a, = Σ A so that α?(α) = A(»)/τr (modilf). In Case 2
if p(ap-ύ e hp, then p{a*(aP-d) = 0 so that when p(ap) Φ 0, the existence
of a is equivalent to the existence of a nontrivial solution z in h for
the equation

(4.12) p(zp + α?? -~ 1z - -2*-) = 0 ,
V 2α0 α0 /

which in this case is equivalent to R2P/R being Galois. If, however,
p(ap) = 0, then a nontrivial a e G^^ can be constructed using n > 1.
If p $ hp, we choose a set of representatives S of a p-basis S for
fe to contain ap-x and construct an inertial isomorphism ax\ R —> i?22>

in the same manner as in Case 1. Now, starting with an inertial
automorphism ax: R —» R2P9 we want to extend <xx to an inertial auto-
morphism a on R2P by constructing a λ = — 1 (mod M) such that
α1(/)(ττλ) = 0. We construct such a λ by induction in a manner similar
to that used in the proof of Theorem 4. Thus, choose zx for z to
be a solution, where applicable, to (4.8), (4.9), (4.10) or (4.11). Now
letting λj. = ( - 1 + πz,), we have that a^fXπX,) e M(2p + j + 2). Now
suppose that zk has been chosen so that for Xk = — 1 +'zjc+ + 2 ^ ,
α /̂XTΓλfc) 6Λf(2ί> + fc + i + 1). Then for Xk+1 = λ^ + π*+ 1s4 + 1, it is
routine to verify that zk+1 can be chosen so that cc^f) (πXk+1) e
M(2p + & + j + 2). Let λ = l i m ^ λfc so that a^fXπX) = 0. Then
extend α^ to i22?) by defining a(π) — Xπ.

Now suppose that p(a0) &hp. As before we assume that a e G^Hj^
and determine the properties that a must have. We then construct
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such an a in every case. Thus we assume that a(a) = α + πα*(α)
for all aeR and that a(π)— —π+πnz where z is a unit in R2P. Again,
note that if G^ΦΈL^ such an a can be chosen for every prime element
π. We apply a to f(π) and examine the terms of minimum value in
the resulting equation. In every case it is clear that we can construct
a higher derivation isomorphism ax\ R —> R2P, using a p-basis for h
that includes ρ(a0) as in Case 1 when p(a0) e hp. Similarly, we can
extend aλ to be an inertial automorphism of R2P as before. Thus
when p(a0) <£ hp, GXΦ Hx.

Finally, observe that the automorphisms constructed in the above
proof cannot be in GD since [5, Lemma 5] requires that aD(π) — πe
M(2). Moreover, not all of these automorphisms can be Galois since
Theorem 5 states that automorphisms of finite order occur only for
certain values of s. Thus, in general the automorphisms in G f̂ZΊ
are neither derivation nor Galois automorphisms.
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