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#### Abstract

Differential inequalities containing functionals are assuming an increasing importance in problems of biomathematics, mathematical medicine, chemistry, heat flow and population growth. Many of these applications lead to an equation which is of parabolic structure, in the sense that the equation would be parabolic if the functional in it were replaced by a known function. One way in which a functional arises in such equations is through a Volterra type memory term, which takes account of the past history of the process.

We shall present a number of comparison inequalities for parabolic functional operators. These can be used to answer questions pertaining to uniqueness, monotonicity, stability and qualitative behavior with the same simplicity and directness as has long been available in the purely parabolic case. As an application, we obtain new results on the behavior of strongly coupled systems.


The particular formulation adopted here has its historical origin in the concept of monotone operator, as introduced by Collatz [1]. Without getting involved in technical details, let us suppose that we have an "interior operator" $P$ and a "boundary operator" $R$ defined for functions in some suitable class $Z$. The pair $(P, R)$ is said to be monotone in the sense of Collatz if the implication

$$
P u \leqq P v, R u \leqq R v \Longrightarrow u \leqq v
$$

holds for $u, v \in Z$. In the case of an unbounded region one may need a growth condition such as sup $(u-v)<\infty$. Further generalization can be achieved by allowing an interior error $\delta$ and a boundary error $\varepsilon$. The implication is now

$$
\begin{equation*}
P u-P v \leqq \delta, R u-R v \leqq \varepsilon, \sup (u-v)<\infty \Longrightarrow u-v \leqq \rho, \tag{1}
\end{equation*}
$$

where the bound $\rho$ is supposed to be effectively computable in terms of $\delta$ and $\varepsilon$. The usefulness of such results in the study of uniqueness, stability, numerical estimation and existence is well known [2, 12, 13].

The above formulation (1) is one-sided, in the sense that there is a one-sided bound in both hypothesis and conclusion. Many important results (such as Harnack inequalities, for example) do not hold in the one-sided case, but do hold when the estimates are two-
sided. The two-sided version of (1) is

$$
\begin{align*}
|P u-P v| & \leqq \delta,|R u-R v| \leqq \varepsilon, \sup |u-v|<\infty  \tag{2}\\
& \Longrightarrow|u-v| \leqq \rho .
\end{align*}
$$

Even in the case of purely parabolic operators, one-sided estimates hold only for systems satisfying certain monotonicity conditions, while two-sided bounds can be obtained for a much larger class of equations.

The following results are formulated in the style (2). The necessary additional assumptions needed for corresponding results (1) are, roughly speaking, a quasimonotonicity condition with respect to $u$ and a monotonicity condition with respect to $u(\cdot)$. The modifications in the proofs are easy and are left to the reader.

We point out that existence theorems for the type of problems discussed here can be proved, using essentially the same methods as in the purely parabolic case (a priori estimates combined with fixedpoint theorems or Leray-Schauder degree theory). We shall come back to this matter in another paper.
2. Notation. We use $|\cdot|$ for the Euclidean norm; the argument can be any finite-dimensional vector or matrix. Points of $\boldsymbol{R}^{n+1}$ are written in the form $(x, t)$ with $x \in \boldsymbol{R}^{n}$ and $t \in \boldsymbol{R}$. The letter $G$ denotes a nonempty subset of $\boldsymbol{R}^{n+1}$ which has the following two properties:
(i) $\inf t=0$, sup $t=T>0$ for $(x, t) \in G$.
(ii) If $(x, t) \in G$ then a half-neighborhood of form

$$
\{(\xi, \tau): t-\alpha<\tau \leqq t,|x-\xi|<\alpha\}
$$

with $\alpha=\alpha(x, t)>0$ is also in $G$. We define $\Gamma=G_{0}-G$ where $G_{0}$ is a given closed set containing $\bar{G}$ and we use the terminology

$$
G=\text { parabolic interior, } \Gamma=\text { parabolic boundary }
$$

As explained in [9], introduction of $G_{0}$ is needed to ensure that expressions like $u(2 x, t-1)$ are defined in $G$. In purely parabolic problems $G_{0}=\bar{G}$ and $\Gamma$ is the parabolic boundary in the ordinary sense.

At certain points $(x, t) \in \Gamma$ one can define an inner normal $\nu(x, t)$ by use of a sequence of points $\left(x_{j}, t\right) \in G$; see [13; §31]. A point $(x, t) \in \Gamma$ is called a boundary point of Type I if the normal derivative does not occur in the boundary condition at $(x, t)$. All points in $\Gamma-\bar{G}$ are of Type I , as are all points $(x, 0) \in \Gamma$. A point $(x, t) \in$ $\Gamma$ is of Type II if the boundary condition involves the normal derivative at $(x, t)$; this implies of course that $\nu(x, t)$ exists.

For functions $w: G_{0} \rightarrow \boldsymbol{R}^{m}$ we assign to $w_{t}, w_{\nu}, w_{x}, w_{x x}$ the meanings that have long been traditional in parabolic problems. Thus, $w_{t}$ is a one-sided derivative from below with respect to $t, w_{\nu}$ is the inner normal derivative, $w_{x}$ is the gradient, and $w_{x x}$ the Hessian. At a given point $(x, t)$ where these expressions exist we have

$$
w_{t} \in \boldsymbol{R}^{m}, w_{\nu} \in \boldsymbol{R}^{m}, w_{x} \in\left(\boldsymbol{R}^{n}\right)^{m}, w_{x x} \in\left(S^{n}\right)^{m}
$$

where $S^{n}$ denotes the set of real symmetric $n$ by $n$ matrices. Existence of $w_{x x}$ means that each coordinate of $w_{x}$ is differentiable in the $n$-variable sense; mere existence of the second partial derivatives is not enough.

We conclude this summary of notation by giving two definitions and a notational convention.

Definition 1. The class $Z^{m}$ of admissible functions is the class of functions $w: G_{0} \rightarrow \boldsymbol{R}^{m}$ such that
(i) $w$ is continuous in $G_{0}$,
(ii) $w_{t}, w_{x}$ and $w_{x x}$ exist in $G$.

Definition 2. For $z \in \boldsymbol{R}^{m}, \dot{\phi} \in Z^{1}$ and $w \in Z^{m}$, respectively,

$$
\begin{aligned}
& \|z\|=\left(\left|z^{1}\right|,\left|z^{2}\right|, \cdots,\left|z^{m}\right|\right), \\
& |\phi|_{t}=\sup \left\{|\dot{\phi}(\xi, \tau)|:(\xi, \tau) \in G_{0}, \tau \leqq t\right\}, \\
& \|w\|_{t}=\left(\left|w^{1}\right|_{t},\left|w^{2}\right|_{t}, \cdots,\left|w^{m}\right|_{t}\right)
\end{aligned}
$$

This use of the subscript $t$ should be distinguished from its use to denote partial differentiation, as in $u_{t}$.

Notational convention. The letters $u$ and $v$ denote functions of class $Z^{m}$. The letters $\delta, \varepsilon, \rho$ denote continuous functions $(-\infty, T] \rightarrow \boldsymbol{R}^{m}$ which are constant for $t \leqq 0$.

This convention is introduced to eliminate unnecessary clutter in the statements of our theorems. The functions $\delta, \varepsilon, \rho$ are given in the first instance as functions $[0, T] \rightarrow \boldsymbol{R}^{m}$, but are extended to $(-\infty, 0)$ so they will be defined on $G_{0}$.
3. Inequalities and monotonicity. Inequalities between vectors of $\boldsymbol{R}^{m}$ are interpreted componentwise, but inequalities between symmetric $n$ by $n$ matrices are interpreted by means of quadratic forms. Thus, if $z \in \boldsymbol{R}^{m}$ and $\bar{z} \in \boldsymbol{R}^{m}$, then

$$
z \leqq \bar{z} \Longleftrightarrow z^{i} \leqq \bar{z}^{i}, z<\bar{z} \Longleftrightarrow z^{i}<\bar{z}^{i}(i=1,2, \cdots, m) .
$$

But if $s \in S^{n}$ and $\bar{s} \in S^{n}$, then

$$
s \leqq \bar{s} \leftrightharpoons \xi(s-\bar{s}) \xi \leqq 0 \text { for } \xi \in \boldsymbol{R}^{n},
$$

where $\bar{\xi}(s-\bar{s}) \xi$ denotes the quadratic form $\sum_{i, j=1}^{n}\left(s_{i j}-\bar{s}_{i j}\right) \xi_{i} \xi_{j}$. Inequalities are extended to functions by the usual pointwise definitions, and we set $\boldsymbol{R}_{+}^{m}=\left\{z: z \in \boldsymbol{R}^{m}, z \geqq 0\right\}, R_{+}=R_{+}^{1}$.

In general a function $\psi$ is increasing if

$$
s \leqq \bar{s} \Longrightarrow \psi(s) \leqq \psi(\bar{s}),
$$

where the ordering is that which is appropriate to the category of the variable. For example, if is is a function $S^{n} \rightarrow \boldsymbol{R}$, then the inequality $s \leqq \bar{s}$ is a matrix inequality as introduced above, while if $i^{r}$ is a function $\boldsymbol{R}^{m} \rightarrow \boldsymbol{R}^{m}$ both inequalities are vector inequalities in $\boldsymbol{R}^{m}$. A function $\rho:[0, T] \rightarrow \boldsymbol{R}^{m}$ is increasing if each coordinate $\rho^{k}$ is; this is consistent with the above conventions.

In nonlinear problems it is essential to specify the "base value" at which the monotony inequality is required. This is accomplished here by use of an arrow which also specifies the relevant variable. For example, if $\phi$ is a function $G \times \boldsymbol{R}^{m} \times \boldsymbol{R}^{n} \times S^{n} \rightarrow \boldsymbol{R}$ the statement

$$
\phi\left(x, t, u, u_{x}^{k}, u_{x x}^{k} \uparrow\right) \text { is monotone }
$$

means that

$$
\dot{\phi}\left(x, t, u, u_{x}^{k}, u_{x x}^{k}+s\right) \geqq \dot{\phi}\left(x, t, u, u_{x}^{k}, u_{x x}^{k}\right) \geqq \dot{\phi}\left(x, t, u, u_{x}^{k}, u_{x x}^{k}-s\right)
$$

for $s \in S^{n}, s \geqq 0$. Here $u$ is a specific function $u \in Z^{m}$ and $u, u_{f s}^{k}, u_{x r}^{k}$ are abbreviations for

$$
u(x, t), \quad u_{x}^{k}(x, t), \quad u_{x z}^{k}(x, t),
$$

respectively. The inequality is required for $(x, t) \in G$.
In a like fashion, if $\phi$ is a function $\Gamma \times \boldsymbol{R}^{m} \times \boldsymbol{R} \rightarrow \boldsymbol{R}$, the statement

$$
\dot{\phi}\left(x, t, u, u_{\imath}^{k} \uparrow\right) \text { is monotone }
$$

means that

$$
\dot{\phi}\left(x, t, u, u_{\nu}^{k}+s\right) \geqq \dot{\phi}\left(x, t, u, u_{\nu}^{k}\right) \geqq \dot{\phi}\left(x, t, u, u_{\nu}^{k}-s\right)
$$

for $s \in \boldsymbol{R}, s \geqq 0$. Here $u$ is a specific function $u \in Z^{m}$, and $u$ and $u_{\nu}^{k}$ are abbreviations for $u(x, t)$ and $u_{\nu}^{k}(x, t)$, respectively. The inequality is required for $(x, t) \in \Gamma$. Naturally, similar conventions apply if $\phi$ has an extra argument $u(\cdot)$, as in the sequel.

Throughout this paper, monotonicity conditions are prescribed at the argument $u$ and continuity conditions at the argument $v$, where $u$ and $v$ are specific functions entering into the statements of
our theorems.
We conclude by introducing the following definition:
Definition 3. The function $\omega: \boldsymbol{R} \times \boldsymbol{R}^{m} \times \boldsymbol{R}^{m} \rightarrow \boldsymbol{R}^{m}$ is quasimonotone increasing if the conditions

$$
\bar{y} \leqq y, \quad \bar{y}^{k}=y^{k}, \quad \bar{z} \leqq z, \quad \bar{z}^{k}=z^{k}
$$

together imply $\omega_{k}(t, \bar{y}, \bar{z}) \leqq \omega_{k}(t, y, z)$ for $t \in \boldsymbol{R}$ and for $k=1,2, \cdots, m$.
A similar definition applies to the function $\gamma(t, y)$, which does not depend on $z$.
4. A preliminary result. Throughout the sequel we shall be concerned with operators of the form

$$
\begin{equation*}
P=\left(P_{1}, P_{2}, \cdots, P_{m}\right), \quad R=\left(R_{1}, R_{2}, \cdots, R_{m}\right) \tag{3}
\end{equation*}
$$

where

$$
\left\{\begin{array}{l}
P_{k} u=u_{t}^{k}-f_{k}\left(x, t, u, u_{x}^{k}, u_{x x}^{k} \uparrow, u(\cdot)\right)  \tag{4a}\\
R_{k} u=u^{k}-g_{k}\left(x, t, u, u_{\imath}^{k} \uparrow, u(\cdot)\right)
\end{array}\right.
$$

Here $u(\cdot)$ denotes the function itself, as a member of $Z^{m}$, while the other arguments of $f_{k}$ and $g_{k}$ stand for the values at $(x, t)$. Thus, $f_{k}$ and $g_{k}$ are respectively of forms

$$
G \times \boldsymbol{R}^{m} \times \boldsymbol{R}^{n} \times S^{n} \times Z^{m} \longrightarrow \boldsymbol{R}, \quad \Gamma \times \boldsymbol{R}^{m} \times \boldsymbol{R} \times \boldsymbol{Z}^{m} \longrightarrow \boldsymbol{R} .
$$

It is understood that the argument $u_{\nu}^{k}$ is absent from $g_{k}$ at points of Type I. At these points, no monotonicity condition for $g_{k}$ is required.

As continuity conditions we assume

$$
\left\{\begin{array}{c}
\left(\operatorname{sgn} z^{k}\right)\left[f_{k}\left(x, t, v+z, v_{x}^{k}, v_{x x}^{k}, v(\cdot)+w(\cdot)\right)-f_{k}\left(x, t, v, v_{x}^{k}, v_{x x}^{k}, v(\cdot)\right)\right]  \tag{4b}\\
\leqq \omega_{k}\left(t,\|z\|,\|w\|_{t}\right) \\
\left(\operatorname{sgn} z^{k}\right)\left[g_{k}\left(x, t, v+z, v_{x}^{k}, v(\cdot)+w(\cdot)\right)-g_{k}\left(x, t, v, v_{x}^{k}, v(\cdot)\right)\right] \\
\leqq \gamma_{k}\left(t,\|z\|,\|w\|_{t}\right) .
\end{array}\right.
$$

These inequalities are needed for $k=1,2, \cdots, m$ and for

$$
z=u-v, \quad w(\cdot)=u(\cdot)-v(\cdot)
$$

However, since only one of the functions $u$ or $v$ is usually known, we state conditions of this kind for arbitrary $z \in \boldsymbol{R}^{m}$ and $w(\cdot) \in Z^{m}$, here and below.

The following elementary result serves as a preliminary to Theorem 1.

Theorem 0. Let $G_{0}$ be bounded and let ( $P, R$ ) satisfy (4ab), where $\omega$ and $\gamma$ are quasimonotone increasing. Suppose also that $\rho$ is an increasing solution of

$$
\rho(0)>\|u-v\|_{0}, \quad \rho_{t}>\omega(t, \rho, \rho)+\delta, \quad \rho>\gamma(t, \rho, \rho)+\varepsilon
$$

on $(0, T]$. Then

$$
\begin{gathered}
\|P u-P v\| \leqq \delta \text { in } G \text { and }\|R u-R v\| \leqq \varepsilon \text { in } \Gamma \\
\Longrightarrow\|u-v\| \leqq \rho \text { in } G_{0} .
\end{gathered}
$$

5. Proof. If the conclusion fails we can find an index $k$ and a point $(\xi, \tau) \in G_{0}$ such that $\tau>0$ and

$$
\left|u^{k}(\xi, \tau)-v^{k}(\xi, \tau)\right|=\rho^{k}(\tau)
$$

while for $j=1,2, \cdots, m$

$$
\left|u^{j}(x, t)-v^{j}(x, t)\right| \leqq \rho^{j}(t) \text { for }(x, t) \in G_{0}, t \leqq \tau
$$

We assume $u^{k}-v^{k}=+\rho^{k}$ at $(\xi, \tau)$; the discussion with - is similar. Since $\rho$ is increasing, we have

$$
\begin{array}{ll}
u^{k}(\xi, \tau)-v^{k}(\xi, \tau)=\rho^{k}(\tau), & \|u(\xi, \tau)-v(\xi, \tau)\| \leqq \rho(\tau) \\
\left|u^{k}-v^{k}\right|_{\tau}=\rho^{k}(\tau), & \|u-v\|_{\tau} \leqq \rho(\tau)
\end{array}
$$

We consider three cases.
Case $I . \quad(\xi, \tau)$ is a boundary point of type I. The relation

$$
\begin{aligned}
R_{k} u-R_{k} v & \geqq \rho^{k}(\tau)-\gamma_{k}\left(\tau,\|u-v\|_{,}\|u-v\|_{\tau}\right) \\
& \geqq \rho^{k}(\tau)-\gamma_{k}(\tau, \rho(\tau), \rho(\tau))>\varepsilon^{k}(\tau)
\end{aligned}
$$

holds at $(\xi, \tau)$ and contradicts the hypothesis $\|R u-R v\| \leqq \varepsilon$.

Case II. ( $\xi, \tau)$ is a boundary point of type II. Here we have

$$
u_{\nu}^{k} \leqq v_{\nu}^{k} \text { at }(\xi, \tau)
$$

in addition to the relations above. The monotonicity of $g_{k}$ gives

$$
R_{k} u-R_{k} v \geqq \rho_{k}-g_{k}\left(\xi, \tau, u, v_{\imath}, u(\cdot)\right)+g_{k}\left(\xi, \tau, v, v_{\imath}, v(\cdot)\right)
$$

at $(\xi, \tau)$, and a contradiction is obtained as in Case I above.
Case III. $(\xi, \tau) \in G$. Here we have

$$
u_{t}^{k}-v_{t}^{k} \geqq \rho_{t}^{k}, \quad u_{x}^{k}=v_{x}^{k}, \quad u_{x x}^{k} \leqq v_{x x}^{k}
$$

at $(\xi, \tau)$, in addition to the relations of Case I. Hence, by the
monotonicity of $f_{k}$,

$$
\begin{aligned}
& \rho_{t}^{k} \leqq u_{t}^{k}-v_{t}^{k}= \\
& P_{k} u+f_{k}\left(\xi, \tau, u, u_{x}^{k}, u_{x x}^{k}, u(\cdot)\right) \\
& \quad-P_{k} v-f_{k}\left(\xi, \tau, v, v_{x}^{k}, v_{x}^{k}, v(\cdot)\right) \\
& \leqq \delta^{k}+f_{k}\left(\xi, \tau, u, v_{x}^{k}, v_{x}^{k}, u(\cdot)\right)-f_{k}\left(\xi, \tau, v, v_{x}^{k}, v_{x x}^{k}, v(\cdot)\right) \\
& \leqq \delta^{k}+\omega_{k}\left(\tau,\|u-v\|,\|u-v\|_{r}\right) \\
& \leqq \delta^{k}+\omega_{k}(\tau, \rho(\tau), \rho(\tau))<\rho_{t}^{k},
\end{aligned}
$$

which is a contradiction.
6. Formulation of the main theorem. We now suppose that the coordinates $x_{1}, x_{2}, \cdots, x_{l}$ are unbounded as ( $x, t$ ) ranges over $G$ and that the remaining coordinates are bounded. It is also assumed that the boundary operator $R$ does not depend on $u(\cdot)$, so that

$$
\left\{\begin{array}{l}
P_{k} u=u_{t}^{k}-f_{k}\left(x, t, u, u_{x}^{k}, u_{x x}^{k} \uparrow, u(\cdot)\right),  \tag{5a}\\
R_{k} u=u^{k}-g_{k}\left(x, t, u, u_{v}^{k} \uparrow\right) .
\end{array}\right.
$$

The argument $u_{\stackrel{k}{k}}$ is omitted at points of Type I. As continuity conditions we require

$$
\left\{\begin{array}{l}
\left(\operatorname{sgn} z^{k}\right)\left[f_{k}\left(x, t, v+z, v_{x}^{k}+p, v_{x x}^{k}+q, v(\cdot)+w(\cdot)\right)\right.  \tag{5b}\\
\left.-f_{k}\left(x, t, v, v_{x}^{k}, v_{x x}^{k}, v(\cdot)\right)\right] \leqq \omega_{k}\left(t,\|z\|,\|w\|_{t}\right)+N|x||p|+N|x|^{2}|q|, \\
\left(\operatorname{sgn} z^{k}\right)\left[g_{k}\left(x, t, v+z, v_{x}^{k}+s\right)-g_{k}\left(x, t, v, v_{v}^{k}\right)\right] \leqq \gamma_{k}(t,\|z\|) \\
\quad+N|x||s| .
\end{array}\right.
$$

In these relations $z \in \boldsymbol{R}^{m}, p \in \boldsymbol{R}^{n}, q \in S^{n}, w(\cdot) \in Z^{m}, s \in \boldsymbol{R}$ and $N$ is a large constant that does not enter the final estimate. The inequality (5b) for $f_{k}$ is required in the following two cases:
(i) $|x|>N,|p|<1 / N|x|,|q|<1 / N|x|^{2}, p_{i}=q_{i j}=0$ for $i, j>l$,
(ii) $|x| \leqq N, p=0, q=0$.

The inequality ( 5 b ) for $g_{k}$ is required in these cases:
(i) $|x|>N,|s|<1 / N|x|$,
(ii) $|x| \leqq N, s=0$.

At points of Type I, the condition involving $s$ is vacuous.
Finally, we assume that

$$
\left\{\begin{array}{l}
\omega_{k}(t, y+z, y+\bar{z})-\omega_{k}(t, y, y) \leqq K(|z|+|\bar{z}|) \text { for } z \geqq 0, \bar{z} \geqq 0,  \tag{5c}\\
\gamma_{k}(t, y+z)-\gamma_{k}(t, y) \leqq \sum_{j=1}^{m} K_{k j} z_{j} \text { for } z \geqq 0,
\end{array}\right.
$$

where $K, K_{i j}$ are constants satisfying $K \geqq 0, K_{i j} \geqq 0$ for $i \neq j$, $\sum_{j=1}^{m} K_{i j}<1$.

Theorem 1. Let $(P, R)$ satisfy (5abc) where $\omega$ and $\gamma$ are quasimonotone increasing. Suppose also that $\rho$ is an increasing
solution of

$$
\rho(0) \geqq\|u-v\|_{0}, \quad \rho_{t} \geqq \omega(t, \rho, \rho)+\delta, \quad \rho \geqq \gamma(t, \rho)+\varepsilon
$$

on ( $0, T]$. Then

$$
\begin{gathered}
\|P u-P v\| \leqq \delta \text { in } G, \quad\|R u-R v\| \leqq \varepsilon \text { in } \Gamma, \sup _{G_{0}}\|u-v\|<\infty \\
\Longrightarrow\|u-v\| \leqq \rho \text { in } G_{0} .
\end{gathered}
$$

The choice $v=0, \rho=z$ in Theorem 1 gives the following:
Corollary 1. Let $P$ be as in Theorem 1, with $v=0$ in (5b), and let $u$ be a bounded solution of $P u=P 0$. Suppose $z \in \boldsymbol{R}_{+}^{m}$ is such that $\omega(t, z, z) \leqq 0$ for $0<t \leqq T$. Then $\|u\|$ satisfies the maximum principle relative to $z$; that is, $\|u(x, t)\| \leqq z$ in $\Gamma$ implies $\|u(x, t)\| \leqq z$ in $G$.

This follows from Theorem 1 by taking $g=\gamma=\delta=0, \rho=\varepsilon=z$. If $\omega(t, y, z)=L(t) y+K(t) z$ is linear the set of vectors $z$ in Corollary 1 is defined by

$$
L(t) z+K(t) z \leqq 0 \leqq z, \quad 0<t \leqq T
$$

and hence is a convex cone. Further discussion of the linear case is given in the following section.
7. Remarks and generalizations.

Remark 1. The hypothesis (5c) with regard to $\gamma$ can be relaxed as follows. It suffices to assume that
(i ) $\gamma(t, y+z)-\gamma(t, y) \leqq M(t) z$ for $z \geqq 0$,
where $M(t)$ is a matrix-valued function continuous in $[0, T]$ such that
(ii) $\sigma(t)>M(t) \sigma(t)$ has a solution $\sigma(t)>0$ in [0,T].

First we note that this assumption is weaker than the original one. Indeed, if $M(t)=M=\left(K_{i j}\right)$, where the $K_{i j}$ are the constants in (5c), then $\sigma(t)=(1,1, \cdots, 1)$ satisfies (ii). Second, we may assume that the function $\sigma$ in (ii) is smooth. For, if (ii) holds, then the HeineBorel theorem gives a finite set of relatively open intervals $I_{i}$ covering $[0, T]$ and a set of constant vectors $\xi_{i}$ such that $\xi_{i}>0, \xi_{i}>M(t) \xi_{i}$ for $t \in I_{i}$. If $\mu_{i}$ are smooth functions $\boldsymbol{R} \rightarrow \boldsymbol{R}$ such that

$$
\mu_{i}(t)>0 \text { for } t \in I_{i}, \mu_{i}(t)=0 \text { for } t \in[0, T]-I_{i},
$$

then the function $\bar{\sigma}(t)=\sum \xi_{i} \mu_{i}(t)$ is smooth and satisfies (ii).
Remark 2. The first part of hypothesis (5c) is needed only
when $y=\sigma(t)$ and $z \| \sigma(t)$, where $\sigma:[0, T] \rightarrow \boldsymbol{R}^{m}$ is any continuous function satisfying inf $\sigma_{t}>-\infty$ as well as (i), (ii) above. Here $z \| \sigma(t)$ means $z=\lambda(t) \sigma(t), \lambda \geqq 0$. In any case ( 5 c ) is needed only for $|z|,|\bar{z}| \leqq \sup |u-v|$ and the constants can depend on $(u, v)$. They do not enter into the statement of Theorem 1.

Remarks 1 and 2 are most easily understood when $\omega$ and $\gamma$ are linear. Let

$$
\omega(t, y, z)=L(t) y+K(t) z, \quad \gamma(t, y)=M(t) y
$$

where $y \in \boldsymbol{R}^{m}, z \in \boldsymbol{R}^{m}$ and where $L, K, M$ are $m$ by $m$ matrix-valued functions of $t$. The conditions for $\rho$ now take the form

$$
\rho_{t} \geqq L(t) \rho+K(t) \rho+\delta, \quad \rho \geqq M(t) \rho+\varepsilon
$$

and the quasimonotonicity of $\omega$ and $\gamma$ is equivalent to

$$
L_{i j}(t) \geqq 0, \quad K_{i j}(t) \geqq 0, \quad M_{i j}(t) \geqq 0 \text { for } i \neq j, \quad 0 \leqq t \leqq T
$$

The hypothesis (5c) as restricted by Remarks 1 and 2 becomes

$$
L(t) \sigma(t) \leqq \text { const. }, \quad K(t) \leqq \text { const. }, \quad M(t) \sigma(t)<\sigma(t) .
$$

Here the first and third inequalities pertain to the ordering in $\boldsymbol{R}^{m}$ and the second means that each element $K_{i j}(t)$ is bounded above. Since the diagonal elements of $L$ and $M$ can be negative, these conditions are much weaker than corresponding original conditions

$$
\sum_{j} L_{\imath j}(t) z_{j} \leqq \text { const. }|z| \text { for } z \geqq 0, \quad M_{i j}(t) \leqq K_{i j}, \quad \sum_{j} K_{i j}<1
$$

When $L$ is bounded above, any $\sigma$ can be used with $L$, and hence the $\sigma$ from Remark 1 can be. Since the $k$ th boundary operator $R_{k}$ must actually involve $u^{k}$, it does not appear that the condition on $M$ given in Remark 1 can be significantly weakened.

If $M$ is a diagonal matrix with diagonal elements bounded above by $K_{0}<1$, the sole condition on the continuous function $\sigma$ (other than $\sigma>0$, inf $\sigma_{t}>-\infty$ ) is $L(t) \sigma(t) \leqq$ const. Such a condition can hold when the elements of $L$ are severely unbounded, as is evident. It should be observed in this connection that $\sigma, K$ and $K_{0}$ do not enter into the conclusion of Theorem 1. Only their existence is important, not their values.

Remark 3. The hypothesis $\|u-v\|_{0} \leqq \rho(0)$ can be replaced by the boundary condition

$$
\|R u-R v\| \leqq \varepsilon(0), \quad t \leqq 0
$$

provided the following conditions hold: $\rho(0) \geqq \gamma[t, \rho(0)]+\varepsilon(0)$ and
(iii) $M(t)=M(0)$ for $t \leqq 0$,
(iv) $\xi \in \boldsymbol{R}^{m}, \xi>M(0) \xi \Rightarrow \xi>0$.

To see this, note that the boundary condition $\|R u-R v\| \leqq \varepsilon(0)$ for $t \leqq 0$ gives

$$
\|u-v\| \leqq \varepsilon(0)+M(0)\|u-v\| \quad(t \leqq 0)
$$

On the other hand the comparison function $\psi$ used in the proof of Theorem 1 satisfies

$$
(I-M) \psi \geqq \lambda_{i}(I-M) \sigma+(I-M) \rho>\varepsilon(0) \quad(t \leqq 0)
$$

Putting these two results together gives $(I-M)(\psi-\|u-v\|)>0$ for $t \leqq 0$, and Property (iv) ensures

$$
\begin{equation*}
\|u(x, t)-v(x, t)\|<\psi(x, t), \quad t \leqq 0 \tag{*}
\end{equation*}
$$

In the proof of Theorem 1, which is given below, it will be seen that the only use of the condition $\rho(0) \geqq\|u-v\|_{0}$ is to establish (*). This completes the proof of Remark 3.

In view of the above remarks, Theorem 1 implies the theorem for the linear case which was stated without proof at the end of [9].

Remark 4. In most cases of interest a term $\|u\|_{t}$ does not occur in the original statement of the problem, but arises by assessment of a Volterra-type functional. In such cases one would naturally expect $K_{i j} \geqq 0$ for $i=j$ as well as for $i \neq j$. Even if $\|u\|_{t}$ does occur in the original problem, the comparison function $v$ must be severely restricted, in general, before $K_{i i}<0$ can be allowed. As an illustration consider

$$
P u=u_{t}-\Delta u+\sup _{|x|<\infty} u(x, t), \quad m=1
$$

Here we can take $K=-1$ provided $v$ is a function of $t$ alone. If the sup were replaced by $\sup u(x, \tau)$ for $\tau \leqq t$, or by a sup with respect to both $x$ and $\tau$, we could take $K=-1$ when $v$ is constant.

Equations involving maximum operators such as the above do arise in the theory of dynamic programming and elsewhere. However, we have allowed $\omega(t, y, z)$ to be merely quasimonotonic in $z$, rather than monotonic, not with a view to any esoteric application, but to show the parallelism between the dependence on $u$ and that on $u(\cdot)$.

Remark 5. Let $|\phi|_{t}^{*}$ and $\|w\|_{t}^{*}$ be defined as in Definition 2 in $\S 2$, but with $\tau \leqq t$ replaced by $\tau=t$ (i.e., the supremum is taken
only over $x$ with $t$ fixed). If the estimate (5b) for $f$ holds with $\|w\|_{t}$ replaced by $\|w\|_{t}^{*}$, then the assumption in Theorem 1 that $\rho$ is increasing can be dropped.

This remark applies, e.g., when the functional in $P$ is of the form $u(x+\xi(x, t), t)$, that is, when we have no delay in $t$, but a deviating argument in $x$. Further discussion is given in $\S 10$.
8. Proof of Theorem 1. The side conditions associated with Theorem 1 involve an index $l$ such that $x_{1}, x_{2}, \cdots, x_{l}$ are unbounded in $G_{0}$ and the remaining coordinates are bounded. We define

$$
\bar{x}=\left(x_{1}, x_{2}, \cdots, x_{l}\right)
$$

and increase $N$, if necessary, so that $N>1$ and also

$$
(x, t) \in G_{0}, \quad|x| \geqq N \Longrightarrow|\bar{x}| \leqq|x| \leqq 2|\bar{x}| .
$$

We shall prove the theorem under the weaker assumptions outlined in Remarks 1 and 2 of the preceding section.

Let $\sigma$ be a smooth function satisfying (ii) in Remark 1, and let $\sigma_{0}, \sigma_{1}$ be constants such that

$$
\begin{equation*}
0<\sigma_{1}<1<\sigma_{0}, \sigma_{0} \sigma^{k}(t)>|\sigma(t)| \text { and }(\sigma(t)-M(t) \sigma(t))^{k}>\sigma_{1} \tag{6}
\end{equation*}
$$

for $0 \leqq t \leqq T, k=1, \cdots, m$. Let

$$
\begin{equation*}
\mu=\sigma_{0} K+(2+4 \sqrt{n}) N, \quad \beta=\sigma_{0} K+\sup |u-v| . \tag{7}
\end{equation*}
$$

By replacing $\sigma$ by the function $c e^{c t} \sigma(t)$, where $c$ is a large constant, we can assume that $\sigma$ satisfies

$$
\begin{equation*}
\sigma_{t}>\mu \sigma \text { and } \sigma^{k}>1(k=1, \cdots, m) \text { in }[0, T] \tag{8}
\end{equation*}
$$

Note that this change does not affect the properties (6) of $\sigma$.
It will be proved by induction that

$$
\begin{equation*}
\|u(x, t)-v(x, t)\| \leqq \rho(t)+\lambda_{i}(t) \sigma(t) \text { for } i=0,1,2, \cdots, \tag{9}
\end{equation*}
$$

where

$$
\lambda_{i}(t)=\beta^{i+1}(t+1)^{i} / i!\quad(i=0,1,2, \cdots)
$$

Obviously, the conclusion of Theorem 1 follows from (9) for $i \rightarrow \infty$. Since $\rho^{k}>0, \sigma^{k}>1$ and $\beta>|u-v|$, inequality (9) holds for $i=0$. Let us assume therefore that (9) holds for the index $i-1$. In order to prove (9) for the index $i$, we shall establish the estimate

$$
\begin{equation*}
\|u(x, t)-v(x, t)\| \leqq \rho(t)+\left(\alpha h(x)+\lambda_{i}(t)\right) \sigma(t) \tag{10}
\end{equation*}
$$

for all $\alpha$ satisfying

$$
0<\alpha<(4 N \sqrt{n} \sup |\sigma|)^{-1}
$$

where

$$
\begin{gathered}
h(x)= \begin{cases}0 & \text { for }|x| \leqq N \\
\alpha_{0}+\log |\bar{x}| & \text { for }|x|>N\end{cases} \\
\alpha_{0}=\frac{2 N}{\sigma_{1}} \sup |\sigma|+1
\end{gathered}
$$

In what follows, we set

$$
w=u-v, \quad \psi(x, t)=\rho(t)+\left(\alpha h(x)+\lambda_{i}(t)\right) \sigma(t)
$$

and we define

$$
\rho(t)=\rho(0), \quad \sigma(t)=\sigma(0), \quad \lambda_{i}(t)=\lambda_{i}(0) \text { for } t<0
$$

The conclusion $\|w(x, t)\|<\psi(x, t)$ holds for $t \leqq 0$ by virtue of the hypothesis on $\rho(0)$ together with the fact that $\sigma(0)>0$. If this conclusion does not hold for all $(x, t) \in G_{0}$ then we can find a point $(\xi, \tau) \in G_{0}$ and an index $k$ such that $\tau>0$ and

$$
\left|w^{k}(\xi, \tau)\right|=\psi^{k}(\xi, \tau), \quad\|w(x, t)\| \leqq \nLeftarrow(x, t) \text { for } t \leqq \tau .
$$

A point of this kind is called a Nagumo point. We assume $w^{k}=+\psi^{k}$ at the Nagumo point; discussion with - is similar. Thus, the basic conditions are $\tau>0$ and

$$
\begin{equation*}
w^{k}(\xi, \tau)=\psi^{k}(\xi, \tau), \quad\|w(x, t)\| \leqq \psi(x, t) \text { for } t<\tau \tag{11}
\end{equation*}
$$

The possible locations of $(\xi, \tau)$ lead to the cases considered below.
Case I. Boundary point of Type $I,|\xi|>N$. Using first the quasimonotonicity of $\gamma$ and then the hypothesis on $\rho$, we get

$$
\begin{aligned}
R_{k} u-R_{k} v & \geqq \psi^{k}(\xi, \tau)-\gamma_{k}(\tau, \psi(\xi, \tau)) \\
& \geqq \varepsilon^{k}(\tau)+\lambda \sigma^{k}(\tau)+\gamma_{k}(\tau, \rho(\tau))-\gamma_{k}(\tau, \rho(\tau)+\lambda \sigma(\tau)),
\end{aligned}
$$

where we have introduced the abbreviation

$$
\lambda=\alpha h(\xi)+\lambda_{i}(\tau)
$$

We apply (5c) with $y=\rho(\tau)$ and $z=\lambda \sigma(\tau)>0$. Thus, we get a contradiction,

$$
R_{k} u-R_{k} v \geqq \varepsilon^{k}(\tau)+\lambda \sigma^{k}(\tau)-(M(\tau) \lambda \sigma(\tau))^{k}>\varepsilon^{k}(\tau)
$$

Case II. Boundary point of Type II, $|\xi|>N$. Here we have, besides the conditions used in Case I, the condition $u_{\nu}^{k} \leqq v_{\nu}^{k}+\alpha h_{\nu} \sigma^{k}(\tau)$.

Since $\left|h_{\nu}\right| \leqq\left|h_{x}\right| \leqq 2 /|x|$ because of $|x| \leqq 2|\bar{x}|$, the smallness of $\alpha$ ensures $|s| \leqq 1 / N|x|$ for $s=\alpha h_{\nu} \sigma^{k}(\tau)$. Upon using first the monotonicity of $g$, then the inequality involving $\gamma$, and finally the results noted in Case I, we see that

$$
R_{k} u-R_{k} v \geqq \varepsilon^{k}(\tau)+\lambda(\sigma(\tau)-M(\tau) \sigma(\tau))^{k}-2 \alpha N \sigma^{k}(\tau)
$$

Since $\lambda \geqq \alpha \alpha_{0}$ and $\alpha_{0} \sigma_{1}>2 N \sup |\sigma|$, a contradiction is obtained again.

Case III. Interior point, $|\xi|>N$. Here we have (11) and also

$$
w_{t}^{k} \geqq \psi_{t}^{k}, \quad u_{x}^{k}-v_{x}^{k}=\alpha h_{x} \sigma^{k}, \quad u_{x x}^{k}-v_{x x}^{k} \leqq \alpha h_{x x} \sigma^{k} \text { at }(\xi, \tau)
$$

Since $\left|h_{x}\right| \leqq 2 /|x|$ and $\left|h_{x x}\right| \leqq 4 \sqrt{n} /|x|^{2}$, the smallness of $\alpha$ assures the side conditions (i) following (5b). Using first the monotony with respect to $u_{x x}$ given by (5a), and then the continuity hypothesis (5b), we get

$$
P_{k} u-P_{k} v \geqq \psi_{t}^{k}(\xi, \tau)-\omega_{k}\left(\tau,\|w(\xi, \tau)\|,\|w\|_{\tau}\right)-\alpha(2+4 \sqrt{n}) N \sigma^{k}(\tau) .
$$

By (11) and the quasimonotonicity of $\omega$ we can replace $\|w(\xi, \tau)\|$ on the right by $\psi(\xi, \tau)$. To effect a similar substitution for $\|w\|_{t}$ let us define $s \in \boldsymbol{R}^{m}$ by

$$
\left|w^{j}\right|_{t}=\rho^{j}(t)+s^{j} \text { if }\left|w^{j}\right|_{t} \geqq \rho^{j}(t),
$$

otherwise $s^{j}=0$. Then we can replace $\|w\|_{t}$ by $\rho(t)+s$ to get

$$
P_{k} u-P_{k} v \geqq \psi_{t}^{k}(\xi, \tau)-\omega_{k}(\tau, \psi(\xi, \tau), \rho(\tau)+s)-\alpha(2+4 \sqrt{n}) N \sigma^{k}(\tau)
$$

Upon recalling that

$$
\psi(x, t)=\alpha h(x) \sigma(t)+\lambda_{i}(t) \sigma(t)+\rho(t)
$$

and that $\sigma_{t} \geqq \mu \sigma$ by (8), we see that $\psi$ satisfies the differential inequality

$$
\psi_{t}>\left(\alpha h+\lambda_{i}\right) \mu \sigma+\beta \lambda_{i-1} \sigma+\omega(t, \rho, \rho)+\delta .
$$

On the other hand with $\lambda=\alpha h(\xi)+\lambda_{i}(\tau)$ the hypothesis (5c) gives

$$
\begin{aligned}
\omega_{k}(\tau, \rho(\tau)+ & \lambda \sigma(\tau), \rho(\tau)+s)-\omega_{k}(\tau, \rho(\tau), \rho(\tau)) \leqq K(\lambda|\sigma(\tau)|+|s|) \\
& \leqq K\left(\lambda \sigma_{0} \sigma^{k}(\tau)+\lambda_{i-1}(\tau) \sigma_{0} \sigma^{k}(\tau)\right)
\end{aligned}
$$

In the last step we used the fact that $|\sigma| \leqq \sigma_{0} \sigma^{k}$ by (6), and also the induction hypothesis (9) for the index $i-1$. The latter gives $|s| \leqq \lambda_{i-1}(\tau)|\sigma(\tau)|$. Because of the inequalities satisfied by $\alpha_{0}, \beta$ and $\mu$, the two inequalities above lead to a contradiction:

$$
P_{k} u-P_{k} v>\delta^{k}+\left(\lambda \mu+\beta \lambda_{i-1}-K \sigma_{0}\left(\lambda+\lambda_{i-1}\right)-\alpha(2+4 \sqrt{ } \bar{n}) N\right) \sigma^{k}>\delta^{k}
$$

at $(\xi, \tau)$.
Case IV. $|\xi| \leqq N$. If $\|w\| \leqq \psi$ fails, it has been seen that there is no Nagumo point in $|x|>N$, and hence there must be one in $|x| \leqq N$. This is true for every $\alpha>0$. In general, both the point and the distinguished index $k$ might be expected to depend on $\alpha$; thus, $(\xi, \tau)=\left(\xi_{\alpha}, \tau_{\alpha}\right), k=k_{\alpha}$. However, since $h(x)=0$ for $|x| \leqq N$, it is not hard to show that one and the same point ( $\xi, \tau)$ and index $k$ can be used for all $\alpha$ as $\alpha \rightarrow 0+$. This point is also a Nagumo point when $\alpha=0$, and a contradiction is obtained as in the proof of Theorem 0 in $\S 5$.

The result of the foregoing analysis is that (10) holds for $\alpha=0$, hence (9) holds for the index $i$, and the proof by induction is completed.
9. Remarks on strongly coupled systems. In this section and the next we give examples of the foregoing theory, making special choices of the functional implied in $u(\cdot)$.

Partial derivatives are denoted by the usual indicial notation,

$$
D^{\alpha}=\partial^{|\alpha|}\left|\partial x_{1}^{\alpha_{1}} \partial x_{2}^{\alpha_{2}^{2}} \cdots \partial x_{n}^{\alpha_{n}}, \quad\right| \alpha \mid=\alpha_{1}+\alpha_{2}+\cdots+\alpha_{n} .
$$

If $0<\theta<\pi / 2$ and $h>0$, a cone $C(\theta, h)$ with vertex at 0 , vertex angle $2 \theta$ and height $h$ is the set of all $x \in R^{n}$ satisfying

$$
e_{0} x \geqq|x| \cos \theta, \quad|x| \leqq h .
$$

Here $e_{0}$ is a unit vector defining the axis of the cone and $e_{0} x$ denotes the inner product. When $n=1$ we agree that $C(\theta, h)$ denotes a line segment of length $h$. The set $\Omega \subset R^{n}$ belongs to the class $K(\theta, h)$ if for each $x \in \Omega$ there exists a cone $C(\theta, h)$ such that $x+C(\theta, h) \subset \Omega$.

If $\Omega \subset \boldsymbol{R}^{n}$ is an open set, the class $C^{d}\left(\Omega, \boldsymbol{R}^{m}\right)$ is the class of functions $\Omega \rightarrow \boldsymbol{R}^{m}$ such that all derivatives of order $\leqq d$ are continuous. The class $C_{\phi}^{d}\left(\Omega, \boldsymbol{R}^{m}\right)$ is the subclass of functions in $C^{d}\left(\Omega, \boldsymbol{R}^{m}\right)$ for which the derivatives of order $d$ satisfy

$$
\begin{equation*}
\left|D^{\beta} u(x)-D^{\beta} u(y)\right| \leqq \phi(|x-y|), \quad|\beta|=d, \tag{12}
\end{equation*}
$$

where $\phi$ is a modulus of continuity; that is, $\phi$ is continuous and $\phi(0)=0$. In our applications we shall have $\Omega \in K(\theta, h)$ and (12) is required only for $(x, y)$ such that

$$
|x-y| \leqq h, \quad \lambda x+(1-\lambda) y \in \Omega, \quad 0 \leqq \lambda \leqq 1 .
$$

Hence, by the mean-value theorem, the condition holds with $\phi(s)=$
(const)s if all derivatives of order $d+1$ are bounded.
The following lemma is proved in [11]:
Lemma 1. Let $\Omega \subset R^{n}$ be an open set of class $K(\theta, h)$, bounded or unbounded, and let $w \in C_{o}^{d}\left(\Omega, R^{m}\right)$ for some modulus of continuity ф. Let

$$
W_{k}=\sup \left\{\left|D^{\alpha} w(x)\right|:|\alpha|=k, x \in \Omega\right\} \quad(k=0,1, \cdots, d)
$$

where $W_{0}<\infty$. Then $W_{k}<\infty$, and there exists a modulus of continuity $\Phi$, depending only on ( $\theta, h, d, m, \phi$ ), such that

$$
W_{0}+W_{1}+\cdots+W_{d} \leqq \Phi\left(W_{0}\right) .
$$

Actually the result is deduced in [11] from a hypothesis which is much weaker than $w \in C_{\phi}^{d}\left(\Omega, R^{m}\right)$. However it follows from the conclusion that in fact $w \in C_{\phi}^{d}\left(\Omega, R^{m}\right)$ for some $\phi$ and hence, the above formulation has been preferred here.

These considerations are extended to functions $u(x, t)$ defined on the region $G$ by means of the following definition:

Definition 4. Let $G_{t}$ denote the nonempty cross sections

$$
G_{t}=\left\{x \in \boldsymbol{R}^{n}:(x, t) \in G\right\} .
$$

Then $G$ belongs to the class $K(\theta, h)$ if each $G_{t}$ does so, with $(\theta, h)$ independent of $t$. The function $w: G \rightarrow R^{m}$ belongs to $C_{\phi}^{d}\left(G, R^{m}\right)$ if $w(t, \cdot)$ belongs to $C_{\phi}^{d}\left(G_{t}, R^{m}\right)$, where the modulus of continuity $\phi$ is independent of $t$.

It is convenient to denote by $D u$ the vector of $m\left(1+n+\cdots+n^{d}\right)$ components which contains all $x$-derivatives $D^{\alpha} u,|\alpha| \leqq d$. Thus, $D$ is of order $d$. We consider the operators

$$
\begin{cases}P_{k} u=u_{t}^{k}-f_{k}\left(x, t, u, u_{x}^{k}, u_{x x}^{k} \uparrow, D u\right) \text { in } G  \tag{13a}\\ R_{k} u=u^{k}-g\left(x, t, u_{v}^{k} \uparrow\right) & \text { in } \Gamma=\bar{G}-G,\end{cases}
$$

where $D u$ is an abbreviation for $(D u)(x, t)$ and where

$$
\begin{align*}
& \left(\operatorname{sgn} z^{k}\right)\left[f_{k}\left(x, t, v+z, v_{x}, v_{x x}, D v+s\right)\right.  \tag{13b}\\
& \left.\quad-f_{k}\left(x, t, v, v_{x}, v_{x x}, D v\right)\right] \leqq \omega(t,|z|,|s|)
\end{align*}
$$

for $k=1,2, \cdots, m$. Here $s=\left(s_{\alpha}\right),|\alpha| \leqq d$, and the function $\omega:[0, T] \times$ $\boldsymbol{R}^{2} \rightarrow \boldsymbol{R}$ satisfies
$\omega$ is continuous, increasing in the last argument, and

$$
\begin{equation*}
\omega(0,0,0)=0 . \tag{13c}
\end{equation*}
$$

Theorem 2. Let ( $P, R$ ) satisfy (13abc) in a bounded region $G \subset$ $K(\theta, h)$ and let $(u, v)$ belong to $C_{\phi}^{d}\left(G, \boldsymbol{R}^{m}\right)$ with $d \geqq 1$. Then the conditions

$$
\begin{aligned}
& |P u-P v|=o(1) \text { and }|R u-R v|=o(t) \text { as } t \longrightarrow 0+ \\
& \quad \text { uniformly in } x
\end{aligned}
$$

imply

$$
\begin{aligned}
& |D u-D v|=o(1) \text { and }|u-v|=o(t) \text { as } t \longrightarrow 0+ \\
& \text { uniformly in } x .
\end{aligned}
$$

In particular, if either of the forward derivatives $\partial u / \partial t$ or $\partial v / \partial t$ exists at $(x, 0)$ then the other exists and has the same value.

Before giving the proof we illustrate Theorem 2 by two examples.

Example 1. Let $n=1, x^{1}=x$, and let $G$ be defined by $t>x^{2}$. Consider the problem

$$
\begin{equation*}
2 u_{t}^{1}=u_{x x}^{1}-2 u_{x x}^{2}, \quad 2 u_{t}^{2}=u_{x x}^{2}-2 u_{x x}^{1}, \quad(x, t) \in G, \tag{14}
\end{equation*}
$$

subject to $u^{1}=u^{2}=0$ on $\Gamma$. This problem has the two solutions

$$
u=\left(u^{1}, u^{2}\right)=\left(t-x^{2}, t-x^{2}\right) ; \quad v=\left(v^{1}, v^{2}\right)=(0,0),
$$

which do not satisfy the conclusion of Theorem 2. Nevertheless, all the hypotheses of Theorem 2, except one, are satisfied with a great deal to spare, and both $u$ and $v$ are of class $C^{\infty}$. The only condition which fails is $G \in K(\theta, h)$. To be sure, each cross section $G_{t}$ satisfies $G_{t} \in K\left(\theta, t^{1 / 2}\right)$; but the parameter $h=t^{1 / 2}$ tends to 0 with $t$, and hence the condition does not hold uniformly in the sense required by Definition 4. This uniformity is therefore essential for the truth of Theorem 2, even when $\Gamma$ is smooth.

Example 2. If the hypothesis of Theorem 2 is strengthened to $P u=P v$ and $R u=R v$, and $\omega$ is linear, one might expect that the conclusion could be strengthened to $u=v$. However, this is not the case. Using the notation of Example 1, let $G$ be bounded by the three lines $x+t=0, t=0, x=1$, and consider the system

$$
\left\{\begin{array}{l}
5 u_{t}^{1}=u_{x x}^{1}-(1-x) u_{x x}^{2}-3 u_{x}^{1} \\
5 u_{t}^{2}=u_{x x}^{2}-(1-x) u_{x x}^{1}-3 u_{x}^{2}
\end{array} \quad(x, t) \in G\right.
$$

subject to $u=0$ on $\Gamma$. This problem has the solution

$$
u=\left(x^{4} t+x^{5}, x^{4} t+x^{5}\right) \quad(x \leqq 0) ; \quad u=(0,0) \quad(x \geqq 0)
$$

as well as the null solution $v=(0,0)$. All the hypotheses of Theorem 2 hold and, in agreement with the conclusion, $\partial u / \partial t=\partial v / \partial t$ for $t=0,0<x<1$. Nevertheless, $u \neq v$.

The proof of Theorem 2 is simple. By Lemma 1 we can find a modulus of continuity $\Phi(s)$ such that $w=u-v$ satisfies

$$
|D w| \leqq \Phi\left(\sup _{G_{t}}|w|\right)
$$

The condition for $\rho$ in Theorem 0 is therefore

$$
\rho(0)>0, \quad \rho_{t}>\omega(t, \rho, \Phi(\rho))+\lambda(t), \quad \rho>t \lambda(t),
$$

where $\lambda$ is continuous and $\lambda(0)=0$. These can be regarded as scalar equations with $\rho^{k}=\rho, \omega^{k}=\omega$ for $k=1, \cdots, m$. Given $\lambda \in$ ( $0,1 / 2$ ), there exists $\mu>0$ such that

$$
0<t<\rho, 0<\rho<\mu \Longrightarrow \lambda(t)+\omega(t, \rho, \Phi(\rho))<\lambda .
$$

Hence we may take $\rho(t)=\lambda t+\eta, 0<\eta<\mu / 2$, and we obtain $|u-v| \leqq$ $\lambda t+\eta$ for $0 \leqq t \leqq \mu$. Letting $\eta \rightarrow 0$, the result follows.

By using the full force of Theorem 1, one can readily extend Theorem 2 to unbounded regions and to strongly coupled systems containing functionals. Also one can obtain more detailed estimates by means of the inequalities

$$
\begin{equation*}
W_{k} \leqq(\text { const }) W_{0}^{1-k / d}\left[\max \left(W_{0}, W_{d}\right)\right]^{k / d}, \quad k=0,1, \cdots, d \tag{15}
\end{equation*}
$$

which are established for functions $w \in C^{d}\left(\Omega, R^{m}\right)$ on regions $\Omega \in$ $K(\theta, h)$ in [11]. For suitably restricted polynomials $H(D w)$ in the elements of $D w$, the inequalities (15) give an estimate of form

$$
|H(D w)| \leqq(\text { const })(\sup |w|)^{p}, \quad p \geqq 1
$$

and this can be used to establish uniqueness, stability, and asymptotic stability for the null solutions of certain rather broad classes of strongly coupled systems. Details of these developments are not difficult and are omitted.

In conclusion, we mention that the idea of using Kolmogorovtype inequalities in the study of strongly coupled systems is due to Nickel [4,5], and the fact that these results can be subsumed under a general theory of parabolic equations with functionals was pointed out by the authors [9, 10]. An existence theory within the context of Nickel's ideas is given in [8].
10. Systems with limited memory. The reason for requiring $\rho$ to be increasing in Theorem 1 is to ensure $\|\rho\|_{t}=\|\rho(t)\|$, so that $\rho(t)$ gives an estimate not only for $w(x, t)$ at the Nagumo point,
but also for $\|w\|_{t}$. The assumption of monotonicity does no great harm on a finite interval $[0, T]$, and, if the differential equation for $\rho$ would allow a decreasing $\rho$, we could generally take $\rho=$ constant. But on an infinite interval $[0, \infty)$ the monotonicity of $\rho$ is a serious restriction. The trouble is that one would like to establish asymptotic stability,

$$
\lim _{t \rightarrow \infty}|u(x, t)-v(x, t)|=0 \text { uniformly in } x
$$

and this requires $\lim \rho(t)=0$.
To deal with this problem let $\mu$ be a specified function $\boldsymbol{R} \rightarrow \boldsymbol{R}$ satisfying $\mu(t) \leqq t$. Without bothering to introduce a new notation, we alter the definition of $|\phi|_{t}$ in Definition 2 as follows:

$$
|\dot{\phi}|_{t}=\sup \left\{|\phi(\xi, \tau)|:(\xi, \tau) \in G_{0}, \mu(t) \leqq \tau \leqq t\right\}
$$

This gives a corresponding value, depending on $\mu$, for

$$
\|w\|_{t}=\left(\left|w^{1}\right|_{t},\left|w^{2}\right|_{t}, \cdots,\left|w^{m}\right|_{t}\right)
$$

Roughly speaking, an expression which can be assessed by $\|w\|_{t}$ cannot involve values of $w$ at times prior to $\mu(t)$. Such an expression can be thought to be of limited memory; a measure of the memory at time $t$ is given by $t-\mu(t)$. For example, the operator $w(x, t) \rightarrow w(x, t-1)$ has memory 1. The operator $w(x, t) \rightarrow w(2 x-t, t)$ has memory 0 , as does also the operator $w \rightarrow D w$ introduced in the foregoing discussion. Operators given by integration over the subset of points $(\xi, \tau) \in G_{0}$ for which $\mu(t) \leqq \tau \leqq t$ are of memory $t-\mu(t)$.

When the foregoing theory is developed in this setting, the hypothesis in Theorem 1 that $\rho$ is increasing can be replaced by a requirement that $\omega(t, y, z \uparrow)$ is increasing and that

$$
\rho_{t} \geqq \omega(t, \rho(t), \tilde{\rho}(t)), \quad \tilde{\rho}^{j}(t)=\max \left\{\rho^{j}(t): \mu(t) \leqq \tau \leqq t\right\}
$$

In particular, if $\omega(t, y, z \uparrow)$ is increasing, and also $\rho$ is decreasing, it suffices to have

$$
\rho_{t} \geqq \omega(t, \rho(\tau), \rho(\mu(t)))
$$

Thus, the study of asymptotic stability leads to a specific class of delay differential equations.

As a simple illustration, let $a_{k}, \alpha$ and $\beta$ be given functions of type $\boldsymbol{R}^{n+1} \rightarrow \boldsymbol{R}, \boldsymbol{R}^{n+1} \rightarrow \boldsymbol{R}^{n}$, and $\boldsymbol{R}^{n+1} \rightarrow \boldsymbol{R}$, respectively, and consider

$$
\left\{\begin{array}{l}
P_{k} u=u_{t}^{k}+a_{k}(x, t) u^{k}-f_{k}\left(x, t, u_{x}^{k}, u_{x x}^{k} \uparrow, u^{*}\right)  \tag{16a}\\
u *(x, t)=u(\alpha(x, t), \beta(x, t)), \quad \mu(t) \leqq \beta(x, t) \leqq t
\end{array}\right.
$$

Thus, $u \rightarrow u^{*}$ is a Volterra displacement operator with memory $t,-\mu(t)$. As continuity condition we assume that there exist constants $A$ and $B$ and an increasing function $N: \boldsymbol{R} \rightarrow \boldsymbol{R}$ such that

$$
\left\{\begin{array}{l}
a_{k}(x, t) \geqq A, \quad A>B \geqq 0,  \tag{16b}\\
\left|f_{k}\left(x, t, v_{x}^{k}+p, v_{x x}^{k}+q, v^{*}+s\right)-f_{k}\left(x, t, v_{x}, v_{x x}, v^{*}\right)\right| \\
\leqq N(t)|x||p|+N(t)|x|^{2}|q|+B \max _{j}\left|s^{j}\right|
\end{array}\right.
$$

for $(x, t) \in G$ and $k=1,2, \cdots, m$. In each strip $0<t \leqq T$ this is subject to side conditions for $|x|>N(T)$ and $|x| \leqq N(T)$ similar to those in Theorem 1.

Theorem 3. In the region $G=\boldsymbol{R}^{n} \times(0, \infty)$ let (16ab) hold and suppose also:
(i) $|u(x, t)-v(x, t)|$ is bounded in each strip $0 \leqq t \leqq T$,
(ii) $\lim \mu(t)=\infty$ as $t \rightarrow \infty$.

Then $P u=P v$ implies $\lim _{t \rightarrow \infty}|u(x, t)-v(x, t)|=0$ uniformly in $x$.

For proof, let $w=u-v$. To get a useful assessment for $\left\|w^{*}\right\|$ we ought to choose $t_{0}$ so that $\mu(t) \geqq 0$ for $t \geqq t_{0}$ and work in the region $t \geqq t_{0}$. However, since the main hypotheses are invariant under a translation of $t$, we shall use Theorem 1 as it stands. The conditions for $\rho$ are satisfied if $\rho$ is a decreasing solution of

$$
\rho_{t}^{k} \geqq-A \rho^{k}(t)+B \max _{j} \rho^{j}(\mu(t)), \quad \rho(0) \geqq\|w(x, 0)\|
$$

This can be solved by setting $\rho=\lambda(\sigma, \sigma, \cdots, \sigma)$ where $\lambda$ is a sufficiently large constant and where $\sigma$ is a decreasing solution of the scalar equation

$$
\begin{equation*}
\sigma_{t} \geqq-A \sigma(t)+B \sigma(\mu(t)), \quad \sigma(0)>0, \quad \sigma(t) \geqq 0 \tag{17}
\end{equation*}
$$

There is no difficulty in finding particular solutions of form $e^{-\alpha t}$, $(t+\beta)^{-\alpha}$ corresponding to particular choices $\mu(t)=t-\gamma(\gamma>0), \mu(t)=$ $\delta t(0<\delta<1)$. Such choices are useful in that, when they apply, they give a specific estimate of the rate with which $|u-v|$ approaches 0. However, the general case depends on the following:

Lemma 2. If $A>B \geqq 0$ and $\lim _{t \rightarrow \infty} \mu(t)=\infty$, then (17) has a decreasing solution $\sigma$ such that $\lim _{t \rightarrow \infty} \sigma(t)=0$.

The condition on $\mu$ is appropriate, since if $\mu$ is bounded and $B>0$, there can be no such function $\sigma$.

For proof suppose $\lim \mu(t)=\infty$ and construct a sequence $\left\{t_{n}\right\}$ with $t_{0}=0, t_{n+1}>t_{n}+1$, such that $\mu(t)>t_{n-1}+1$ for $t \geqq t_{n}$. For
$\sigma$ we choose a continuous function which is linear in each interval ( $t_{n}, t_{n}+1$ ) and is constant on the complementary intervals. It is readily checked that such a $\sigma$ can be constructed so as to be decreasing and to satisfy (17) except at the corners, and also

$$
0<\sigma\left(t_{n}\right)<(\text { const })\left[\frac{1+B}{1+A}\right]^{n} .
$$

Thus, $\lim \sigma(t)=0$. A modification of this constructions gives a continuously differentiable $\sigma$, but in fact a countable set of hyperplanes $t=$ const. in which $u_{t}-v_{t}$ and $\sigma_{t}$ fail to exist does no harm.

It is perhaps unnecessary to mention that the region and the operator in Theorem 3 can be strongly generalized, by using the full force of Theorem 1.
11. Boundary conditions of the second kind. The foregoing results extend to cases in which the boundary condition at some points involves only the normal derivative $u_{\nu}$, and not the undifferentiated function $u$. Boundary conditions of this type are of the second kind. A suitable regularity condition is given by the following definition:

Definition 5. The boundary $\Gamma$ is regular if there exists a function $c(x) \in Z^{1}$ satisfying $c_{\nu}(x) \geqq 1$ at all boundary points $(x, t)$ of Type II and also

$$
0 \leqq c \leqq C_{0}, \quad\left|c_{x}\right| \leqq C_{1}, \quad\left|c_{x x}\right| \leqq C_{2} \text { in } G
$$

The constants $C_{i}$ are called the region constants relative to $c$.
This condition is satisfied by many regions, such as a cube, that do not admit an internally tangent sphere in the sense of Hopf. For further discussions see [7, 9].

We shall consider operators

$$
\begin{equation*}
P_{k} u=u_{t}^{k}-f\left(x, t, u, u_{x}^{k}, u_{x x}^{k} \uparrow, u(\cdot)\right) \tag{18a}
\end{equation*}
$$

subject to the following continuity condition:

$$
\begin{align*}
& \left(\operatorname{sgn} z_{k}\right)\left[f_{k}\left(x, t, v+z, v_{x}^{k}+p, v_{x x}^{k}+q, v(\cdot)+w(\cdot)\right)\right.  \tag{18b}\\
& \quad-f\left(x, t, v, v_{x}^{k}, v_{x x}^{k}, v(\cdot)\right) \leqq \omega^{k}\left(t, z,\|w\|_{t},|p|,|q|\right) .
\end{align*}
$$

Here $\omega^{k}(t, z, s,|p|,|q|)$ is quasimonotone increasing with respect to the arguments $s, z$ and monotone increasing with respect to $|p|,|q|$. For simplicity we assume also that $\omega$ has continuous partial derivatives with respect to each of the arguments $z, s,|p|,|q|$. Instead of introducing a boundary operator $R$ we assume boundary condi-
tions such that
(18c)

$$
\begin{gather*}
\left|u^{k}-v^{k}\right| \leqq \varepsilon^{k}  \tag{I}\\
u^{k}-v^{k}>\varepsilon^{k} \Longrightarrow v_{v}^{k}-u_{v}^{k} \leqq \varepsilon^{k}, \quad v^{k}-u^{k}>\varepsilon^{k} \Longrightarrow u_{v}^{k}-v_{v}^{k} \leqq \varepsilon^{k} \tag{II}
\end{gather*}
$$

at boundary points of type I and II, respectively. Here $\varepsilon$ is a given vector of $R^{m}, \varepsilon>0$.

Theorem 4. Let (18abc) hold and let $\Gamma$ admit the region constants $C_{0}, C_{1}, C_{2}$. Suppose $\rho$ is an increasing solution of

$$
\rho_{t}^{k} \geqq \omega_{k}\left(t, \rho, \rho, \varepsilon^{k} C_{1}, \varepsilon^{k} C_{2}\right)+\delta^{k}, \quad \rho(0) \geqq\left(1+C_{0}\right) \varepsilon,
$$

on $(0, T]$. Then $\|P u-P v\| \leqq \delta$ in $G$ and $\sup \|u-v\|<\infty$ in $G_{0} \Rightarrow\|u-v\| \leqq \rho$ in $G_{0}$.

The proof follows by use of a comparison function $\psi(x, t)-\tilde{\varepsilon} c(x)$, where $\tilde{\varepsilon}$ is slightly larger than $\varepsilon$ and where $\psi$ is the function used in the proof of Theorem 1. It will be found that the hypothesis involving $p$ and $q$ is needed in a region somewhat larger than that defined by $|p| \leqq C_{1}\left(\max \varepsilon^{k}\right),|q| \leqq C_{2}\left(\max \varepsilon^{k}\right)$.

To illustrate the boundary condition, consider the operator $R$ defined by

$$
R_{k} u=a_{k}(x, t) u^{k}-b_{k}(x, t) u_{\nu}^{k}+g_{k}\left(x, t, u^{k} \uparrow\right)-h_{k}\left(x, t, u_{\nu}^{k} \uparrow\right)
$$

where the arrow denotes monotony as usual. For points $(x, t) \in \Gamma_{0}$ of Type II we require

$$
a_{k}(x, t) \geqq 0, \quad b_{k}(x, t) \geqq 0, \quad a_{k}(x, t)+b_{k}(x, t)=1
$$

At points of Type I we set $a_{k}(x, t)=1$ and omit the terms involving $u_{\nu}^{k}$. Then the condition $\|R u-R v\| \leqq \varepsilon$ in $\Gamma_{0}$ implies the boundary hypothesis of Theorem 4.
12. A theorem without growth conditions. For $a \in S^{n}, \tilde{a} \in$ $S^{n}, \tilde{b} \in R^{n}, \tilde{b} \in R^{n}$ it is convenient to define

$$
a \tilde{a}=\sum_{i, j=1}^{n} a_{i j} \tilde{a}_{i j}, \quad b \widetilde{b}=\sum_{i=1}^{n} b_{i} \widetilde{b}_{j}, \quad b a b=\sum_{i, j=1}^{n} b_{i} a_{i j} b_{j} .
$$

The hypothesis involving $N|x|^{2}$ and $N|x|$ in Theorem 1 corresponds to classical growth conditions for the coefficients of the linear inequality

$$
u_{t} \leqq a u_{x x}+b u_{x}, \quad a \geqq 0, \quad m=1
$$

where $a=a(x, t) \in S^{n}, b=b(x, t) \in \boldsymbol{R}^{n}$ and the products $a u_{x x}, b u_{x}$ denote contractions as above. Namely, the maximum principle holds for
bounded solutions in unbounded regions if $a=O\left(|x|^{2}\right)$ and $b=O(|x|)$, uniformly in $t$, as $|x| \rightarrow \infty$. It was noticed in [10] that these growth conditions can be dropped if the elliptic problem associated with $a u_{x x}+b u_{x}=0$ has effective dimension $\leqq 2$ in the sense of Meyers and Serrin [3]; see Definition 6 below. Conversely, the latter hypothesis is essential for the validity of the maximum principle in the problem

$$
\begin{equation*}
u_{t} \leqq \lambda\left(a u_{x x}+b u_{x}\right), \quad \sup u<\infty, \quad m=1 \tag{19}
\end{equation*}
$$

when $G=\Omega \times(0, T], R^{n}-\Omega$ is bounded, and the growth of the function $\lambda: G \rightarrow \boldsymbol{R}_{+}$is unrestricted.

By means of the technique used in the proof of Theorem 1 these results can be generalized to nonlinear systems containing functionals. To this end, we introduce the following definition:

DEFINITION 6. Let $a$ and $b$ denote functions $G \rightarrow S^{n}, G \rightarrow R^{n}$, respectively. The operator $S$ defined for $u \in Z^{1} b y S u=a u_{x x}+b u_{x}$ is said to be of Meyers-Serrin type if $a \geqq 0$ and for some $r_{0}$

$$
|x| \frac{\operatorname{trace} a(x, t)+b(x, t) x}{x a(x, t) x} \leqq 2+\phi(|x|), \quad(x, t) \in G, \quad|x|>r_{0}
$$

where $\phi$ is a continuous function $\boldsymbol{R} \rightarrow \boldsymbol{R}$ satisfying

$$
\int_{r_{0}}^{\infty} \frac{1}{r} \exp \left[-\int_{r_{0}}^{r} \frac{\phi(s)}{s} d s\right] d r=\infty
$$

The importance of this condition is that, when it holds, the equation $S y \leqq 0$ has a radial solution $y=\mu(|x|)>0$ for $|x|>r_{0}$ which satisfies $\lim u(\tau)=\infty$ as $\tau \rightarrow \infty$ : see [3].

We consider operators of the form

$$
\begin{equation*}
P_{k} u=u_{t}^{k}-f_{k}\left(x, t, u, S_{k} u^{k} \uparrow, u(\cdot)\right) \tag{20a}
\end{equation*}
$$

where $f_{k}$ is a function $G \times \boldsymbol{R}^{m} \times \boldsymbol{R} \times \boldsymbol{Z}^{m} \rightarrow \boldsymbol{R}$ and where each $S_{k}$ is an operator of Meyers-Serrin type. As continuity condition we require

$$
\begin{align*}
& \left(\operatorname{sgn} z^{k}\right)\left[f_{k}\left(x, t, v+z, S_{k} v^{k}, v(\cdot)+w(\cdot)\right)-f_{k}\left(x, t, v, S_{k} v^{k}, v(\cdot)\right)\right]  \tag{20b}\\
& \quad \leqq \omega_{k}\left(t,\|z\|,\|w\|_{t}\right)
\end{align*}
$$

where $\omega$ satisfies the same conditions as in Theorem 1. Namely, $\omega$ is quasimonotone increasing and

$$
\begin{equation*}
\omega(t, y+z, y+\bar{z})-\omega(t, y, y) \leqq K(|z|+|\bar{z}|) \quad(z \geqq 0, \bar{z} \geqq 0) \tag{20c}
\end{equation*}
$$

The difference between this hypothesis and that of Theorem 1 is
that here we have no restriction involving the arguments $p$ and $q$, which correspond to the dependence of $f$ on $u_{x}$ and $u_{x x}$, respectively.

Theorem 5. Let (20abc) hold in a bounded or unbounded region $G$ and suppose $\rho$ is an increasing solution of

$$
\rho_{t} \geqq \omega(t, \rho, \rho)+\dot{\delta}, \quad \rho \geqq \varepsilon, \quad 0<t \leqq T
$$

Then

$$
\begin{gathered}
\|P u-R v\| \leqq \delta \text { in } G, \quad\|u-v\| \leqq \varepsilon \text { in } \Gamma, \sup _{G_{0}}\|u-v\|<\infty \\
\Longrightarrow\|u-v\| \leqq \rho \text { in } G_{0}
\end{gathered}
$$

If $G=\Omega \times(0, T]$, where $R^{n}-\Omega$ is bounded, the hypothesis that each $S_{k}$ is of Meyers-Serrin type is essential even when $f$ is linear and the arguments $u, u(\cdot)$ do not occur. This follows from the above discussion of (19); cf. [10].

To prove Theorem 5 construct radial functions $y_{k}(x)=Y_{k}(|x|)$ such that $S_{k} y_{k} \leqq 0$ for large $|x|$ and also $\lim y_{k}(x)=\infty$ for $|x| \rightarrow \infty$. We choose $r_{0}$ so large that every $y_{k}$ is positive (and satisfies its differential inequality) for $|x|>r_{0}$, and we define $y_{k}(x)=0$ for $|x| \leqq r_{0}$. Theorem 5 now follows by use of a comparison function

$$
\psi(x, t)=\alpha y(x)+\lambda_{i}(t) \sigma(t)+\rho(t)
$$

with $y=\left(y_{1}, y_{2}, \cdots, y_{m}\right)$ and with $\lambda_{i}$ and $\sigma$ as in the proof of Theorem 1. In the present case the boundary is ruled out automatically as a possible location of the Nagumo point, and in other respects the proof parallels the proof of Theorem 1.
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