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#### Abstract

Let $G$ be a compact, semi-simple, connected and simply connected Lie group. Then the bundle of $p$-forms, denoted by $\Omega^{p}$ has a Laplacian $\Delta: \Omega^{p} \rightarrow \Omega^{p}$ defined by the Riemannian structure on $G$. Then the problem of finding the eigenforms and corresponding eigenvalues is considered in this paper. Our solution is given in terms of the representation theory of $G$ and is contained in the following.


Theorem 1.1. By left translation identify $\Omega^{p}=L^{2}(G) \otimes \Lambda^{p} \mathrm{~g}^{*}$ where $g$ is the Lie algebra of $G$. Then the spectrum of the Laplacian on $p$ forms is given by
(a) the eigenvalues are

$$
c(\lambda, \mu)=\frac{1}{2}(c(\lambda)+c(\mu))
$$

for $c(\lambda)=\|\lambda+\rho\|^{2}-\|\rho\|^{2}, \lambda$ the highest weight of an irreducible representation, $\rho$ is half the sum of the positive roots and $\mu$ is the highest weight of an irreducible representations in the decomposition

$$
\pi_{\lambda} \otimes \Lambda^{p} \mathrm{Ad}^{*}=\sum n_{\lambda}(\mu) \pi_{\mu}
$$

(b) the corresponding eigenforms are spanned by the matrix coefficients of $\pi_{\mu}$. Here $\pi_{\mu} \subset \pi_{\lambda} \otimes \Lambda^{p} \mathrm{Ad}^{*}$ and by the Peter-Weyl theorem we have $\Omega^{p} \cong \sum H_{2} \otimes H_{\lambda}^{*} \otimes \Lambda^{p} \mathrm{~g}^{*}$ so the matrix coefficients are identified with p-forms.
(c) the multiplicity of $c(\lambda, \mu)$ is

$$
m(\lambda, \mu)=n_{\lambda}(\mu)\left(\operatorname{dim} H_{\mu}\right)^{2} .
$$

This theorem can be interpreted in the following way. Let $X_{1}, \cdots, X_{n}$ be a basis for the left invariant vector fields and $Y_{1}, \cdots, Y_{n}$ one for right invariant vector fields. Then we can define two Casimir operators, $C_{L}$ using $X_{i}$ and $C_{R}$ using $Y_{i}$. The Theorem 1.1 can then be stated as follows.

Theorem 1.2. The Laplacian on p-forms is given by $\Delta=$ $\left(C_{L}+C_{R}\right) / 2$.

It was in this form that the resnlt was first made known to the author, see [1]. The advantage of our approach over that in [1] is that we avoid long calculations in local coordinates.

One should notice that in the case $p=0$ everything reduces to the well known situation on functions. In Theorem 1.1 we are forced to take $\lambda=\mu$, then $c(\lambda, \mu)=c(\lambda)$ and $n_{\lambda}(\mu)=1$. Similarly in Theorem 1.2 we have that for $p=0, C_{L}=C_{R}$ so $\Delta=C$ is the usual identification of the Laplacian with the Casimir operator. Secondly we notice that the expression in Theorem 1.2 is symmetric between left and right invariant parts. This symmetry has been hidden in Theorem 1.1 by chosing a trivialization of $T^{1}(G)$ by left invariant vector fields. However, in return for this loss of symmetry we have more explicit formulae.

The main Theorem 1.1 is proved in $\S 6$ of this paper. Before we can prove this we need to establish some notation and some standard results. In $\S 2$ we review results on representation theory for a Lie group. This is followed by $\S 3$ on identifying $G$ as a homogeneous space and $\S 4$ on the relationship between the group theory and results from Differential Geometry of manifolds. Section 5 contains a partial result which is left in terms of homogeneous spaces and then in $\S 6$ this is strengthened to our result. Finally $\S 7$ contains the example of $\operatorname{spec}^{1}(S U(3))$.

There are some more general results, see [6], concerning differential operators on homogeneous spaces. By working with more specific cases, natmely Lie groups, we have been able to obtain more detailed results. This provides explicit formulae to help with calculations as in the case of $\operatorname{spec}^{1}(S U(3))$ and so our paper provides some information complementary to that in [6].

Finally, I wish to acknowledge the useful discussions I have had with other mathematicians, particularly Jiri Dadok and Richard S. Millman, and to thank them for their help.
2. The representation theory of a Lie group. In this section we shall review the results from representation theory which we need. These are all well known and so the reader is referred to [2] or [4] for details and proofs. However, since notations vary between authors we need to describe the results in our context.

Let $G$ be a compact, semi-simple simply connected Lie group. Then all the irreducible representations of $G$ are finite dimensional. If $\hat{G}$ denotes the space of all irreducible representations then the highest weight theorem gives us a description of $\widehat{G}$.

THEOREM 2.1. The set $\widehat{G} \cong P \cap D$, where $P$ is the lattice of weights and $D$ is the positive Weyl chamber.

We shall use the following notation. If $\lambda \in P \cap U$ then the corresponding representation is $\pi_{2}$ on a space $H_{\lambda}$

$$
\begin{equation*}
\pi_{\lambda}: G \longrightarrow \text { Aut } H_{\lambda}, \tag{2.1}
\end{equation*}
$$

and $\pi_{\lambda}$ has highest weight $\lambda$. The corresponding character is

$$
\begin{equation*}
\chi_{i}(g)=\operatorname{tr} \pi_{i}(g) \tag{2.2}
\end{equation*}
$$

which has the normalization

$$
\begin{equation*}
\chi_{\lambda}(1)=\operatorname{dim} H_{\lambda} \tag{2.3}
\end{equation*}
$$

where 1 is the identity element of $G$.
Representations enter into the analysis on $G$ by means of the Peter-Weyl theorem.

Theorem 2.2. Let $L^{2}(G)$ denote the square integrable functions on $G$ then there is an isomorphism

$$
L^{2}(G) \cong \sum_{\lambda \in P^{\prime} \cap D} H_{\lambda} \otimes H_{\lambda}^{*}
$$

Furthermore if $G$ acts on $L^{2}(G)$ by left translation then this is realized by the action $\sum \pi_{2}$ on the left hand factor, and right translation corresponds to the action $\sum \pi_{i}^{*}$ on the right hand factor.

To study differential operators on $G$ we introduce the Lie algebra $\mathfrak{g}$ of $G$. We can identify $g$ with the left invariant vector fields on $G$.

Remark. We could also have identified $\mathfrak{g}$ with right invariant vector fields. By making the choice of left invariant vector fields we have introduced some asymmetry which will appear later.

Let $U$ be the universal enveloping algebra of $g$ and $Z(U)$ be the center of $U$. Then we can identify $U$ with the set of all left invariant differential operators on $G$ and $Z(U)$ with the bi-invariant operators. Given a representation $\pi_{2}$ of $G$ we can differentiate this to get a representation of $g$ and then extend it to $U$. All of these are denoted by $\pi_{2}$, whenever no confusion arises:

$$
\begin{align*}
& \pi_{\lambda}: G \longrightarrow \operatorname{Aut} H_{\lambda}  \tag{2.4}\\
& \pi_{2}: g \longrightarrow \operatorname{End} H_{\lambda} \tag{2.5}
\end{align*}
$$

and

$$
\begin{equation*}
\pi_{\lambda}: U \longrightarrow \text { End } H_{\lambda} . \tag{2.6}
\end{equation*}
$$

By the Peter-Weyl theorem we can relate the differential operators on $G$ with representations. Let $D \in U$ be a differential operator. If $\pi$ denotes the action of $U$ on $L^{2}(G)$ then the differential operator $D$ is realized as $\pi(D)$. If $D \in Z(U)$, so $D$ is bi-invariant, then we
can describe this in more detail. There is a polynomial function $p_{D}$, where

$$
\begin{equation*}
p_{D}: P \longrightarrow C, \tag{2.7}
\end{equation*}
$$

such that the following result is true.
Theorem 2.3. If $D \in Z(U)$ then there is $p_{D} \in C[P]$ such that $\pi(D)$ acts as the scalar $p_{D}(\lambda)$ on the term $H_{\lambda} \otimes H_{\lambda}^{*}$ in the decomposition $L^{2}(G) \cong \sum H_{\lambda} \otimes H_{\lambda}^{*}$.

In this paper we are interested in the eigenvalues of a specific operator, the Laplacian, and we can restate Theorem 2.3 as,

THEOREM 2.4. If $D \in Z(U)$ then the eigenvalues of $D$ are $p_{D}(\lambda)$ with multiplicity $\left(\operatorname{dim} H_{\lambda}\right)^{2}$ and a basis for the space of eigenfunctions is the set of matrix coefficients of $\pi_{\lambda}$.

If $\langle$,$\rangle denotes the positive definite inner product on \mathfrak{g}$ induced from the Killing form by changing sign, then consider the following sequence of maps:

$$
\begin{equation*}
\text { Hom }(\mathfrak{g}, \mathfrak{g}) \longrightarrow \mathfrak{g} \otimes \mathfrak{g}^{*} \longrightarrow \mathfrak{g} \otimes \mathfrak{g} \longrightarrow U \tag{2.8}
\end{equation*}
$$

Here the first map is the natural isomorphism, the middle comes from the isomorphism $\mathfrak{g}^{*} \rightarrow \mathfrak{g}$ given by $\langle$,$\rangle and the last map is$ the inclution of the Poincaré-Birkhoff-Witt theorem. Now Hom (g, g) has a distinguished element, the identity map, so we take its image under the sequence of maps which we denote by $C \in U$. Then $C$ is called the Casimir element and it is easy to see that $C$ corresponds to the Laplacian defined by the Riemannian structure on $G$ given by 〈, 〉.

Let

$$
\begin{equation*}
p_{c}(\lambda)=c(\lambda) \tag{2.9}
\end{equation*}
$$

then we can describe $c(\lambda)$ explicitly. Set

$$
\begin{equation*}
\rho=\frac{1}{2} \sum_{\alpha>0} \alpha \tag{2.10}
\end{equation*}
$$

so $\rho$ is half the sum of the positive roots, then

$$
\begin{equation*}
c(\lambda)=\|\lambda+\rho\|^{2}-\|\rho\|^{2} \tag{2.11}
\end{equation*}
$$

In this $\|\alpha\|^{2}=\langle\alpha, \alpha\rangle$ is the norm on $\mathfrak{g}^{*}$ induced from the Killing form. Thus we have a complete description of the eigenvalues and eigenfunction of the Laplacian defined on $L^{2}(G)$.

Theorem 2.5. For each $\lambda \in P \cap D c(\lambda)$ is an eigenvalue of $\Delta$ on $L^{2}(G)$ and the corresponding eigenspace is spanned by the matrix coefficients of $\pi_{\lambda}$. Conversely if $\Delta f=n f$ then $n=c(\lambda)$ for some $\lambda \in P \cap D$ and $f$ is a linear combination of matrix coefficients of representations $\pi_{\lambda}$ with $c(\lambda)=n$.

We must describe the representations of the group $\widetilde{G}=G \times G$. This is done in terms of the representations of $G$. For $\lambda, \mu \in P \cap D$ the pair $(\lambda, \mu)$ is the highest weight of a representation of $\widetilde{G}$. More precisely,

$$
\begin{equation*}
\pi_{\lambda, \mu}: \widetilde{G} \longrightarrow \operatorname{Aut}\left(H_{\lambda} \otimes H_{\mu}\right) \tag{2.12}
\end{equation*}
$$

with the action on the element $x \otimes y \in H_{\lambda} \otimes H_{\mu}$ given by

$$
\begin{equation*}
\pi_{\lambda, \mu}\left(g_{1}, g_{2}\right)(x \otimes y)=\left(\pi_{\lambda}\left(g_{1}\right) x\right) \otimes\left(\pi_{\mu}\left(g_{2}\right) y\right) \tag{2.13}
\end{equation*}
$$

We must also know the action of the Laplacian on $\widetilde{G}$. By Theorem 2.5 since $\widetilde{G}$ is also a compact semi-simple simply connected group we have only to give the polynomial $\widetilde{c}(\lambda, \mu)$.

Lemma 2.6. The polynomial $\widetilde{c}(\lambda, \mu)=c(\lambda)+c(\mu)$ where $c(\lambda)=$ $\|\lambda+\rho\|^{2}-\|\rho\|^{2}$ is the polynomial associated to the Casimir of $G$.

Proof from Theorem 2.5 we have

$$
\begin{equation*}
\tilde{c}(\lambda, \mu)=\|(\lambda, \mu)-\tilde{\rho}\|^{2}-\|\rho\|^{2} \tag{2.14}
\end{equation*}
$$

The result now follows since $\tilde{\rho}=(\rho, \rho)$ and we are now working with the product norm so

$$
\begin{equation*}
\|(\alpha, \beta)\|^{2}=\|\alpha\|^{2}+\|\beta\|^{2} \tag{2.15}
\end{equation*}
$$

3. The Lie group as a homogeneous space. In this section we shall consider the Lie group $G$ as a quotient space of the group $\widetilde{G}=G \times G$. Let

$$
\begin{equation*}
\operatorname{diag} G=\{(g, g) \in G \times G: g \in G\} \tag{3.1}
\end{equation*}
$$

then $\operatorname{diag} G \cong G$. Consider the map $\breve{G} \rightarrow G$ given by $(x, y) \rightarrow x y^{-1}$ then this has kernel $\operatorname{diag} G$ and so we have a short exact sequence

$$
\begin{equation*}
0 \longrightarrow \operatorname{diag} G \longrightarrow \widetilde{G} \longrightarrow G \longrightarrow 0 \tag{3.2}
\end{equation*}
$$

Notice that the last map is not a homomorphism so that $G \cong \widetilde{G} / \operatorname{diag} G$ as manifolds, the group structure however has been lost. Essentially we are studying how the Riemannian structures in the terms in the sequence (3.2) are related.

On the Lie group $G$ we have a Riemannian structure induced by the Killing form. Since $G$ is compact and semi-simple the Killing form,

$$
\begin{equation*}
B(X, Y)=\operatorname{tr} \operatorname{ad} X \operatorname{ad} Y, \tag{3.3}
\end{equation*}
$$

is a negative definite bilinear form on $\mathfrak{g}$, the Lie algebra of $G$. We identify the tangent space $T_{g}(G)$ with $\mathfrak{g}$ by left translation:

$$
\begin{equation*}
L_{g}: g \longrightarrow T_{g}(G) . \tag{3.4}
\end{equation*}
$$

Then we can define an inner product on $T_{g}(G)$ by

$$
\begin{equation*}
\langle\hat{\xi}, \eta\rangle=-B\left(L_{g}^{-1} \hat{\xi}, L_{g}^{-1} \eta\right), \tag{3.5}
\end{equation*}
$$

for $\xi, \eta \in T_{g}(G)$.
Now the group $\widetilde{G}$ has the product Riemannian structure induced from $G$, since $\widetilde{G}=G \times G$. Let $\langle,\rangle_{\sim}^{\sim}$ denote the Riemannian structure on $G$ coming from the projection $\widetilde{G} \rightarrow G$. Then one can check that

$$
\begin{equation*}
\langle\xi, \eta\rangle_{\sim}=2\langle\xi, \eta\rangle . \tag{3.6}
\end{equation*}
$$

If $\Delta$ denotes the Laplacian on functions on $G$ and $\widetilde{\Delta}$ the Laplacian on $G$ coming from that on $\breve{G}$ then one consequence of (3.6) is

$$
\begin{equation*}
\tilde{\Delta}=24 . \tag{3.7}
\end{equation*}
$$

In the next section we shall see that this result is also true on forms.
To finish this section we shall describe the connection between representations of $G$ and bundles over $G$. Let

$$
\begin{equation*}
\pi: G \longrightarrow \text { Aut } E \tag{3.8}
\end{equation*}
$$

be a representation of $G$, not necessarily irreducible, onto a finite dimensional space $E$. Then we have a representation $\pi: \operatorname{diag} G \rightarrow$ Aut $E$ by

$$
\begin{equation*}
\pi(g, g) v=\pi(g) v \tag{3.9}
\end{equation*}
$$

Now form the trivial bundle

$$
\begin{equation*}
\widetilde{G} \times E \longrightarrow \widetilde{G} \tag{3.10}
\end{equation*}
$$

over $\breve{G}$ with fiber $E$. Then $\operatorname{diag} G$ acts on $\widetilde{G} \times E$ by

$$
\begin{equation*}
(g, g)(x, y, v)=\left(x g^{-1}, y g^{-1}, \pi(g) v\right) . \tag{3.11}
\end{equation*}
$$

Let

$$
\begin{equation*}
\underset{\sim}{E}=\widetilde{G} \times E / \operatorname{diag} G \tag{3.12}
\end{equation*}
$$

be the quotient under this action then it is immediate that $\underset{\sim}{E}$ is a bundle over $G \cong \widetilde{G} / \operatorname{diag} G$. We shall $E$ by $\widetilde{G} \times E$.
4. The deRham complex and the Laplacian. Let $M$ be a Riemannian manifold. Of course we shall be interested in the case $M=G$. The cotangent bundle of $M$ is $T^{1}(M)$. Then we can form the bundle $T^{p}(M)$ : the $p$ th exterior power of $T^{1}(M)$. This is the bundle with fibre at $x \in M$ given by

$$
\begin{equation*}
T_{x}^{p}(M)=\Lambda^{p}\left(T_{x}^{1}(M)\right) \tag{4.1}
\end{equation*}
$$

A section of the bundle $T^{p}(M)$ is called a $p$-form. We shall work with $C^{\infty} p$-forms here and then extend these to $L^{2} p$-forms so that we can use the Peter-Weyl theorem. The space of $p$-forms is denoted by $\Omega^{p}(M)$. Thus $\Omega^{\circ}(M)=C^{\infty}(M)$ and so there is a natural map

$$
\begin{equation*}
d: \Omega^{0}(M) \longrightarrow \Omega^{1}(M) \tag{4.2}
\end{equation*}
$$

which extends as a derivation to

$$
\begin{equation*}
d: \Omega^{p}(M) \longrightarrow \Omega^{p+1}(M) . \tag{4.3}
\end{equation*}
$$

This map $d$ is the exterior derivative and has the property that $d^{2}=0$.

The Riemannian structure on $M$ induces an inner product on each fiber of $T^{p}(M)$ for all $p$. In particular there is a volume form on $M$ denoted by $d V(x)$. Then we have a metric on $\Omega^{p}(M)$ given in local coordinates by

$$
\begin{equation*}
\left\langle\sum f_{\alpha} d x^{\alpha}, \sum g_{\beta} d x^{\beta}\right\rangle=\int \sum f_{\alpha}(x) g_{\beta}(x)\left\langle d x^{\alpha}, d x^{\beta}\right\rangle_{x} d V(x) \tag{4.4}
\end{equation*}
$$

Using $\langle$,$\rangle on \Omega^{p}(M)$ we define $d^{*}$ as the adjoint of $d$, thus

$$
\begin{equation*}
d^{*}: \Omega^{p+1}(M) \longrightarrow \Omega^{p}(M), \tag{4.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle w, d^{*} \tau\right\rangle=\langle d w, \tau\rangle \tag{4.6}
\end{equation*}
$$

The Laplacian on $p$-forms is

$$
\begin{equation*}
\Delta=d d^{*}+d^{*} d: \Omega^{p} \longrightarrow \Omega^{p} \tag{4.7}
\end{equation*}
$$

This gives us a more general form of equation (3.7); that is if $\langle,\rangle_{1}$ and $\langle,\rangle_{2}$ are two Riemannian metrics with $\langle,\rangle_{1}=k\langle,\rangle_{2}$ and $\Delta_{1}, \Delta_{2}$ are the corresponding Laplacians on $p$-forms then

$$
\begin{equation*}
\Delta_{1}=k \Delta_{2} . \tag{4.8}
\end{equation*}
$$

In our case we have $\langle,\rangle_{1}=\langle,\rangle_{\sim}$, the metric induced from $\widetilde{G}=$ $G \times G$, and $\langle,\rangle_{2}=\langle$,$\rangle , the Killing form metric. Hence$

$$
\begin{equation*}
\tilde{\Delta}=2 \Delta \tag{4.9}
\end{equation*}
$$

which holds not just for the Laplacian on functions but for the Laplacian on $p$-forms.
5. The Laplacian on $p$-forms. So far we have surveyed some standard material form Lie group theory and Riemannian Geometry. This has been done in such a way as to ease the proof of the main result of this paper. Before the main result comes we still need some more material.

Proposition 5.1. Let $T^{p}(G)$ be the $p$ th exterior power of the cotangent bundle and $\pi=\Lambda^{p} \mathrm{Ad}^{*}: G \rightarrow$ Aut $\Lambda^{p} \mathrm{~g}^{*}$ be the $p$ th exterior power of the dual of the adjoint representation, then identifying $G \cong \widetilde{G} /$ diag $G$ gives $T^{p}(G) \cong \widetilde{G} X_{-} \Lambda^{p} \mathfrak{g}^{*}$.

Proof. This proposition follows from the following lemma, taking duals and taking exterior powers.

Lemma 5.2. Let $T(G)$ be the tangent space of $G$ then $T(G) \cong \widetilde{G} \times_{\mathrm{dd}} \mathrm{g}$.
Proof. There are two maps $T_{g}(G) \rightarrow \mathfrak{g}$, left and right translation, which we consider. These are denoted by

$$
\begin{equation*}
L_{g}: \mathfrak{g} \longrightarrow T_{g}(G) \tag{5.1}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{g}: \mathfrak{g} \longrightarrow T_{g}(G) \tag{5.2}
\end{equation*}
$$

The adjoint action is

$$
\begin{equation*}
\operatorname{Ad} g=L_{g} R_{g}^{-1}: \mathfrak{g} \longrightarrow \mathfrak{g} \tag{5.3}
\end{equation*}
$$

Notice that we can extend $L_{g}$ and $R_{g}$ to the whole of $T(G)$ and then $\left(R_{g}\right)^{-1}=R_{(g-1)}$. Consider the bundle map

$$
\begin{equation*}
\tilde{f}: \widetilde{G} \times \mathrm{g} \longrightarrow T(G) \tag{5.4}
\end{equation*}
$$

by

$$
\begin{equation*}
\tilde{f}((x, y), v)=L_{x} R_{y^{-1}} v \in T_{x y-1}(G) . \tag{5.5}
\end{equation*}
$$

Since $\tilde{f}\left(\left(x h^{-1}, y h^{-1}\right), a d h v\right)=\tilde{f}((x, y) v)$ the map $\tilde{f}$ induces a map $f: \widetilde{G} \times_{A d} \mathfrak{g} \rightarrow T(G)$.

Clearly this restricts to a vector space isomorphism on each fiber.

To complete the proof that $f$ is a vector bundle isomorphism we much check that $f$ is smooth. This together with checking that $f$ preserves Lie brackets is left to the reader as an easy exercise.

Theorem 5.3. (a) The eigenvalues of the Laplacian $\Delta$ on $p$-forms are the numbers $c(\lambda, \mu)=(c(\lambda)+c(\mu)) / 2$ where $\lambda$ is the highest weight of any representation and $\mu$ is the highest weight of a representation in the decomposition $\pi_{\lambda}^{*} \otimes \Lambda^{p} \mathrm{Ad}=\sum n_{t} \pi_{\mu}$.
(b) The space of corresponding eigenforms is spanned by the matrix coefficients of the representation $\pi_{\lambda} \otimes \pi_{\mu} \otimes \Lambda^{p} \mathrm{Ad}^{*}$.

Proof. Let $s$ be a $p$-form on $G$ which is an eigenform for $\Delta$. That is $s$ is a section of $T^{p}(G)$ and $\Delta s=n s$. Then there is a section $\widetilde{S}$ of $\widetilde{G} \times \Lambda^{p} \mathfrak{g}^{*}$ which is a map

$$
\begin{equation*}
\widetilde{S}: \widetilde{G} \longrightarrow \Lambda^{p} \mathfrak{g}^{*} \tag{5.6}
\end{equation*}
$$

such that

$$
\begin{equation*}
\tilde{d} \widetilde{S}=2 n \widetilde{S} \tag{5.7}
\end{equation*}
$$

and $\tilde{S}$ projects to $s$ under the projection from the following diagram


Now the bundle $\widetilde{G} \times \Lambda^{p} \mathrm{~g}^{*}$ is trivial so the Peter-Weyl theorem gives a description of its sections:

$$
\begin{equation*}
\Gamma\left(\widetilde{G} \times \Lambda^{p} \mathrm{~g}^{*}\right)=\sum_{i, n} H_{\lambda} \otimes H_{\lambda}^{*} \otimes H_{\mu} \otimes H_{t /}^{*} \otimes \Lambda^{p} \mathrm{~g}^{*} \tag{5.9}
\end{equation*}
$$

Here we have used the fact that an irreducible representation is of the form $H_{\lambda} \otimes H_{\mu}$ for $H_{\lambda}$ and $H_{\mu}$ irreducible representations of $G$. Now we can use the result giving the eigenvalues and eigenfunctions of the Laplacian to describe $\widetilde{S}$. That is $\widetilde{S}$ is a linear combination of matrix coefficients in the representation $H_{\lambda} \otimes H_{\mu} \otimes \Lambda^{p} \mathrm{~g}^{*}$, with the trivial action on $\Lambda^{p} \mathrm{~g}^{*}$. The eigenvalue, which we recall is $2 n$, is then

$$
\begin{equation*}
2 n=c(\lambda)+c(\mu)=2 c(\lambda, \mu) . \tag{5.10}
\end{equation*}
$$

The next step is to find which of these sections $\widetilde{S}$ project to a section of $T^{p}(G)$. Let $\mathrm{Ad}^{p *}$ be the $p$ th exterior power of the dual of the adjoint action, then by equation (3.11) and Proposition 5.1 we see that the condition that $\widetilde{S}$ projects to a section of $T^{p}(G)$ is

$$
\begin{equation*}
\widetilde{S}\left(\left(g_{1} h, g_{2} h\right)\right)=\operatorname{Ad}^{p *}(h) \widetilde{S}\left(g_{1}, g_{2}\right), \tag{5.11}
\end{equation*}
$$

here we have regarded $\widetilde{S}$ as a map, as in equation (5.6). Thus if $\widetilde{S}$ is a matrix coefficient of $H_{\lambda} \otimes H_{z} \otimes \Lambda^{p} \mathrm{~g}^{*}$ and satisfies (5.11) then we must have

$$
\begin{equation*}
\pi_{\mu} \subset \pi_{\lambda}^{*} \otimes \mathrm{Ad}^{p} \tag{5.12}
\end{equation*}
$$

as a subrepresentation. From (5.10) we see that the corresponding eigenvalue is $n=c(\lambda, \mu)$ which completes the proof of part (a) of the theorem.

The proof of part (b) is completed by observing that the matrix coefficients of the representation $H_{\lambda} \otimes H_{\mu} \otimes \Lambda^{p} \mathrm{~g}^{*}$ for all $\lambda, \mu$ such that $2 c(\lambda, \mu)=2 n$ form a basis for the eigenspace corresponding to $2 n$ on $\widetilde{G}$.
6. The group structure on $\widetilde{G} / \operatorname{diag} G$. The projection $\widetilde{G} \rightarrow$ $\widetilde{G} /$ diag $G$ gives an isomorphism $\widetilde{G} / \operatorname{diag} \cong G$ as manifolds. However, since the $\operatorname{map}(x, y) \rightarrow x y^{-1}$ is not a homomorphism the group structure is lost. In this section we remember that $G$ has a group structure and use this to describe the Laplacian on $p$-forms on $G$. Let us recall our diagram:


We define a splitting $G \rightarrow \widetilde{G}$ by $g \rightarrow(g, 1)$.
Since a Lie group is parallelizable we can use left translation to give a global trivialization of the bundle $T^{p}(G)$. Now from the PeterWeyl theorem we can describe $p$-forms in terms of representations:

$$
\begin{equation*}
\Omega^{p}(G)=\sum_{i} H_{\lambda} \otimes H_{\lambda}^{*} \otimes \Lambda^{p} \mathrm{~g}^{*} \tag{6.2}
\end{equation*}
$$

By using the splitting of (6.1) we can now explicitly describe a section $S \in \Omega^{p}(G)$ which is obtained from a section $\widetilde{S}: \widetilde{G} \rightarrow \Lambda^{p} \mathrm{~g}^{*}$. By our previous work it is sufficient to do this when $\widetilde{S}$ is a matrix coefficient in a representation $H_{\lambda} \otimes H_{\mu} \otimes \Lambda^{p} \mathrm{~g}^{*}$ with $\pi_{\mu} \subset \pi_{\lambda}^{*} \otimes \Lambda^{p} \mathrm{Ad}$. That is it is sufficient to consider

$$
\begin{equation*}
\widetilde{S}(x, y)=f(x) g(y) w \tag{6.3}
\end{equation*}
$$

with $f$ a matrix coefficient of $H_{\lambda}, g$ one for $H_{\mu}$ and $w \in \Lambda^{p} g^{*}$. Then under the identification (6.2)

$$
\begin{equation*}
S(x)=f(x) w \tag{6.4}
\end{equation*}
$$

The main result of this paper can now be stated.
Theorem 6.1. Let $\lambda$ be the highest weight of an irreducible
representation $\pi_{\lambda}: G \rightarrow$ Aut $H_{\lambda}$ and let $\pi_{\lambda}^{*} \otimes \Lambda^{p} \mathrm{Ad}=\sum n_{\mu} \pi_{\mu}$ be a decomposition into irreducible representations, then
(a) the eigenvalues of the Laplacian on $\Omega^{p}(G)$ are $c(\lambda, \mu)=$ $(c(\lambda)+c(\mu)) / 2$.
(b) the corresponding eigenforms are spanned by the matrix coefficients of $\pi_{\mu}^{*} \subset \pi_{\lambda} \otimes \Lambda^{p} \mathrm{Ad}^{*}$.
(c) the multiplicity of the eigenvalue is $m(\lambda, \mu)=n_{\mu}\left(\operatorname{dim} H_{\mu}\right)^{2}$.

Proof. This result is a translation of Theorem 5.3 under the splitting which we have defined. There is the additional part about the multiplicities because we can now pick out which elements in the spanning set are linearly independent.

We note that the techniques used in this paper can be used to describe the Laplacian on vector bundles over homogeneous spaces $G / K$. However, the results are not as detailed in the general case as they are in our specific case of $\widetilde{G} / \operatorname{diag} G$.
7. The example of $\operatorname{Spec}^{1}(S U(3))$. In this section we calculate $\operatorname{Spec}^{1}(S U(3))$. That is we use Theorem 6.1 to calculate the eigenvalues and eigenforms of the Laplacian on 1 -forms for the group $S U(3)$. The basic facts about $S U(3)$ are taken from [2] and so we just recall these without proof. However, the reader is warned that there are differences between the notation here and in [2].

The group $S U(3)$ has $\operatorname{rank} l=2$, dimension $\operatorname{dim} S U(3)=8$ and 3 positive roots, $\alpha, \beta$ and $\rho$, with the property

$$
\begin{equation*}
\rho=\frac{1}{2}(\alpha+\beta+\rho) \tag{7.1}
\end{equation*}
$$

Thus $\rho$ is half the sum of the positive roots as well as being a root. We define weights $\sigma$ and $\tau$ by

$$
\begin{equation*}
\sigma=\frac{2}{3} \alpha+\frac{1}{3} \beta, \quad \tau=\frac{1}{3} \alpha+\frac{2}{3} \beta \tag{7.2}
\end{equation*}
$$

The lattice of weights is generated by $\sigma$ and $\tau$ and the dominant weights are

$$
\begin{equation*}
P \cap D=\{a \sigma+b \tau: a, b \in Z, a, b \geqq 0\} \tag{7.3}
\end{equation*}
$$

These facts are summarized in the following diagram. In this diagram the heavy lines represent the walls of the Weyl chambers. One can identify these chambers with the Weyl group and denoting these by $w_{0}, w_{1}, \cdots, w_{5}$ the action of the Weyl group is


$$
\begin{array}{ccccccc} 
& w_{0} & w_{1} & w_{2} & w_{3} & w_{4} & w_{5}  \tag{7.5}\\
\sigma & \sigma & \sigma & -\tau & \tau-\sigma & \tau-\sigma & -\tau \\
\tau & \tau & \sigma-\tau & \sigma-\tau & \tau & -\sigma & -\sigma
\end{array}
$$

where the entry in row $\gamma, \gamma=\sigma$ or $\tau$, and column $w_{j}$ is $w_{j}(\gamma)$.
The inner product induced by the Killing form is given in the following table:

$$
\begin{gather*}
\langle\sigma, \sigma\rangle=\langle\tau, \tau\rangle=\frac{1}{9}  \tag{7.6}\\
\langle\sigma, \tau\rangle=\frac{1}{18}, \quad\langle\rho, \rho\rangle=\frac{1}{3}
\end{gather*}
$$

Thus if $\lambda=a \sigma+b \tau$ then

$$
\begin{equation*}
c(\lambda)=\frac{1}{9}\left(a^{2}+b^{2}+a b+3 a+3 b\right) \tag{7.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{dim} H_{\lambda}=\frac{1}{2}(a+1)(b+1)(a+b+2) \tag{7.8}
\end{equation*}
$$

To decompose $\pi \otimes$ Ad we use the following result, see [5] or [3]. Firstly let $F_{\nu}(\mu)=\sum_{w \in W}(-1)^{w} \delta_{w \nu}^{\prime \prime}$, then if $\pi \otimes \mathrm{Ad}=\sum n_{f} \pi_{\mu}$ the numbers $n_{\mu}$ are given by

$$
\begin{equation*}
n_{\mu}=\sum_{\gamma} m(\gamma) F_{\rho+\lambda-\gamma}(\rho+\mu) \tag{7.9}
\end{equation*}
$$

where $m(\gamma)$ is the multiplicity of the weight $\gamma$ in the representation
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Ad. Notice that if $\mu$ and $\nu$ are both in the dominant chamber and not both in the walls of the chamber then

$$
F_{\nu}(\mu)= \begin{cases}1 & \text { if } \mu=\nu  \tag{7.10}\\ 0 & \text { otherwise } .\end{cases}
$$

To carry out our decomposition we need to have the values for $\mathrm{m}(\gamma)$, which are

$$
m(\gamma)= \begin{cases}2 & \gamma=0  \tag{7.11}\\ 1 & \gamma= \pm \alpha, \pm \beta, \pm \rho \\ 0 & \text { otherwise }\end{cases}
$$

The results of the calculation $\operatorname{Spec}^{1}(S U(3))$ are now given in the following table. For each $\lambda$, a dominant weight we give the dominant weights $\mu$ in the decomposition $\pi_{\lambda} \otimes \mathrm{Ad}$, the values of the Casimir $c(\lambda)=c\left(\lambda^{*}\right)$ and $c(\mu)$, where $\lambda^{*}$ is the highest weight to $\pi_{\lambda}^{*}$. Then we give the eigenvalue of the Laplacian, $c(\lambda, \mu)$, and its multiplicity, $m(\lambda, \mu)=n_{\mu}\left(\operatorname{dim} H_{\mu}\right)^{2}$.

Table 1

| $\lambda=0, c(\lambda)=0$ |  |  |  |
| :---: | :---: | :---: | :---: |
| $\mu=\rho, \quad c(\mu)=1$, | $c(\lambda, \mu)=\frac{1}{2}$, | $m(\lambda, \mu)=16$ |  |
| TABLE 2 |  |  |  |
| $\lambda=\sigma, c(\lambda)=\frac{4}{9}$ |  |  |  |
| $\mu$ | $c(\mu)$ | $c(\lambda, \mu)$ |  |
| $\sigma$ | $\frac{4}{9}$ | $\frac{4}{9}$ |  |
| $2 \tau$ | $\frac{10}{9}$ | $\frac{7}{9}$ |  |
| $2 \sigma+\tau$ | $\frac{16}{9}$ | $\frac{10}{9}$ |  |

Table 3

$$
\lambda=\tau, \quad c(\lambda)=\frac{4}{9}
$$

| $\mu$ | $c(\mu)$ | $c(\lambda, \mu)$ | $m(\lambda, \mu)$ |
| :---: | :---: | :---: | :---: |
| $\tau$ | $\frac{4}{9}$ | $-\frac{4}{9}$ | 9 |
| $2 \sigma$ | $\frac{10}{9}$ | $\frac{7}{9}$ | 36 |
| $\sigma+2 \tau$ | $\frac{16}{9}$ | $\frac{10}{9}$ | 225 |

## Table 4

| $\lambda=\sigma+\tau, c(\lambda)=1$ |  |  |  |
| :---: | :---: | :---: | :---: |
| $\mu$ | $c(\mu)$ | $c(\lambda, \mu)$ | $m(\lambda, \mu)$ |
| 0 | 0 | $\frac{1}{2}$ | 1 |
| $2 \sigma+2 \tau$ | 8 | $\frac{9}{2}$ | 729 |
| $3 \sigma$ | 2 | $\frac{3}{2}$ | 100 |
| $3 \tau$ | 2 | $\frac{3}{2}$ | 100 |
| $\sigma+\tau$ | 1 | 1 | 256 |

Table 5

$$
\lambda=a \sigma+\tau, a \geqq 2, c(\lambda)=\left(9^{2}+4 a+4\right) / 9
$$

| $\mu$ | $c(\mu)$ | $c(\lambda, \mu)$ | $m(\lambda, \mu)$ |
| :---: | :---: | :---: | :---: |
| $(a-1) \sigma$ | $\left(a^{2}+a-2\right) / 9$ | $\left(2 a^{2}+5 a+2\right) / 18$ | $a^{2}(a+1)^{2} / 4$ |
| $(a-2) \sigma+2 \tau$ | $\left(a^{2}+a+4\right) / 9$ | $\left(2 a^{2}+5 a+8\right) / 18$ | $9(a-1)^{2}(a+2)^{2} / 4$ |
| $(a+1) \sigma+2 \tau$ | $\left(a^{2}+7 a+16\right) / 9$ | $\left(2 a^{2}+11 a+20\right) / 18$ | $9(a+2)^{2}(a+5)^{2} / 4$ |
| $(a+2) \sigma$ | $\left(a^{2}+7 a+10\right) / 9$ | $\left(2 a^{2}+11 a+14\right) / 18$ | $(a+3)^{2}(a+4)^{2} / 4$ |
| $(a-1) \sigma+3 \tau$ | $\left(a^{2}+4 a+13\right) / 9$ | $\left(2 a^{2}+8 a+17\right) / 18$ | $4 a^{2}(a+4)^{2}$ |
| $2 \sigma+\tau$ | $\left(a^{2}+4 a+4\right) / 9$ | $\left(a^{2}+4 a+4\right) / 9$ | $2(a+1)^{2}(a+3)^{2}$ |

Table 6

$$
\lambda=\sigma+b \tau, b \geqq 2, c(\lambda)=\left(b^{2}+4 b+4\right) / 9
$$

| $\mu$ | $c(\mu)$ | $c(\lambda, \mu)$ | $m(\lambda, \mu)$ |
| :---: | :---: | :---: | :---: |
| $(b-1) \tau$ | $\left(b^{2}+b-2\right) / 9$ | $\left(2 b^{2}+5 b+2\right) / 18$ | $b^{2}(b+1)^{2} / 4$ |
| $2 \sigma+(b-2) \tau$ | $\left(b^{2}+b+4\right) / 9$ | $\left(2 b^{2}+5 b+8\right) / 18$ | $9(b-1)^{2}(b+2)^{2} / 4$ |
| $2 \sigma+(b+1) \tau$ | $\left(b^{2}+7 b+16\right) / 9$ | $\left(2 b^{2}+11 b+20\right) / 18$ | $9(b+2)^{2}(b+5)^{2} / 4$ |
| $(b+2) \tau$ | $\left(b^{2}+7 b+10\right) / 9$ | $\left(2 b^{2}+11 b+14\right) / 18$ | $(b+3)^{2}(b+4)^{2} / 4$ |
| $3 \sigma+(b-1) \tau$ | $\left(b^{2}+4 b+13\right) / 9$ | $\left(2 b^{2}+8 b+17\right) / 18$ | $4 b^{2}(b+4)^{2}$ |
| $\sigma+b \tau$ | $\left(b^{2}+4 b+4\right) / 9$ | $\left(b^{2}+4 b+4\right) / 9$ | $2(b+1)^{2}(b+3)^{2}$ |

Table 7
$\lambda=a \sigma+b \tau, a \geqq 2, b \geqq 2, c(\lambda)=\left(a^{2}+b^{2}+a b+3 a+3 b\right) / 9$

| $\mu$ | $c(\mu)$ | $c(\lambda, \mu)$ | $m(\lambda, \mu)$ |
| :---: | :---: | :---: | :---: |
| $(a+1) \sigma+(b+1) \tau$ | $\left(a^{2}+b^{2}+a b+6 a+6 b+9\right) / 9$ | $\left(2 a^{2}+2 b^{2}+2 a b+9 a\right.$ | $(a+2)^{2}(b+2)^{2}$ |
|  |  | $+9 b+9) / 18$ | $\times(a+b+4)^{2} / 4$ |
| $(a-1) \sigma+(b-1) \tau$ | $\left(a^{2}+b^{2}+a b-3\right) / 9$ | $\left(2 a^{2}+2 b^{2}+2 a b+3 a\right.$ | $a^{2} b^{2}(a+b)^{2} / 4$ |
|  |  | $+3 b-3) / 18$ |  |
| $(a+2) \sigma+(b+1) \tau$ | $\left(a^{2}+b^{2}+a b+6 a+3 b+6\right) / 9$ | $\left(2 a^{2}+2 b^{2}+2 a b+9 a\right.$ | $(a+3)^{2} b^{2}$ |
|  |  | $+6 b+6) / 18$ | $\times(a+b+3)^{2} / 4$ |
| $(a-2) \sigma+(b+1) \tau$ | $\left(a^{2}+b^{2}+a b+3 b\right) / 9$ | $\left(2 a^{2}+2 b^{2}+2 a b+3 a\right.$ | $(a-1)^{2}(b+2)^{2}$ |
|  |  | $+6 b) / 18$ | $\times(a+b+1)^{2} / 4$ |
| $(a+1) \sigma+(b-2) \tau$ | $\left(a^{2}+b^{2}+a b+3 a\right) / 9$ | $\left(2 a^{2}+2 b^{2}+2 a b+6 a\right.$ | $(a+2)^{2}(b-1)^{2}$ |
|  |  | $+3 b) / 18$ | $\times(a+b+1)^{2} / 4$ |
| $(a-1) \sigma+(b+2) \tau$ | $\left(a^{2}+b^{2}+a b+3 a+6 b+6\right) / 9$ | $\left(2 a^{2}+2 b^{2}+2 a b+6 a\right.$ | $a^{2}(b+3)^{2}$ |
|  |  | $+9 b+6) / 18$ | $\times(a+b+3)^{2} / 4$ |
| $a \sigma+b \tau$ | $\left(a^{2}+b^{2}+a b+3 a+3 b\right) / 9$ | $\left(a^{2}+b^{2}+a b+3 a+3 b\right) / 9$ | $(a+1)^{2}(b+1)^{2}$ |
|  |  |  |  |
|  |  |  |  |
|  |  |  |  |
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