
PACIFIC JOURNAL OF MATHEMATICS
Vol. 91, No. 1, 1980

DIRECT FACTORIZATIONS OF MEASURES

THEODOR EISELE

In this paper we want to investigate the question, to what
extent can the disintegration of some measure on an arbitrary
Suslin space with respect to some measurable function / be
replaced by the image measure under some function g inverting
/ , such that the "outcome" of the situation under a function
h is not changed. Such a direct factorization, as we call it,
is modulo some conditions about atoms of the measures in gen-
eral only possible, if the range of h is countable. But there
are always solutions to the problem in a weak sense. The re-
sults have applications in game theory to the problem of "elim-
ination of randomization".

Our staring point are some results about the compactness and
convexity of the range of some measure operations. They are
closely related to Lyapunov's theorem [10].

In § 2 we recall some known results about the disintegration of
measures on Suslin spaces.

The problem of direct factorizations of measures is made precise
in § 3 and solved there for the case where the "outcome"-set C is
countable. Of course, some restrictions concerning the atoms of
the measures are necessary. A counterexample shows that this
result cannot be generalized to compact metrizable C. Thus we
introduce in § 4 the notion of a weak direct factorization and show
that such a weak direct factorization exists even if C is an arbitrary
Suslin space.

It is quite obvious that the solutions to the direct factorization
problem are extreme points in a certain convex space of measures
on a Suslin set. In fact, we show in § 5 that if C is countable or
if we regard the weak problem, the extreme points of this set are
exactly the solutions to the corresponding factorization problem.
Under somewhat different situations such characterizations have
been found in [5].

As mentioned at the beginning, we shall apply the results to
a question in game theory in § 6. The application shows, when
random strategies ( = behavior strategies) can be equivalently replaced
by nonrandom ones. Such questions of "elimination of randomization"
have been treated in [3] and [4] in the finite case and are here
generalized to arbitrary Suslin spaces.

1* Convex ranges by nonatomic measures* Since in later
sections we are interested when some integral operators have com-
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pact convex range, we shall give here some descriptions of such
cases. Of course, our propositions lie in the vicinity of Lyapunov's
theorem.

Let (A, SI) be a fixed measurable space and m, mlf ra2, <τ-ad-
ditive, Rd-vsΛned measures on (A, 91) with finite variation \m\, (mj,
|m2 |, •••.

DEFINITION. I?e3ϊ is called an m-atom if it is an atom with
respect to |m|, i.e., \m\(B') e{0, \m\(B) Φ 0} for all B'Q B. m is
called nonatomic if it has no atoms.

The following result is known as Lyapunov's theorem [10]:

THEOREM 1. The range of a nonatomic, Rcι-valued measure of
finite variation is compact and convex.

Changing slightly the excellent proof of this theorem, due to
Lindenstrauss [8], we get what we shall need in the sequel:

THEOREM 2. // (m<) is a sequence of nonatomic measures with
iM>i\ ^k [* for some finite measure μ, then the set of all points in

(Rd)N of the form

( m ^ ) , m2(B2), •••)

with (Bi)ieN ranging over the ^-partitions1 of A, is convex and
weakly compact.

Proof. Set &> = {(gi)e(L~(μ))N, 0 ^ gt and Σ*β*ffi ^ 1}. & is
convex and compact in the product topology of the weak-*-topology.

The linear mapping M:£f->(Rdy, M(gt) = ([gtdmλ is continu-

ous in this topology, since |m t | < μ. Thus the proof is finished if

(1) MiSf) - M({(1B.) 6 ^ , (B<) a partition of A}) ,

since the first set is weakly compact and convex. But " 2 " is
obvious; so let (ri)eΛf(βSf). M~ι{{rτ)} is a weakly compact convex
subset of Sf and contains an extremal point (gt) by the Krein-
Milman theorem. If (gt) were not in the right set of (1), then we
could assume, without loss of generality, that there exist ε > 0 and

B C {e ^ gu g2 ^ 1 - ε} with | mjiβ) I > 0 .

Since mx and m2 are nonatomic, there are disjoint Bl9 B2 S B with

i.e. sequences of disjoint subsets from
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mx(B%) Φ 0 (ΐ = 1, 2) and applying Theorem 1 to m2/Biy we find
disjoint B3, 2?4 £ B1 as well as disjoint Bδ, B6 £ i?2 with

m2(B2i+d) = -J-m2(S,) (i, j = 1, 2) .

Let «, /3 with ε ^ | α | + | β | > 0 satisfy

and

h = α(lΛ3 - 1*4) - /3(l*β - lΛfl) =£ 0 .

Then m^h) = m2(h) = 0 and thus (gλ ± h, g2 + h, g3, •) 6
contradicting the extremality of

Thus " C " holds in (1) and the proof is complete.

COROLLARY. Let μ be a nonatomίc finite positive measure on
(A, 9t) and ft: A—>Rd uniformly hounded measurable functions.

Then the set of all points in Rd of the form Σίeiv \fi^-Didμ with
J

(jD<)f6v ranging over all ^-partitions of A, is compact and convex.

2. Some reminiscences* In this section let the sets A, B, C
be Suslin spaces, i.e., continuous images of polish spaces, and S5(A),
33(2?), S3(C) their Borel algebras. We remind the following, well
known results about the factorization of measurable functions (cf.
[7]).

(a) If /: A —> B is a surjective Borel-measurable function, then
there exists a universally measurable function g:B-+A with f°g =
idB.

(b) If /: A -* B is Borel-measurable and h: A->C is /^(SSCB))-
a5(C)-measurable, then there exists a universally measurable func-
tion g: B-> A with h°gof = h and /o# = i ^ β

The situation becomes more involved, if we regard measure
spaces.

Let R(A) denote the set of all positive finite Radon measures
on A. If μeR(A) and veR(B) we write

f:(A,μ) >{B,v)

if / is a ^-measurable function and v — Rf{μ) the image of μ under
/. μ is called a preimage measure of v under /.

If / : (A, μ) —> (B9 v) with / a Borel-measurable surjection and
g:B-^A as in (a), then in general we cannot expect Rg(v) = μ,
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though both measures are preimages of v.
(c) The preimage measure of v is unique if and only if the

universally measurable set {b e B; $f~\b) ^ 2} has v-measure zero
(see [6] and [8]). There is however a nice and rather deep repre-
sentation theorem for all preimage measures of v, known as dis-
integration of measures (cf. [11] and [12] 2, 21).

(d) Let f:A—>B be a Borel-measurable mapping between the
two Suslin spaces A, B and let μeR(A), veR(B). Then are equi-
valent

( i ) Rf(μ) = »
(ii) there exists a family (μb)bGB £ W(A) QR(A)2 with

(a) b\->μb(A') is Borel-measurable for all A! e35(A)

(£) μ = \jibv(db)

(7) for v-almost all 6, \μh\{A\f~1{b}) = 0.
Moreover, if (μb) and (μb) are two families with (α) — (Y), then μ6 =
/ij for v-almost all 6. The uniqueness assertion in (d) shows espe-
cially, that

(e) if μ = Rg(v) for a universally measurable function g: B—>A
with fog = ίdj3 (see (a)), then μb — dg{b) is the v-almost unique
disintegration of Rg(v). Conversely, if the disintegration of μ —

\μbv(db) satisfying (a) — (7) is of the form μb — δg{b) for some g: B-*

A, then g is Borel-measurable by (a) and by (7)

fog =z idB v-almost surely .

But in this paper we are more interested in situations as in (b) in
the presence of measures.

We regard the situation

( * )

where / and h are Borel-measurable functions; μ, v and π are posi-
tive finite Radon measures on A, B, C respectively and v = Rf(μ)f

π = Rh(μ).
If we were only interested in v-measurable functions g: B-+G

with π = Rg(v), then the following proposition would give a complete
answer. First we need the following

DEFINITION. Let T(u) denote the countable set of all atoms of
v. We say that v is atomicly adapted to π if there exists a com-

2 W(A) denotes the space of all probability measures on A.
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plete decomposition (Tc(v))ceT{z) of T(v) into disjoint subsets:

Γ(v)= U { T » , ceT(π)}

such that v(Tc{v)) ^ π{c} for all c e T(π).

Trivially, a nonatomic measure is atomicly adapted to all other
measures.

PROPOSITION. There exists a v-measurable function g: B—>C
with Rg(v) — π if and only if v is atomicly adapted to π.

Proof. If Rgip) = π, then T0(p) - Tip) Π ίΓ'M (c e T(ττ)) shows,
that v is atomicly adapted to π.

Conversely, let (Tc(v))CBTW be a decomposition of Tip) as in the
definition. Since viβ) = π(C) and vjB\T(p) is nonatomic, we find a
Borel set Bo £ B\T(v) with i;(β0) = ττ(T(τr)) - viTip)) and a complete
disjoint decomposition {Bc)ceτ{π) of ί?0 into Borel sets with

v{Bc) - π{c] - v{T£v)) ^ 0 (c e Γ(ττ)) .

On 5 0 U TO) define # by g(b) = c if 6 e ΰ c U Tcip). Now B^BXiB* U
TO)) and Ci = C\T(π) are Suslin spaces with nonatomic measures
v Is I?! and π \ Cx and v(J5i) = π(CJ — r. But such spaces are Borel-
isomorphic to a Borel subset of [0, r] with Lebesgue measure.

This shows, that we can extend g to a Borel-measurable func-
tion from Bλ to C1 with Rg(v [ Bj) — π [ Cλ and the proof is complete.

The last result is completely independent of A. But for later
applications we are interested in factorization results which regard A.

3* Direct factorizations* Let again A, B, C be Suslin spaces
with their Borel algebras S3(A), »(£) and SS(C). In the situation

(A, μ) -?-> {B, v)

(**)

with the usual notation, we are now looking for immeasurable
functions g:B-+A with f°g — idB v-almost everywhere and
R{hog){v) = 7r.

Let us call such a function g a direct factorization of (**).

THEOREM 3. Let (μb) be the unique disintegration of μ under
f. If for v-almost all b the function h is constant μh-almost every-
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where, then a direct factorization of (**) exists.

Proof. We may assume / to be surjective.
We know that there exists a ^-compact subset D' oί A with

π(C - Dr) = 0. But D' is metrizable (cf. [11]). So we find a count-
able basis (Q'm)m of relatively open subsets of D'. Set D = hrW)
and Qm = fc-^QiO. Furthermore we may assume μh{D) — 1 for all
6, neglecting a v-nullset. Put

G = {(α, /(<*)); a e D) n Π [0 x {6, i"»(QJ > 0} U (JO\QJ x 5 ] .

G is a Suslin set with G\b = {a, (α, b) eG} Φ φ and h is constant on
G|δ for all b. By a theorem of Blackwell ([2], III, 26) we see that3

hoipτoA:G-*C is (pro^-^CB)) - 35(C)-measurable. By (2,6) we
get a v-measurable function g: B —> G with Λ, o pro^ o g o proβ = it o pro4

and proBo^ = icίΰ v-almost everywhere. Now pro^o^ is a direct
factorization of (**).

We remind that Γ(v) denotes the at most countable set of all
atoms of v. The following theorem shows that we can restrict the
hypothesis of Theorem 3 to the set T(v)f if C is countable.

THEOREM 4. Let C be countable and suppose that h is constant
μb-almost everywhere for all b e T(v), where (μh) is the disintegra-
tion of μ under f.

Then (**) has a direct factorization.

Proof. For ceC define the Suslin sets Ae = h-'icWf-^Tiv)) and
Bc = f(Ac).

v \ B\T(v) being nonatomic, we see by the proof of Theorem 2
of § 1, that the set

Π — jί I lBc^Dcdv j (Dc) disjoint Borel subsets of BY

contains (\lBeμb(Ac)v(db)j .

Hence π = Rh(μ) fΛT{v))) + Σi**o»(Dc)δβ with Dc S Bc and (Dΰ)
a Borel-measurable partition of f(A)\T(v).

By (2, a) we have universally measurable functions ge: Dc—> Ac

with /<>gcz= idDc(ceC). Further there exist measurable functions
g'\ T(v) -> A with g\b) e f-\b) Π hrι{cJ ^ ^, where ft^-^cj) = 1 and
ff": B\f(A) -+A, δ ι-> flf"(6) = α € A. Then flr = U Λ U flr' U g" is a im-
measurable function: B-^A with f°g = lB v-almost everywhere
and

3 prcu denotes the projection to the space
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R{hog){v) = Rh{μ \ f~\T(v))) + Σ v(D.) δ. = π .
c

COROLLARY. // v is nonatomic and C countable, then there
exists a direct factorization of (**).

The following example shows however, that the theorem cannot
be generalized to arbitrary compact C.

Counterexample. Let B = C = [0, 1], A = {(δ, c) e[0, I]2, c = (1/2)6
or c = 1/2(6 + 1)} and /, Λ, the projections to the first, resp. second
coordinate. Let μ be given by

μ{(b, -|- 6 ); α < 6 ^ / 3 } - ^ {(&, γ(& + 1));

= —(/3 - α) for 0 <: α < /S ̂  1 .

Then π = v is the Lebesgue measure λ on [0, 1]. Assume, g: B—>A
would be a direct factorization and let J?o=^~1({(6, (1/2)6); 6e[0, 1]}),
a Lebesgue-measurable set. Then for all 0 <; a < /3 ̂  1 we have
λ(£0 n [α, £]) = (/3 - α)/2 = (l/2)λ([α, /3]). Since D ι-> λ(50 ί lΰ) is a
σ-additive measure on 33([0,1]) which equals (l/2)λ on the intervals,
we have λ(2?0 f) D) = (1/2)X(D) for all Lebesgue-measurable D.
Especially, 1/2 = λ(2?0) = λ(J50 Π J?o) = (l/2)λ(50) = 1/4, contradiction!

Thus there does not exist a direct factorization, though v is
nonatomic.

4* Weak direct factorizations* Since our research for direct
factorizations of measures has been knocked down by the above
counterexample, we want to weaken the notion of a direct factori-
zation to treat also noncountable C.

DEFINITION. Recall the situation (**), where A, B, C are Suslin
spaces, f:A—>B and h: A —» C Borel measurable functions and μ, v, π
positive finite Radon measures with Rf(μ) — v and Rh(μ) — π. We
say, (**) is weakly directly factorizable, if for each bounded Borel
measurable function r: C —> Rd, there exists a v-measurable function
g: B —> A with

fog = %dB v-almost everywhere and

\ rdπ = \ rohogdv .
lc ΊB
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THEOREM 5. The situation (**), as described above, is weakly
directly factorizable, if h is constant μb-almost everywhere for all
b e T(p)9 (μb) being the disintegration of μ under f

Proof We first define the Suslin space G' by Gr = (/, r ° h){A)
with the measure p — R(f, r ° h)(μ) which admits a unique disinte-
gration (pb)eR(Rd) with R$YoRd(p) = \ ρbv(db) and G'\b contains the

J B

support of pb. Let (Qm) be a countable open basis of Rd and set

G = G'nn lib, Pb(Qm) >0}xR*l)Bx (Rd\Qm)] .
m

G\b is contained in the support of pb for v-almost all 6 and #G|6 = 1
if 6 6 Γ(v). We regard the set © of all ^-measurable maps g: B->A
w i t h ( f o g φ ) , rohog(b))e{b} x G{b f o r v - a l m o s t a l l 6 . I f gu g2, •••
are from © and (!?<) is a Borel partition of B, then Uΐ (̂ i 1 Bύ 6 ®.

Since for all #e© Λô r are identical on T(v) and v1 B\T(v) is
nonatomic, we see by the corollary of § 1 that

Π = |\ r°h°gdv, ^6

is convex. Put

^ — 1 rdπ = \ proRddp = \ r(b)v(db)

with

a Borel measurable function. We have to show peΠ.
Otherwise, there would be a vector v eRd and a constant 7

with

for all peΠ and at least for one poeΠ we have (v, p0) < 7.
The sets

G^ ={(b,x)eG, (v,x)^(v,r(b))}
(^) (^)

are Suslin spaces. But for ^-almost all b G^lb Φ φ, since otherwise

(v, x) < <y, r(δ)> for all x e Glb

which would yield a contradiction by

<y, r(δ)> - ί (v, x)pb(dx) < {v, r(δ)> ,
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the equality holding v-almost everywhere.

If p0 = \ r o h o godv e Π with gQ e © we have by definition of p
J B

v{b; (v, r oho gib)) < (v, r(b)}} > 0 ,

hence p(G<) > 0. [Recall that G]b is in the support of pb v-a.s.]
But now also p(G>) > 0 to guarantee

(v, x)p(d(b, x)) = \ (v, r(b))v(db) .
G JB

This gives us the existence of a ^-measurable function g e © with

r oh°g(b) £G>\b y-a.s.

and

r

With p = I rohogdv we get the contradiction

7 ^ <v, p> - ί <v, r(b))v(db)
JB

< \ (Vy rohog(b))v(db) = (v, p) ^ 7 .

Hence p e 77 and the proof is complete.

COROLLARY. // v is nonatomic, then (**) always admits weak
direct factorizations.

REMARK. It is not difficult to generalize the above theorems
to arbitrary Blackwell spaces if we add the usual "consistency
assumptions on the atoms" (cf. [2]).

5* Extreme point problems* In this section we want to
reinterpret Theorems 3, 4 and 5 as theorems about the existence of
extreme points of certain convex sets. In fact, let us regard the
following subsets of R(A):

P = {λ e R(A), Rf(X) = v and Rh(X) = π)

P(r) = jλeiϊ(A), i?/(λ) = v and

where τ:G—>Rd is a bounded Borel measurable function. Then P
and P(r) are nonempty convex sets.

COROLLARY. // the condition of Theorems 3 or 4 [resp. of
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Theorem 5] is satisfied, then P [resp. P(r)] has extreme points.

Proof. Let g be the solution to the [weak] direct factorization
problem ,found in Theorems 3 or 4 [resp. Theorem 5]. Then λ =
Rg(v) is in P [resp. in P(r)], and since the disintegration of λ w.r.t.
/ is (Sew) by (2, e), X is an extreme point of P [resp. P(r)].

REMARK. The counterexample of § 3 shows however, that in
some situations there are extreme points of P, which all are not of
the form Rg(v). That this can not happen in the situation of
Theorems 4 or 5, show the following results:

THEOREM 6. Let us assume in (**) that h is constant on
f~\b) for all b e T(v) and that C is countable. Then X is extremal
in P if [and only if X = Rg{v) e P for some direct factorization g
of (**).

Proof. We have only to show the necessity.

So let X be extremal in P with the disintegration (λό) w.r.t. /.
By (2.e) it suffices to show that v-almost all λ& are 0-1-measures.
But if 0 < Xb(Q) < 1 for some beT, and Q e S3(A) then with

Π

and

we have

0 ^ λ2(Q) < λ(Q) < \ι(Q), X1 and X2eP

and

X = λ6(Q)V + Xb(A\Q)X2 ,

which contradicts the extremality of λ. Hence, for 6 6 T{v) Xb is a
0-1-measure.

If Xb for b $ T(v) are not ^-almost everywhere 0-1-measures, we
find (not necessarily different) clf c2eC, Q e 33(A) and ε > 0 such that
with E1 = fc-'fo) nQ,E2 = h-\c2)\Q the Borel set Z> = {6 e J2\2»; ε ^
λδCEΊ), ε <; Xb(E2)} has a positive y-measure. Set 0 < 7 ^ e/(l — ε)
and

dt = l± ΎXbiEJME,) ^ 0 f or 6 e D .

Since 2; is nonatomic on D we find a Borel set A S -D such that
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Mdb)= \
JD/D1

Define

= f (1 ± 7)λ,(. n^,) + dΐXb( f)E2) + λ*( \(#i U E2))v(db)

ΓΊ Eλ) + dΐXh{ n E2) + λ6( \(£Ί U E2))v{db)

It is easy to check that λ+, X~ e P and λ = (λ+ + λ~)/2, in contradic-
tion to the extremality of λ. The proof is complete.

Similarly in the weak situation:

THEOREM 7. Assume again in (**) that h is constant on f~\b)
for all beT(v), and let r:C-+Rd be a bounded Borel measurable
function. Then λ is extremal in P(r) if and only if X = Rg(v) e
P(r) for some with respect to r weak direct factorization g of (**).

Proof Since again only the necessity has to been shown, we
start with an extremal X in P{r) and its disintegration (Xb) with
respect to /. That for b e T{v) Xb must be 0-1-measures, is shown
as in the preceding proof. Assuming that X has not the required
representation, i.e., that for 6£ Tip) Xb are not v-almost everywhere
0-1-measures, we find Q e 23(A) and ε > 0 such that

D = {beB\T(v), ε ^ Xh(Q), s ^ Xb(A\Q)} eϊ&(B)

has a positive v-measure. Define

+ Q = f-\D) flQ, - Q = f-\D)\Q

and for 6 e D

p±(&) = \ r ohdXb/Xb(±Q) .

The set

Π = j \ ( l ^ + + lD\Ep-)dι>, Ee$8(B), E £ D

is compact and convex by the corollary of § 1, since v is nonatomic
on D. We claim, that Π contains

p = = \ p(b)v(db)
JD
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where p(b) — \rohdxb. Otherwise, we find veRd and a constant 7

such that for all peΠ

(v, p) £Ύ < (v, p) .

Let Eo be the set of all beD with (v, p(6)> ^ (v, p+(b)). Since
<v, p(b)> = λ6(+Q)<v, p+(6)> + λ^-QXv, jr(δ)> we have (v, p(b)) £
<v, P~(b)} for b 6 £>VEΌ. With

we get the contradiction

(v, p) = J<v, p(b))v(db)

, p-{b)))v{db)

T h i s s h o w s p = \(lEp+ + lD\EP~)dv = 1 ( 1 rohd\hjv(db) w i t h Xb =

lΛ(6)λ6( Π + Q)/λ6( + Q) + lz>\̂ (6)λ,( ΓΊ -Q)M-Q) for some Ee®(B),
EQD.

Let 0 < 7 <ί e/(l - ε) and

λ^O = ί (1 ± τ)λ»(.) + (Tτ)λ6(-Md») + MΛf-\D)) .

λ* are positive measures, since

(1 + 7)λ6( ) - 7λ&( Π ±Q)/λ6(±Q) ^ λ>( Π ±Q)(1 + 7(1 - 1/e)) ^ 0 .

Now it is easy to check that λ* Φ λ, X± e P(r) and λ = (λ+ + λ")/2.
This contradiction to the extremality of λ completes the proof.

REMARK. Similar characterizations of extremal measures have
been given for different situations in [5]. The results of [13] apply
here, such that there are integral representations for P and P(r)
with respect to their sets of extreme points (see also [14]).

6* An application to game theory• There are several appli-
cations of the above theorems in game theory and statistics. Most
of them can be subsumed under the notion of "elimination of
randomization". So long, these applications were restricted to cases,
where the parameter set or the set of strategies were finite (see
[3], [4]). Here, we shall however confine us to the following.
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Application. Elimination of behavior strategies in random
games. Let

& - <{1, ., n}, Xlf • , Xn, E19 , En, Yu , Yn ,

wl9 •••, wΛ, wlf - un)

be a ^-person-game with in advance randomly chosen personal events,
i.e., XiΦ ψ is the set of (α-posteriori) strategies of player i, EiΦ φ
is the set of possible personal events of player i, Yi

(^EiY, Xif

where Yi]H Φ φ is the subset of Xt of all strategies, which are still
available for player i, after et has happened, wt e W(Et) is the pro-
bability, with which the personal events will occur, and

ίV ΐ[ Xi x ΐlEi > R is a bounded function, the utility
i i

function of player i (i = 1, •••,%).

The game is played in such a manner, that first a personal event
eit which can also consist of some information, will occur for player
i with probability distribution wt. Then each player i has to choose
a strategy ^ 6 7 i ie.. The outcome for player i, if all this has
happened, will be

We assume that all Xif Et and Yt are Suslin spaces and that the ut

are Borel measurable. $b(Xi) is the cr-algebra of Borel subsets of Xim

To get a more unified representation, it is convenient to introduce
the ^-measurable functions x^. E% —> Xt with x^e^ e Yt\ei as α-priori
strategies, which can be chosen before the random event et takes
place, and to regard then the expected outcome for player i:

Ni(xl9 - , xn) = \ \ ulx^e,), , xn(en), el9 , en) ,

Let Xi be the set of all α-priori strategies.
In some cases even a wider class of strategies is of interest,

namely the behavior strategies kit These are Markov kernels from
Et to Xi; i.e.,

hi E< x aS(X,) -> [0, 1] with kle%9 )eW(YilH) and &,(-, JBt) is
Borel-measurable for all ^ e ^ X ^ ) . For these behavior strategies
the expected outcome of player i is

1? , kn) = \ \ I ulxt, -"fxnfelf , e j
J^i ^JXi Jin
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THEOREM 8. Suppose that for any Wcatom et e T(Wi) the func-
tions Uj(xl9 , xit , xn9 eu , ei9 , en) are independent of xi e
Yi\<t. Then to any tupel (ku •••,&») of behavior strategies there
exist a-priori strategies x^eXi (i = 1, , n) such that

( 1 ) N, (kl9 ••-,&») = Nj(xlf •••,&») for all j = 1, , n .

Moreover, if there exist Borel sets Όt £ Yt such that

( 2 ) * K A ι , 4 ) = l for all e.eE,

then the a-priori strategies xύ can be chosen to satisfy xi(si)eDi]H

(i = l, ••-,»).

Proof. Set w = L Since any α-priori strategy xt can be

identified with the behavior strategy k(ei9 Bx) — d~H{H)(B%), it suffices
to show that we can replace any kt by some xt without changing
the value of (1). Assume moreover, that i = 1 and D Q Yt satisfies
( 2 ) . F o r e e T(wλ) l e t x(e) eDle^ φ a n d s e t

A = D n {(β, «), β 6 ΓCwJ = > x = x(e)} .

We apply Theorem 5 to A, B — El9 C — A, f = pro 5, /̂  — icίA

— «?! and π — μ. Let r: A-* Rn be

r(e, a?) = \ ---I I • Λ u(e9 e2 , en, a?, a?2, -, xn)k2(e29 dx2)

kn(en, dxn)w2(de2) wn(den) .

Theorem 5 gives the required α-priori strategy xί9 satisfying
x^e,) eD, β l and

-Ny(»i, fc2, , K) = -iVXA?!, , fcn) (i = 1, , n) .

REMARK. Under the assuptions, that all Xt are finite and the
Wi on Ei are nonatomic (i = 1, •••, n), a result of the above kind
has been shown in [4] and has also been used by W. Armbruster,
Heidelberg, to obtain the existence of equilibrium points in α-priori
strategies.
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