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A MULTIPLE SERIES TRANSFORMATION OF
THE VERY WELL POISED 4.,¥ 4.

STEPHEN C. MILNE

A multiple series generalization of the g-analog of
Whipple’s theorem is derived for ,..,7,,,. by applying recent
analytical techniques of Askey and Ismail to Andrews’ mul-
tiple series transformation of a well poised .., @, s.

1. Introduction. The bilateral basic hypergeometric function

is
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Thus
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Hence we see that to insure convergence we must require #n < m.
Also b, # q77, a, # ¢"** for any nonnegative integer N. Finally if
n < m, we need only in addition require |¢| < 1; however, if n = m,
we need also

b, ---b,
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<[t <1.
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Bailey’s sum of the very well poised & is

qVa,—qVa,bcde
(1.5) s Va, —va,6 % 9 aq ag a’q

B o d’ e P bede

be’ bd’ be’ cd’ ce’ de a
qqqanGQaqaqaq

b’ ¢’ 'd e’ b ¢’ d’ e bede

where

Qyy - -y A _ (al)m R (le,.)oo
H [Bu 0y Bs:| - (al)w e (as)oo ’

The identity (1.5) is probably the most general summation identity
known for bilateral basic hypergeometric series. Andrews [1, §3]
deduces many important diverse results in number theory from (1.5).
Other g¢-series identities that follow from the #; summation are
given by Slater [11].

There are five known proofs of (1.5). Bailey’s original proof
[6, §4] relies on ingenious combinations of various transformation
formulas he had developed for ordinary and basic hypergeometric
series. Slater [12] uses an analog of the Barnes-type integral,
Lakin [12] combines a g¢-difference equation technique with Carlson’s
theorem on entire functions, and Andrews [1, §3] provides a more
elementary proof which utilizes ¢-difference equations together with
the uniqueness of a Laurent series expansion about the origin. In
obtaining (1.5) directly from the @, summation formula, Askey and
Ismail [5] have recently given the most elementary proof of all.

The (@, summation formula is:

a, q-I/E-, —qV a, br ¢, d

- RV I B
b ¢ d
aq aqg aqg ag
"be’ bd’ cd
" )ag ag ag aq
b’ ¢’ d’ bed
where
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To the end of proving ¥, Askey and Ismail first make the key
observation that both sides of (1.5) are analytic functions of z = a/e
is a disk of positive radius about the origin. They then show that
the @, summation formula in (1.6) is equivalent to the statement
that these two analytic functions agree when 2z =q™, m = 0,1, 2, ...
Thus they must be identically equal since 0 is an interior point of
the domain of analyticity. The identity in (1.5) follows.

This proof is motivated by the fact that when e = g the series
(1.5) becomes the series in (1.6) since 1/(g;¢), =0 when n = —1,
—2, -... Ismail [8] has used the above analytical method to extend
another result for a power series to a Laurent series.

In this paper we make use of Askey and Ismail’s proof of (1.5)
and Andrews’ [2] transformation of a terminating well poised
ai+e@orrs tO prOVe:

THEOREM 1.7.
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,—aq a9 29 29 a9 o9 ad ., 9
1.8 i~ bic,’ bue’ buf e’ enf ef T a
' 9 49 9 49 ag aq¢ ag aq _a’q_
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where

(1.12) (.bﬁ%) =g,

1=i1=k—1, N; a fixed positive integer.

Note that for ©# =1, Theorem 1.7 reduces to Bailey’s sum of
the very well poised ¥, given in (1.5).

The condition given by (1.12) for the parameters b, and ¢, only
applies when % = 2. In these cases the series on the left hand side
of (1.8) does not terminate while the series on the right hand side
in (1.11) does. When the series in (1.11) does not terminate there
are additional terms on the right hand side. For k¥ = 2 M. Jackson
[9] has proven the nonterminating form of Theorem 1.7.

Andrews [1, §3] has introduced the Laurent series K, J(a,, -- -, a3
2;9) = K, 1 (a); 2; @) which generalizes bilateral basic hypergeometric
series. As summarized in [4, chapter 7] the function K, .((a);2;q)
plays a key role in the proof of numerous partition identities of
Rogers-Ramanujan type.

It turns out that the sum on the left hand side of (1.8) is
Kopir,((@); 2;9).  This suggests it may be possible to discover a
multiple series transformation for K. .(a);#;q) that is similar to
Theorem 1.7. Furthermore, K, ((a);#;q) should be regarded as a
function of z/a, rather than z.

2. Proof of Theorem 1.7. In order to prove Theorem 1.7 we
need the following result of Andrews [2, §2] which generalizes the
terminating case of the @, summation in (1.6), as well as Watson’s
[13] g-analog of Whipple’s theorem.

THEOREM 2.1 (Andrews). For k=1 and N a nonnegative
integer:

o -l/ -N
a, ql/a, —qVv a, bu (CTRRRN bk—l’ Cr—1y bk, Cry ¢

aqu+N
wrorsal /o (g 09 ag | aq ag ag aq o ove TR
’ y b1 ’ ¢ ’ bk_l,ck_l, bk ) c: ’
2.2) _ (ag)y(ag/bics)x (ag/bie)m, - - - (aG/bp_sC_)m;_,
(aq/bu)x(ag/ey)y mimiemzo (D Dmy -+ (D
(bz)ml(cz)ml(bs)mﬁmz(cs)m1+m2 . (bk)m1+-~-+mk_x
(@q/b)m,(@q/.)m,(QQ[0:) m 4 m(@Q/C2) myms (@q/bi—1)myt . tmy_,
(ck)m1+'~~+mk_1 (q_N)m1+~-+mk__1

(‘7"1/%—1)m1+~--+m,,_1 . 0™V W)yt vy
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b202 b303 bk—lck—l

Observe that if we set e = ¢7¥ in (1.14) then,

aqg aq agq
gy, ——y ———y 37— —
(2.3) (@a@)w(ag/bici)y _ cie’ bee bios
(aq/by)x(aq/cy)y aq aqg aqg ag
b, ¢, e  bice

Noting (2.3) it is not hard to see that both sides of (2.2) are analytic
functions of z = 1/e in a disk of positive radius about the origin
provided that

(2.4) YW g, 1<i<k—1.
b.c;

Condition (2.4) terminates the sum on the right hand side of
(2.2) but not the sum of the left. If the right hand sum did not
terminate then 0 would not be an interior point of the domain of
analyticity of the above two functions.

The analytic functions representing both sides of (2.2) are equal
when z =¢"¥, N=1,2,.... Hence, since 0 is an interior point of
the domain of analyticity, both sides of (2.2) are equal when ¢~
is replaced by the parameter e. That is, we have the following
extension of Theorem 2.1 in which the left hand side converges, but
does not terminate, and the sum on the right hand side terminates:

THEOREM 2.5. For k=1 and
aq/be;, = ¢V, 1<i1<k—1,
N, a positive integer,

a, ¢V a, —qV a,b, ¢, -+, by e .
aq

J — — /B
s RV o B B B B B S WY
b1 C; bk Cy. e
aqg aq a
e e’ oo
(2.6) :I-[ k k kkJ
aq a9 agq aq
b, ¢, e Dbuce

(aQ/blcl)ml(a/q/b2c2)m2 tt (aQ/bk-—lck—l)mk_l
Myt M1 20 (q)m1<q)m2 s (q)mk_l
(b2)ml(cz)m1(b3)m1+m2(63)m1+m2 cee (bk>m1+---+mk_1
(aq/0.)m (@q/C1)n,(@Q[02) my+ mp (@G C)mimy =+ + (QQOt—1)mt e tmy, .

X
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(ck)m1+-u+mk_1 . (e)m1+"'+mk—1
(G/Q/ck—l)m1+~--+mk_1 (bkc"e/a)"‘f"”‘*‘mk—l

% <ﬂ>m1 <ﬂ>m1+mz . < aq )ml+-..+mk_2 . qm1+...+mk_1 .
b,c. byc, by_1Ce_s

Making use of Theorem 2.5 and Askey and Ismail’s proof of
(1.5) we now prove Theorem 1.7.

Just as in the proof of Theorem 2.5 it is not hard to see that
both sides of the identity in Theorem 1.7 are analytic functions of
2z = a/f in a disk of poitive radius about the origin provided that
(2.4) holds. To complete the proof of Theorem 1.7 we show that these
two analytic functions are equal when z =q™, m =1,2, .... This
will be accomplished once we show that Theorem 1.7 is true with
f=aqg™. (The key idea here is the “right” choice of the variable
z. RBarlier attempts at this type of proof of (1.5) were made with
the variable z = a.)

We are now ready to use Theorem 2.5 to show that Theorem
1.7 is true with f = aq™™.

Observing that

@V a)(—qV @)n _ (4 _ poemyy]
NN =1 —agr)/(1l—a),

we see that the left hand side of (1.8) with f = ag™ is:

- ”gm A—ag™) (Bl . (e . . O

AR
y /o 6 /n /"

<<ck>3 . ((e),,) e (et
aq aq qmt), \by - biCy - - Che

Cy e

B e W O W O3 W A N A W
I €0 I O N ¢ 0 N -0 I

-m kylt+m n—m
2.8 (O 7 Iy akq .
@8 x (ﬂ) @) nem \b1 ceobyey ot 0k6>
e /n—m

Note that (1.2) and (1.3) imply that
(2.9) (@; Qum = (@)_nlaq™™; q), -
For example,

(2.10) (@ )nem = (@g™™)-u(ag™™"),
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and

(2.11) @ pem = (@) m(@; @ -
Using (2.9), (2.10), and (2.11) we rewrite (2.8) as:

(N CA WA S WA (5 WA O WA o I8
(s0) . o) ) o) ey

a- a,q~21n)/[)1 ceobyey - ce\™
(2.12) % T ( b >
w o A —aq™¢")  (0Jg"). | ()qM)n . 5/q)a | (C4/Tn)n
7=0 (1 — aq—ﬁm) aq ° aq aq ﬂ
(2.13) o (elg™),  (ag™™).(  afgtm )n |
. exe

<ﬂ> (@), \by .- Dicy -
eq™/n

Note that the sum in (2.13) is the sum on the left hand side
of (2.6) with a replaced by aqg—*", b, by b,g™™, ¢, by c,g™, and ¢ by
eq~™. In addition we have,

ag™"q _ aq g7 _ aq _ v,

bag"eq™ - Ec_z . Q" h b_zc-; -

Thus we can replace the sum in (2.18) by the right hand side
of (2.6) with a replaced by aq—*", b, by b,g™™, ¢, by ¢.q~™, and e by
eq—™. When this is done the product of the products in (2.12) and
the sum in (2.13) become:

@11 Gon . @w . G ow @ (007
T e e

(2.15) % <b1 .. .al,;c,zlc’;;n. . cke>m

(2.16) x &8 Dagfee.

1) x () (39) (74) J(5).

218) < (L) (25) (o).

(agq/ blcl)ml(a’q/ b2cz)mz -+ (aq/ bk——lck—l)mk._l
MLyt ME—1Z0 (Q)ml(q)m2 c (q)mk_1

(2.19) X
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0/q™)my (/T )my BoqImirmy (05Tt my
(@q/60.9™)m, (aq/6:q™)m, (2Q[0:9™)mtm; (@Q[CA™)mytm,

... (bk/qm)m1+‘--+mk_1 . (ck/qm)m,_+n-+mk_1
(@/br1G™)my ot mpysy (@Q/Ct—1Q™)myt ot my_y
(e/qm)m1+---+mk_1 . qm1+"'+'”'k—l

(bkcke/aqm)m1+---+mk_1
x (zq_)’“ . (ﬂ)"‘“"” . <___aq )’””"'*’”‘2 .
b.c, bycs by_1Chs

It is not hard to see that the sum in (2.19) is the sum in (1.11)
with f=ag™™. All that is left in the proof of Theorem 1.7 is to
show that the product of the terms in (2.14) through (2.18) is
nothing but the products in (1.8), (1.9), and (1.10) with f = aq™™.

When the products in (2.14) are simplified using (1.8) and then
combined with (2.15) we obtain:

(bl/a')m(bz/a')m et (bk—l/a)m
2.20
(2.20) (g/e)ml@/e)m « - - (@[Ch—1)m

2 e e T
(2.22) w (0/@)n(ci/a)nle/a)ma™*qm"+*0m

(bicre)™
2.28) X (¢"*/a)a = (—Lrangmenn . (1—_;;;) (1= qgﬂ)
@28) X (1/gMn = (—Lyrgriimin
@.25) X (@)
(2.26) X (a/bw)n'(g/cu)n’(g/e)n" .

Observe that
b7(q/b)m = (—1)"g"*" ™+ . (by/q™ )
and
ci™(Cifa)m = (—1)"a""g/" ™V . (ag/c.q™ )m -

Thus (2.21) can be rewritten as:

(@g/c.q™)m - - - (Q/Ck19™)m
2.27
( ) (bI/qm)m e (bk—l/qm)m

(2.28) X (ag)~%*-bm |
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After some algebraic simplification we find that (2.16) can be
rewritten as

2.29)  (a9).(9/0)n

(2.30) X (—Lyrgrg-imimin (1 - q%) (1 S ) :

and that (2.18) can be rewritten as

(2.31) (ag/by)= (ag/e,)5 (ag/e)s!
(_1)m(aq)—3mq3/2m(m+1)(bkcke)m
2.32
2.32) X o tena)otela).
The product of the terms in (2.17), (2.25), (2.26), (2.29) and (2.31)
is:
(2.33) (09)(29/¢46)-(2q/510) (29/D1C1)
(aq/by)(ag/ci)(ag/e)-(aq - g™ [bicie).,
(2.34) % (2/0) (D m

(q/bk>m(q/ck)m(q/e)m )
The product of the terms in (2.20) and (2.7) is:

(2.35) {0 @) - + - (By_1/@)m} - {(@q/€:9™ ) - - - (@Q[C1_10™)m} .
{0ufq™)m -+ - (bas/q™)m} - {(@/C)m - - - (@/C1)m}

A routine algebraic simplification shows that the product of the
terms in (2.22), (2.32), (2.23), (2.30), (2.24), and (2.28) is 1.

Using (1.2) to rewrite the products in (2.34) it is not hard to
see that the product of terms in (2.33) and (2.34) is simply (1, 8)
with f= aq™.

Similarly, (1.2) implies that (2.85) is the produet of (1.9) and
(1.10) with f = aq™™.

This completes the proof of Theorem 1.7.

3. Applications. As an application of Theorem 1.7 we give a
new proof of the following partition identity due to Andrews [3,

§6].

THEOREM 3.1 (Andrews).

1
()W) -+ - (At

01 (Mmy, e, mp_1)2—ag(Mmy,er, My 1) =01 (Myyeee,mp_1)
(3.2) = g

ml,---,%‘k—lgo (q)ml(q)mz cte (Q)mk—l




428 STEPHEN C. MILNE

amag: . . . ot

(al)ml(az)m1+m2 tte (ak—l)m1+---+mk_1

’

where o,( My, - -, My_,) 18 the ith elementary symmetric function of
the my, - -, My_;.

Recalling MacMahon’s formula for z,(m) the number of plane
partitions of m with k& rows [10; p. 243], Andrews [3, §6] has
observed that if «, is replaced by ¢° in (3.2) then,

q01(ml,n-,mk)2—ag(m1,---,mk)+m2+2m3+- ek (b—1)m

S, m(mg = 3, :
m=0 ’ My M0 (q)m1 et (q)mk(q)ml(qz)m1+m2 te (qk)m1+---+mk

In order to prove (8.2) we choose the parameters in Theorem
1.7 as follows:

b, = a, g™

¢ = ag/a.q”
(3.3) .

f=aq

b,, ¢, e are nonzero constants independent of N .

This choice of parameters satisfies the terminating condition in (1.12)
since aq/b,c;, = q77.
Observe that

(3.4) limb, =0 and lime, =
N—oo N—oo
since |¢| < 1.
Now b, and ¢, contribute
(bi)n(ci)n . 1
(ag/b).(ag/e)), (be)™
(3.5) -1 . (D A —1fe) -+ (@' — 1/e;)

~ (aq)"  (agle), (1 —Dbjag)--- (g — bjaq)
to the sum on the left hand side of (1.8).
If we fix » and let N—  then (8.4) implies that (8.5) tends to
(3.6) 1 @ 1

@) @  (ag)"

An appeal to Tannery’s Theorem [7; 49] immediately implies
that the sum on the left hand side of (1.8) converges to:

w. [QVE-, _ql‘ a ’ bk, ck’ e; f e ak+lqk
W, —V'a, ag/b,, agles, aqle, aq/f’ b @@ boeef

_ [qI/F, —qvV'a, by e f a4 }
e 1/79 _I/E’ aQ/bk, CMI/C],, aq/e, aQ/f’ “ bkckef
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ag, 24 99 @9 9¢ aq 4q ., 9
" ber b b f cwe cf ef T a

¢ ¢ ¢ q ag ag aq aq a’q

b, ¢, e f b, ¢ e f bef

(3.7 =11

by Bailey’s &'; summation in (1.5).

Note that the products in (8.7) are exactly the same as those
in (1.8), and thus may be cancelled from both sides on (1.8).

When the parameters in (8.3) are used and we let N— «, an
application of Tannery’s Theorem for products [7; §49] implies that
the products in (1.9) and (1.10) become:

3.8 (@)e(@)eo  + + (A1) -

When the parameters in (3.8) are substituted into the sum in
(1.11) we obtain:

@@ Vg = (@ gy - @™o
my 57120 (g (Dmg * (D (XD my () mymy + * + (Xpemt) mytoevbmy g
(% (i TR (. () MR () ) MRS
(@@ )yt tmyy (01C10G ™ [ @)ty
(@ ™/t m (@q" ™ | Q)i my, = - - (@G ™[O )it tmy_y

(@@= [0t) (@q Y [O) g tmy + + + (@GN, Dyt tmyy
X (q—N)m1+ (mytmo)feeet(mytee-tmp_o)

(3.9)

X (™) (A ) mptmy -+ + Qi@ )yt

By making use of the relation

(@; @ = (——1)"‘a”‘<1 1><q _ %) (qm_l _ l)

a a

to rewrite the produets involving ¢, we find after some algebraic
simplification that when N — c the general term of the sum in
(3.9) becomes:

q”l(mlv"‘»mk—l)z"‘GZ(ml»""""k—-l)_”1(ml:”'vmlc—l)
(Q)ml(Q)mz e (q)mk_l
ariag: .. - api
(al)ml(az)m1+m2 tet (ak—l)m1+~--+mk_1

An application of Tannery’s Theorem now implies that when N — oo,
the sum in (3.9) converges to the sum in (3.2).

Putting everything together we find that 1 equals the products
in (3.8) times the sum in (3.2). This finishes the proof of Theorem
3.1.
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Note that we have obtained Theorem 3.1 as a limiting case of
Theorem 1.7.
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