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#### Abstract

Let $\mathfrak{R}$ be the von Neumann algebra crossed product determined by a maximal abelian selfadjoint algebra $L^{\infty}(X)$ and an automorphism of $L^{\infty}(X)$. The algebra $\mathcal{R}$ is generated by a bilateral shift $L_{\dot{\delta}}$ and an abelian algebra $\mathfrak{m}_{L}$ isomorphic to $L^{\infty}$; the non-selfadjoint subalgebra $\mathfrak{R}_{+}$of $\mathfrak{Z}$ is defined to be the weakly closed algebra generated by $L_{\delta}$ and $\mathfrak{M}_{L}$. The commutant of $\mathfrak{R}$ is the algebra $\mathfrak{R}$, also a crossed product. The invariant subspace structure of $\mathbb{R}_{+}$is investigated. It is shown that full, pure invariant subspaces for $\mathfrak{L}_{+}$are unitarily equivalent by a unitary operator in $\mathfrak{R}$ if and only if their associated projections are equivalent in $\mathbb{M}_{L}^{\prime}$. Furthermore, a multiplicity function can be associated with each invariant subspace. The algebra $\Re$ contains a subalgebra $\Re_{+}$analogous to $\mathfrak{R}_{+}$. It is shown that subspaces invariant for both algebras $\mathfrak{R}_{+}$and $\Re_{+}$can be parameterized in terms of certain subsets of the cartesian product $\mathbf{Z} \times X$.


1. Introduction. In their fundamental paper of 1936, Murray and von Neumann used the algebraic idea of a crossed product to exhibit special types of von Neumann algebras. The result of this construction is a crossed product of an abelian von Neumann algebra with a group of automorphisms of the algebra. This crossed product is now commonly called a group-measure algebra. Today, the study of crossed products in operator theory has become important not only for the examples it yields but also for its contribution to the general structure theory of operator algebras. For example, they have been useful in unraveling the structure of type III von Neumann algebras [11]. Indeed, Feldman and Moore [4] have recently shown that it is likely that every von Neumann algebra can be realized as a crossed product-perhaps of a complicated nature.

In this paper we shall consider crossed products of the type first considered by Murray and von Neumann [7]. We shall concentrate our attention on certain non-selfadjoint subalgebras of their crossed products, subalgebras which we call non-selfadjoint crossed products. These subalgebras stand in the same relation to group-measure algebras as $H^{\infty}$ (the space of boundary values of bounded analytic functions on the unit disc) stands in relation to $L^{\infty}$ of the circle. Two specific representations of the non-selfadjoint crossed products will be useful; these are defined in $\S 2$ and are
denoted by $\mathfrak{R}_{+}$and $\Re_{+}$. In addition some background is given and results discussed which may be helpful in viewing the present paper in its proper perspective. In $\S 3$ we show that certain equivalence classes of invariant subspaces of the algebra $\mathbb{R}_{+}$can be identified with equivalence classes of projections. Furthermore, with each class of invariant subspaces we associate an essentially unique multiplicity function. In $\S 4$ it is shown that subspaces invariant under both $\mathfrak{R}_{+}$and $\Re_{+}$have a particularly simple form. These subspaces can be used to provide a perspicuous set of canonical models for the $\mathbb{R}_{+}$-invariant subspaces in certain instances. After an example in $\S 5$, we conclude with remarks which relate the algebra $\mathfrak{R}_{+}$to crossed products defined elsewhere in the literature.
2. Definitions and preliminaries. The construction of the crossed product of a von Neumann algebra $\mathfrak{A}$ with an automorphism $\alpha$ can be found in many places in the literature (eg. [3, § I. 9.2], [6, §3]). We shall consider two specific representations of the crossed product for the case that $\mathfrak{H}$ is $L^{\infty}(X)$, a maximal abelian selfadjoint algebra (m.a.s.a.) and $\alpha$ is given by a transformation $\tau$ of $X$.

Let $X$ be a $\sigma$-finite measure space with positive measure $\mu$. All such spaces are assumed to be standard Borel. Let $\tau$ be an invertible measurable transformation and assume that the measures $\mu$ and $\mu \circ \tau$ are mutually absolutely continuous; i.e., $\mu$ is quasi-invariant under $\tau$. Using the product of counting measure on the integers, $\boldsymbol{Z}$, and the measure $\mu$ on $X$, we may realize $\boldsymbol{Z} \times X$ as a measure space. The Lebesgue space $L^{2}(\boldsymbol{Z} \times X)$ is also a Hilbert space with inner product

$$
(f, g)=\sum_{n=-\infty}^{\infty} \int_{X} f(n, x) \overline{g(n, x)} d \mu(x) \quad\left(f, g \in L^{2}(\boldsymbol{Z} \times X)\right) .
$$

When no confusion results, we shall often abbreviate $L^{2}(\boldsymbol{Z} \times X)$ to $L^{2}$.

For any integer $n$, let $J_{n}$ denote the Radon-Nikodym derivative $J_{n}=d \mu \circ \tau^{-n} / d \mu$. We define the following operators on $L^{2}(\boldsymbol{Z} \times X)$ : for $f$ in $L^{2}(\boldsymbol{Z} \times X)$ and $\varphi$ in $L^{\infty}(X)$, let

$$
\begin{aligned}
& \left(L_{i} f\right)(n, x)=J_{1}^{1 / 2}(x) f\left(n-1, \tau^{-1} x\right) \\
& \left(R_{\delta} f\right)(n, x)=f(n-1, x) \\
& \left(L_{\varphi} f\right)(n, x)=\varphi(x) f(n, x) \\
& \left(R_{\varphi} f\right)(n, x)=\varphi\left(\tau^{-n} x\right) f(n, x)
\end{aligned}
$$

and

$$
(J f)(n, x)=J_{n}^{1 / 2}(x) f\left(-n, \tau^{-n} x\right) .
$$

All of the operators are bounded, $L_{\dot{\delta}}$ and $R_{\delta}$ are unitary operators, and $J$ is an anti-unitary operator (i.e., $(J f, J g)=(g, f)$ ) (cf. [8, Lemma 3.6.1]). Let $\mathfrak{M}_{L}$ (respectively $\mathfrak{M}_{R}$ ) denote the algebra generated by $\left\{L_{\varphi} \mid \varphi \in L^{\infty}(X)\right\}$ (resp. $\left\{R_{\varphi} \mid \varphi \in L^{\infty}(X)\right\}$ ). The left (resp. right) von Neumann algebra crossed product of $L^{\infty}(X)$ with (the automorphism implemented by) $\tau$ is defined to be the von Neumann algebra $\mathfrak{R}$ (resp. $\mathfrak{R}$ ) generated by $\mathfrak{M}_{L}$ and $L_{\dot{\partial}}$ (resp. $\mathfrak{M}_{R}$ and $R_{\dot{\delta}}$ ). In this paper we shall be concerned with particular non-selfadjoint subalgebras of $\Omega$ and $\Re$ of the type first considered by Arveson [1]. Define the left (resp. right) non-selfadjoint crossed product to be the weakly closed algebra $\mathfrak{R}_{+}$(resp. $\mathfrak{R}_{+}$) generated by $\mathfrak{M}_{L}$ and $L_{\dot{\delta}}$ (resp. $\mathfrak{M}_{R}$ and $R_{\delta}$ ). Note in particular that while $L_{\dot{\delta}}$ is in both $\mathbb{\Omega}$ and $\Omega_{+}, L_{o}^{*}$ lies in $\mathbb{R}$ but not in $\Omega_{+}$.

It is well known that $\mathbb{R}^{\prime}$, the commutant of $\mathbb{R}$, equals $\Re$ and also that $\Re^{\prime}=\mathbb{R}$ (cf. $\S 3.6$ of [8]). The operator $J$ is an involution on $L^{2}$ and has the property that $J \Omega J=\Re$. As a consequence of this last equation we will prove theorems for the left-algebra only and leave the corresponding theorems about $\Re$ to the reader.

Although $\mathfrak{M}_{L}$ is abelian, $\mathcal{R}$ is not abelian since $L_{\hat{\delta}}$ does not commute with $\mathfrak{M}_{L}$. We do have, however, the following vestige of commutativity: $L_{i} L_{\varphi}=L_{\varphi_{0} \tau}{ }^{-1} L_{\dot{j}}$. Writing this equation as $L_{\hat{0}} L_{\varphi} L_{\hat{0}}^{*}=$ $L_{\varphi_{\circ}-1}$ shows that the unitary operator $L_{\delta}$ normalizes $\mathfrak{M}_{L}$; i.e., $L_{\hat{i}} \mathfrak{M}_{L} L_{\hat{\delta}}^{*}=\mathfrak{M}_{L}$. Another consequence of this observation is that we may realize $\mathfrak{Z}$ (resp. $\mathcal{R}_{+}$) as the weak closure of the set of operators of the form $\sum_{n=-k}^{k} L_{\varphi_{n}} L_{o}^{n}$ (resp. $\sum_{n=0}^{k} L_{\varphi_{n}} L_{\partial}^{n}$ ). The proofs of these statements and the corresponding statements for the algebra $\Re$ are elementary computations and are omitted.

In this paper we concentrate on the invariant subspaces for the algebras $\mathbb{R}_{+}$and $\Re_{+}$. To place our results in perspective we note that the algebra $\mathfrak{R}_{+}$can be constructed by using algebras $\mathfrak{M}_{L}$ which are not isomorphic to $L^{\infty}(X)$. For example in case $\mathfrak{M}_{L}$ is isomorphic to a factor (satisfying certain technical hypotheses), the invariant subspaces for $\mathfrak{Z}_{+}$and $\Re_{+}$have been completely classified in our paper written with Muhly and Saito and have a particularly elegant form. Theorem 3.3 in [6] asserts that the (pure) invariant subspaces for $\mathfrak{Z}_{+}$are parameterized in essentially the same way as the Beurling-Lax-Halmos theorem characterizes the invariant subspaces of the shift. We shall show that the algebras $\mathbb{Z}_{+}$for which $\mathfrak{M}_{L}$ is a m.a.s.a. as considered here produce a very different nonselfadjoint algebra than the one defined in [6]; one striking difference is that the analogue of Beurling's theorem fails. Nevertheless, the analysis in both cases is based on the fact that $L_{i}$ is a bilateral shift.

The first step in our attack is to show that particular unitary
equivalence classes of (pure) invariant subspaces of $\mathbb{R}_{+}$can be identified with equivalence classes of projections in $\mathfrak{M}_{L}^{\prime}$. This observation "reduces" the problem to investigating these latter equivalence classes. It should be noted that this step is motivated by the Beurling-Lax-Halmos theorem, but does not solve the problem in a concrete fashion. It develops that it is natural to make a separate analysis of the subspaces which are invariant under both $\mathbb{Z}_{+}$and $\Re_{+}$. (The weakly closed algebra generated by $\mathbb{Z}_{+}$and $\Re_{+}$is denoted by $\mathfrak{R}_{+} \vee \Re_{+.}$) In case $\tau$ is an ergodic but not a periodic transformation on $X$, the subspaces invariant under $\mathbb{R}_{+} \vee \Re_{+}$can be parameterized quite nicely by certain subsets of $Z \times X$. For the case that $\tau$ is periodic, not every $\mathfrak{R}_{+} \vee \Re_{+}$invariant subspace is determined by a subset of $Z \times X$ (cf. §5) but those that are sufficiently numerous that the analysis may proceed with them alone. The next task is to determine when two $\mathbb{Z}_{+} \vee \Re_{+}$-invariant subspaces are unitarily equivalent by a unitary in $\Re$, the commutant of $\mathbb{S}$. To do this we associate with each $\mathfrak{Z}_{+}$-invariant subspace a "multiplicity function" which provides a connection between an invariant subspace and its corresponding subset in $\boldsymbol{Z} \times X$. It will be shown that two invariant subspaces are unitarily equivalent by a unitary operator in $\Omega$ if and only if the associated multiplicity functions are identical.

We conclude this section by recording terminology used for subspaces of $L^{2}$. A (closed) subspace $\mathscr{A}$ of $L^{2}(\boldsymbol{Z} \times X)$ is: leftinvariant (or $\mathbb{Z}_{+}-$invariant) if $\mathcal{Z}_{+} \mathscr{M} \subseteq \mathscr{M}$; left-reducing if $\mathbb{Z} \mathscr{C} \subseteq$ $\mathscr{M}$; left-pure if $\mathscr{M}$ is left-invariant and contains no (nonzero) leftreducing subspace; and left-full if the smallest left-reducing subspace containing $\mathscr{M}$ is $L^{2}$. A subspace $\mathscr{M}$ is said to be right-invariant (or $\Re_{+}$-invariant) in case $\Re_{+} \mathscr{M} \subseteq \mathscr{M}$. The definitions of the other "right-" terms are similar. We say a subspace is left-right-invariant or two-sided invariant or $\mathfrak{R}_{+} \vee \Re_{+}$-invariant in case it is invariant for both $\mathfrak{R}_{+}$and $\mathfrak{R}_{+}$(and hence for the algebra $\mathbb{R}_{+} \vee \mathfrak{R}_{+}$).
3. Equivalence classes of left-invariant subspaces. The major theorem of this section shows that the equivalence classes of invariant subspaces for the algebra $\mathfrak{Z}_{+}$can be identified with certain equivalence classes of projections. Moreover, each such equivalence class can be identified in terms of a multiplicity function. The following proposition shows that the analysis of the invariant subspace structure of $\mathfrak{R}_{+}$may be reduced, in part, to known results about the invariant subspaces of $L_{\dot{0}}$. The proposition can be found in [6].

Proposition 3.1. Let $\mathscr{M}$ be a left-invariant subspace in

## $L^{2}(\boldsymbol{Z} \times X)$. Then

(1) $\mathscr{M}$ reduces $\mathfrak{M}_{L}$;
(2) $\mathscr{M}$ reduces $\mathbb{R}$ if and only if $\mathscr{M}$ reduces $L_{\dot{b}}$;
(3) $\mathscr{M}$ is pure if and only if $\bigcap_{n \geq 0} L_{\dot{o}}^{n} \mathscr{M}=\{0\}$; and
(4) $\mathscr{M}$ is full if and only if $\mathrm{V}_{n \leq 0} L_{\hat{o}}^{n} \mathscr{M}=L^{2}(\boldsymbol{Z} \times X)$.

Recall that a subspace $\mathscr{M}$ is said to be wandering for a unitary operator $U$ in case $U^{m} \mathscr{M} \perp U^{n} \mathscr{M}$ for any two distinct integers $n$ and $m$. The following elementary lemma about $\mathfrak{B}_{+}$-invariant subspaces will be useful in the sequel. An analogous statement is valid for the algebra $\Re_{+}$.

Lemma 3.2. If $\mathscr{M}$ is an $\mathbb{R}_{+}$-invariant subspace then $\mathscr{F}=\mathscr{M} \Theta$ $L_{\delta \mathscr{A}}$ is a wandering subspace. Moreover, the projection $P_{\mathscr{F}}$ onto $\mathscr{F}$ lies in $\mathfrak{M}_{L}^{\prime}$.

Proof. Since $L_{\dot{\delta}}$ is a unitary operator, the first statement is immediate. To show that the projection $P_{\mathscr{F}}$ is in $\mathfrak{M}_{L}^{\prime}$, we need to use the fact that $L_{\delta}$ normalizes $\mathfrak{M}_{L}$. Observe first that since the subspace $\mathscr{M}$ is invariant for the algebra $\mathfrak{R}_{+}$, it reduces $\mathfrak{M}_{L}$ by the preceding proposition. In addition, $L_{i} \mathscr{M}$ is invariant under $\mathfrak{M}_{L}$ since for $\varphi$ in $L^{\infty}(X), L_{\varphi} L_{\hat{\partial}} \mathscr{M}=L_{\hat{i}}\left(L_{\hat{\delta}}^{*} L_{\varphi} L_{\hat{j}}\right) \mathscr{M}=L_{\hat{i}} L_{\varphi \circ \tau} \mathscr{M} \subseteq L_{\dot{\partial}} \mathscr{M}$. Thus $L_{\dot{o}} \mathscr{M}$ and, of course, $\left(L_{\delta} \mathscr{M}\right)^{\perp}$ reduce $\mathscr{M}_{L}$. Hence $\mathscr{F}=\mathscr{M} \cap\left(L_{\dot{o}} \mathscr{M}\right)^{\perp}$ reduces $\mathfrak{M}_{L}$ and so $P_{\mathscr{F}}$ lies in $\mathfrak{M}_{L}^{\prime}$.

Let $\mathscr{M}$ be any left-reducing subspace. Then $\mathscr{M}$ is invariant (and hence reducing) for the full von Neumann algebra $\mathbb{R}$ and so the projection $P_{\mathcal{M}}$ onto $\mathscr{M}$ lies in $\mathbb{B}^{\prime}=\Re$. Thus any reducing subspace for $\AA_{+}$is simply the range of a projection in $\Re$. It is for this reason and because of the following well known result that we shall be concerned mainly with the pure invariant subspaces of $\mathbb{R}_{+}$.

Proposition 3.3. Let $\mathscr{M}$ be an $\mathfrak{R}_{+}$-invariant subspace. Then $\mathscr{M}=\mathscr{M}_{1} \oplus \mathscr{M}_{2}$ where $\mathscr{M}_{1}$ is a left-reducing subspace and $\mathscr{N}_{2}$ is a left-pure subspace.

Proof. Set $\mathscr{M}_{1}=\bigcap_{n \geq 0} L_{\hat{o}}^{n} \mathscr{M}$ and $\mathscr{M}_{2}=\mathscr{M} \Theta \mathscr{M}_{1}$. Since $L_{\hat{o}}$ normalizes $\mathfrak{M}_{L}, \mathfrak{M}_{L}$ leaves $L_{\dot{\partial}}^{n} \mathscr{M}$ invariant for all $n$. Hence $\mathfrak{M}_{L}$ leaves $\mathscr{M}_{1}=\bigcap_{n \geq 0} L_{\dot{\partial}}^{n} \mathscr{M}$ invariant. Since $\mathscr{M}_{1}$ reduces $L_{\hat{i}}, \mathscr{M}_{1}$ reduces $\mathfrak{L}_{+}$by Proposition 3.1. Since $\mathfrak{M}_{L}$ leaves $\mathscr{M}_{2}=\mathscr{M} \ominus \mathscr{M}_{1}$ invariant and since $L_{\hat{\delta}} \mid \mathscr{M}_{2}$ is pure, $\mathscr{L}_{2}$ is a left-pure invariant subspace by Proposition 3.1 again.

The next objective is to identify the relevant equivalence classes
of certain invariant subspaces for the algebra $\mathfrak{R}_{+}$. Let $P$ and $Q$ be projections in a von Neumann algebra $\mathfrak{A}$. We say $P$ is equivalent to $Q$ in $\mathfrak{A}$ (or relative to $\mathfrak{Y}$ ) in case there is a partial isometry $V$ in $\mathfrak{A}$ such that $V^{*} V=P$ and $V V^{*}=Q$. This relationship is denoted by $P \sim Q$. There is also a pre-order on the projections with respect to a von Neumann algebra $\mathfrak{2}$. A projection $P$ is dominated by a projection $Q$ in $\mathfrak{A l}(P \leqq Q$ in $\mathfrak{H})$ in case there is a projection $E$ in $\mathfrak{A l}$ such that $P \sim E$ in $\mathfrak{A}$ and $E \leqq Q$.

We continue our preparatory remarks by indicating several different ways to view the Hilbert space and the algebras with which we shall be concerned. First note that $L^{2}(\boldsymbol{Z} \times X)$ may be identified with the Hilbert space direct sum of a countable number of copies of $L^{2}(X), \sum_{-\infty}^{\infty} \oplus L^{2}(X)$. Dixmier [3, pp. 23-24] shows how we may identify this space as the Hilbert space tensor product $\iota^{2}(\boldsymbol{Z}) \otimes L^{2}(X)$. In addition, Dixmier (p. 153) also shows how we may identify this tensor product with the direct integral $\int_{X}^{\oplus} \mathscr{L}(x) d x$ where $\mathscr{\mathscr { C }}(x)$ is simply $\ell^{2}(\boldsymbol{Z})$ for each $x$; we shall write this as $\int_{X}^{\oplus} \ell^{2}(\boldsymbol{Z}) d x$. In a similar way we may identify the algebra $\mathfrak{M}_{L}$ with the von Neumann algebra tensor product $\boldsymbol{C}_{\iota^{2}(\boldsymbol{Z})} \otimes L^{\infty}(X)$ where $\boldsymbol{C}_{\ell^{2}(\boldsymbol{Z})}^{\prime}$ denotes the algebra of scalar multiples of the identity acting on the space $\ell^{2}(\boldsymbol{Z})$ and $L^{\infty}(X)$ is, of course, the algebra of multiplication operators on $L^{2}(X)$. This identification maps the operator $L_{\varphi}$ in $\mathfrak{M}_{L}$ to the operator $I \otimes M_{\varphi}$ where $M_{\varphi}$ is the multiplication operator determined by $\varphi$ in $L^{\infty}(X)$ acting on $L^{2}(X)$. From this we are able to identify the commutant of $\mathfrak{M}_{L}: \mathfrak{M}_{L}^{\prime}=\left(\boldsymbol{C}_{\ell^{2}(\boldsymbol{Z})} \otimes L^{\infty}(X)\right)^{\prime}=$ $\boldsymbol{C}_{\iota^{2}(\boldsymbol{Z})}^{\prime} \otimes L^{\infty}(X)^{\prime}=\mathscr{L}\left(\iota^{2}(\boldsymbol{Z})\right) \otimes L^{\infty}(X)$, where $\mathscr{L}\left(\iota^{2}(\boldsymbol{Z})\right)$ is the full algebra of operators on $\ell^{2}(\boldsymbol{Z})$. Finally we may identify this last tensor product with the direct integral $\int_{X}^{\oplus} \mathscr{L}\left(\ell^{2}(\boldsymbol{Z})\right) d x$.

The last new concept we shall need is that of a multiplicity function for a subspace. Let $\mathscr{M}$ be a left-invariant subspace with wandering subspace $\mathscr{F}=\mathscr{M} \Theta L_{i} \mathscr{M}$. From Lemma 3.2, we know that the projection $P_{\mathscr{F}}$ onto the space $\mathscr{F}$ lies in $\mathfrak{M}_{L}^{\prime}$. By the preceding discussion we may write $P_{\mathscr{F}}=\int_{X}^{\oplus} P(x) d x$ where $P(x)$ is a projection in $\mathscr{L}\left(\mathscr{L}^{2}(\boldsymbol{Z})\right)$ for almost all $x$. The multiplicity function of the subspace $\mathscr{M}$ is the function $m$ defined by the equation

$$
m(x)=\text { dimension of range of } P(x)=\operatorname{rank} P(x) .
$$

This notion of multiplicity will allow us to analyze completely the $\mathbb{R}_{+} \vee \Re_{+}$-invariant subspaces in several concrete situations.

In the following two theorems, we will be concerned with the
algebra $\Omega_{+}$and so the terms "invariant", "pure", "full", etc. are all assumed to be "left-invariant", etc.

Theorem 3.4. For $i=1,2$ let $\mathscr{M}_{i}$ be a pure invariant subspace for the algebra $\mathbb{R}_{+}$. Let $\mathscr{F}_{i}=\mathscr{M}_{i} \ominus L_{\dot{0}} \mathscr{M}_{i}$ be the associated wandering subspace with corresponding projection $P_{\mathscr{F}_{i}}$ and multiplicity function $m_{i}$. The following statements are equivalent.
(1) $P_{\mathscr{M}_{1}}=R_{v} P_{\mathscr{N}_{2}} R_{v}^{*}$ for a partial isometry $R_{v}$ in $\Re$, so that $\mathscr{M}_{1}=R_{v} \mathscr{M}_{2} ;$
(2) The multiplicity function for $\mathscr{M}_{2}$ dominates the multiplicity function for $\mathscr{M}_{1}$ almost everywhere; i.e., $m_{1}(x) \leqq m_{2}(x)$ (a.e.); and
(3) $P_{\mathscr{F}_{1}} \leqq P_{\mathscr{F}_{2}}$ in $\mathfrak{M}_{L}^{\prime}$.

Proof. We first prove that the first statement implies the second. As noted above we may identify $\mathfrak{M}_{L}^{\prime}$ with $\int_{X}^{\oplus} \mathscr{L}\left(\iota^{2}(\boldsymbol{Z})\right) d x$ and so we may write $R_{v}=\int_{X}^{\oplus} v(x) d x$, where $v(x)$ is a partial isometry (a.e.) in $\mathscr{L}\left(\mathscr{L}^{2}(Z)\right)$. In addition, since $P_{F_{i}}$ is in $\mathfrak{M}_{L}^{\prime}$, we may write $P_{\mathscr{F}_{i}}=\int_{X}^{\oplus} P_{i}(x) d x$ where $P_{i}(x)$ is a projection (a.e.). Now observe that since $P_{\mathscr{N}_{1}}=R_{v} P_{\mathscr{N}_{2}} R_{v}^{*}$ we have $P_{\mathscr{S}_{1}}=P_{\mathscr{N}_{1}}-L_{\hat{i}} P_{N_{1}} L_{\hat{j}}^{*}=R_{v} P_{\mathscr{N}_{2}} R_{v}^{*}$ $L_{\hat{0}} R_{v} P_{M_{2}} R_{v}^{*} L_{\hat{\delta}}^{*}=R_{v}\left(P_{\mathscr{N}_{2}}-L_{\hat{0}} P_{\mathscr{M}_{2}} L_{\hat{\delta}}^{*}\right) R_{v}^{*}=R_{v} P_{\mathscr{S}_{2}} R_{v}^{*}$. Thus

$$
v(x) P_{2}(x) v^{*}(x)=P_{1}(x)
$$

(a.e.). Since the multiplicity function $m_{i}(x)$ of $\mathscr{M}_{i}$ at the point $x$ is, by definition, the dimension of the range of $P_{i}(x)$ we have (a.e.)

$$
m_{1}(x)=\operatorname{rank} P_{1}(x)=\operatorname{rank} v(x) P_{2}(x) v^{*}(x) \leqq \operatorname{rank} P_{2}(x)=m_{2}(x)
$$

To show that the second statement implies the third, we will assume that $X$ is a $\sigma$-compact separable metric space. Since we are already assuming that our measure spaces are standard Borel spaces, this is really no restriction at all. Let $B_{1}$ denote the unit ball of operators on $\iota^{2}(\boldsymbol{Z})$ equipped with the weak operator topology. The weak topology on any bounded weakly closed set of operators is the topology of a complete separable metric space [9, p. 38]. Let $\mathscr{V}$ denote the set of partial isometries on $\ell^{2}(\boldsymbol{Z})$ and let $\mathscr{V}$ have the Borel structure induced by the weak operator topology. Recall (cf. [5]) that $\mathscr{Y}=\left\{V \mid V \in B_{1}, V=V V^{*} V\right\}$. It follows as a corollary to Lemma 9.2 of [12] that $\mathscr{V}$ is a Borel subset of $B_{1}$.

Let $E=\left\{(x, v) \in X \times B_{1} \mid v \in \mathscr{Y}, v P_{2}(x) v^{*}=P_{1}(x)\right\}$. Then $E$ is a Borel (hence analytic) subset of $X \times B_{1}$. Furthermore $\left\{x \in X \mid\left(x, B_{1}\right) \cap\right.$ $E \neq \phi\}$ is almost all of $X$ due to the hypothesis that the multiplicity functions satisfy $m_{1}(x) \leqq m_{2}(x)$ (a.e.). Hence by von Neumann's
principle of measurable choice [9, p. 35], there exists a null set $N$ in $X$ and a Borel function $v: X \backslash N \rightarrow B_{1}$ such that $(x, v(x)) \in E$ for almost all $x$. Let $V=\int_{X}^{\oplus} v(x) d x$. Then $V P_{\mathscr{F}_{2}} V^{*}=P_{\mathscr{F}_{1}}$. Moreover $V$ is in $\mathfrak{M}_{L}^{\prime}$ and so $P_{\mathscr{F}_{1}} V$ is also in $\mathfrak{M}_{L}^{\prime}$. In addition $\left(V P_{\mathscr{F}_{2}}\right)\left(V P_{\mathscr{F}_{2}}\right)^{*}=$ $V P_{F_{2}} V^{*}=P_{F_{1}}$ and $\left(V P_{\mathscr{F}_{2}}\right)^{*}\left(V P_{\mathscr{F}_{2}}\right)=P_{F_{2}} V^{*} V P_{F_{2}} \leqq P_{\mathscr{F}_{2}}$. Thus $V P_{\mathscr{F}_{2}}$ is a partial isometry in $\mathfrak{M}_{L}^{\prime}$ with final space $\mathscr{F}_{1}$ and initial space contained in $\mathscr{F}_{2}$. Hence $P_{\mathscr{F}_{1}} \leqq P_{\mathscr{F}_{2}}$ in $\mathfrak{M}_{L}^{\prime}$.

To demonstrate the remaining implication suppose $W$ is a partial isometry in $\mathfrak{M}_{L}^{\prime}$ with the property that $W W^{*}=P_{\mathscr{F}_{1}}$ and $W^{*} W \leqq$ $P_{\mathscr{F}_{2}}$. We may write $L^{2}(\boldsymbol{Z} \times X)=\mathscr{H}_{1} \oplus \mathscr{C}_{2}$ where $\mathscr{H}_{1}=\sum_{n=-\infty}^{\infty} \oplus$ $L_{i=1}^{n} \mathscr{F}_{2}$ and $\mathscr{\mathscr { C }}_{2}=\mathscr{C}_{1}^{\perp}$. The elements in $\mathscr{\mathscr { C }}_{1}$ are sums $\sum_{n=-\infty}^{\infty} L_{i}^{n} e_{n}$ where $e_{n} \in \mathscr{F}_{2}$ and $\sum_{n=-\infty}^{\infty}\left\|L_{\hat{o}}^{n} e_{n}\right\|^{2}=\sum_{n=-\infty}^{\infty}\left\|e_{n}\right\|^{2}<\infty$. Define $\widetilde{V}$ on $\mathscr{H}_{1}$ by the formula

$$
\tilde{V}\left(\sum_{n=-\infty}^{\infty} L_{\grave{\delta}}^{n} e_{n}\right)=\sum_{n=-\infty}^{\infty} L_{\grave{o}}^{n} W e_{n}
$$

Extend $\tilde{V}$ to all of $L^{2}$ by defining $\tilde{V}\left(\mathscr{\mathscr { C }} \mathscr{L}_{2}\right)=0$. Observe that $\tilde{V}$ is bounded because $W e_{n} \in \mathscr{F}_{1}$ and $\left\|\widetilde{V}\left(\sum L_{i}^{n} e_{n}\right)\right\|^{2}=\sum\left\|W e_{n}\right\|^{2} \leqq \sum\left\|e_{n}\right\|^{2}=$ $\left\|\sum L_{\dot{i}}^{n} e_{n}\right\|^{2}$. In fact once we show $\widetilde{V}$ commutes with $L_{\dot{\delta}}$, the same computation shows that $\tilde{V}$ is a partial isometry with initial space equal to $\sum_{n=-\infty}^{\infty} L_{i}^{n}\left(W^{*} W \mathscr{F}_{2}\right)$ and final space equal to $\sum_{n=-\infty}^{\infty} L_{i 0}^{n} \mathscr{F}_{1}$. We now show that $\widetilde{V}$ commutes with $\Omega$.

$$
\begin{aligned}
& \tilde{V} L_{\dot{o}}\left(\sum L_{\dot{o}}^{n} e_{n}\right)=\widetilde{V}\left(\sum L_{i}^{n+1} e_{n}\right) \\
& =\sum L_{\dot{o}}^{n+1} W e_{n} \\
& =L_{\hat{o}} \sum L_{\hat{\delta}}^{n} W e_{n} \\
& =L_{\hat{j}} \widetilde{V}\left(\sum L_{\hat{i}}^{n} e_{n}\right) \text {. }
\end{aligned}
$$

And so $\tilde{V}$ commutes with $L_{\delta}$; finally, let $L_{\varphi}$ be in $\mathfrak{M}_{L}$.

$$
\begin{aligned}
& \widetilde{V} L_{\varphi}\left(\sum L_{\dot{j}}^{n} e_{n}\right)=\widetilde{V}\left(\sum L_{\varphi} L_{\dot{\partial}}^{n} e_{n}\right) \\
& =\widetilde{V}\left(\sum L_{\hat{b}}^{n} L_{\varphi_{\circ} n} e_{n}\right) \\
& =\sum L_{\hat{o}}^{n} W L_{\varphi \circ \tau} e_{n} \\
& =\sum L_{o}^{n} L_{\varphi c \tau^{n}} W e_{n} \\
& =\sum L_{\varphi} L_{o}^{n} W e_{n} \\
& =L_{\varphi}\left(\sum L_{i}^{n} W e_{n}\right) \\
& =L_{\varphi} \widetilde{V}\left(\sum L_{i}^{n} e_{n}\right) .
\end{aligned}
$$

Hence $\tilde{V}$ is in $\mathbb{Z}^{\prime}$ which equals $\Re$; to indicate this we write $\widetilde{V}=R_{v}$. Next observe that $W P_{\mathscr{F}_{2}} W^{*}=P_{\mathscr{F}_{1}}$. To see this consider the partial isometry $W=W W^{*} W$. By hypothesis, $W^{*} W \leqq P_{\mathscr{F}_{2}}$ and so we have $W P_{\mathscr{F}_{2}} W^{*}=W W^{*} W P_{\mathscr{F}_{2}} W^{*}=W W^{*} W W^{*}=P_{\mathscr{F}_{1}}$. Using this fact we have

$$
\begin{aligned}
& R_{v} P_{2} R_{v}^{*}=R_{v} \sum_{n \leqslant 0} L_{i}^{n} P_{S_{2}} L_{o}^{* n} R_{v}^{*} \\
& =\sum_{n \leqq 0} L_{\hat{0}}^{n} R_{v} P_{\mathscr{S}_{2}} R_{v}^{*} L_{\dot{\partial}}^{* n} \\
& =\sum_{n \equiv 0} L_{\hat{o}}^{n} W P_{\mathscr{S}_{2}} W^{*} L_{\hat{\delta}}^{*^{n}} \\
& =\sum_{n \leq 0} L_{o}^{n} P_{\mathscr{F}_{1}} L_{\delta}^{* n} \\
& =P{ }_{1} \text {. }
\end{aligned}
$$

Using the elementary properties of projections and partial isometries, it follows that $\mathscr{M}_{1}=R_{v} \mathscr{M}_{2}$. This completes the proof.

The following theorem is actually a corollary to the proof of Theorem 3.4. It relates the unitary equivalence classes of leftinvariant subspaces to equivalence classes of projections in $\mathfrak{M}_{L}^{\prime}$. It also shows that for each such equivalence class there is an essentially unique multiplicity function.

THEOREM 3.5. For $i=1,2$, let $\mathscr{N}_{i}, \mathscr{F}_{i}, P_{\mathscr{F}_{i}}$, and $m_{i}$ be as in Theorem 3.4. Assume, in addition, that $\mathscr{A}_{i}$ is a full subspace. The following statements are equivalent.
(1) $\mathscr{M}_{1}=R_{u} \mathscr{M}_{2}$ for a unitary operator $R_{u}$ in $\Re$;
(2) $m_{1}(x)=m_{2}(x)$ (a.e.);
(3) $P_{\mathscr{F}_{1}} \sim P_{\mathscr{F}_{2}}$ in $\mathfrak{M}_{L}^{\prime}$; and
(4) The algebras $\mathfrak{M}_{L} \mid \mathscr{F}_{1}$ and $\mathfrak{M}_{L} \mid \mathscr{F}_{2}$ are unitarily equivalent and the equivalence is implemented by a unitary operator in $\mathfrak{M}_{L}^{\prime}$.

Proof. The proof of the equivalence of the first three statements is similar to (and, in fact, easier than) that in 3.4. It should be noted that in case $R_{u}$ is unitary, the statements $\mathscr{M}_{1}=R_{u} \mathscr{M}_{2}$ and $P_{\mathscr{N}_{1}}=R_{u} P_{\mathscr{N}_{2}} R_{u}^{*}$ are equivalent. To show that the fourth assertion is equivalent to the other three we shall show that statement (1) implies (4) and then show that (4) implies (3).

Using the fact that $R_{u}$ is a unitary operator the following computation shows that $\mathscr{F}_{1}=R_{u}, \mathscr{F}_{2}: \mathscr{F}_{1}=\mathscr{M}_{1} \ominus L_{\dot{\partial}} \mathscr{M}_{1}=R_{u} \mathscr{M}_{2} \ominus L_{\dot{\delta}} R_{u} \mathscr{M}_{2}=$ $R_{u} \mathscr{M}_{2} \ominus R_{u} L_{\dot{\delta}} \mathscr{M}_{2}=R_{u}\left(\mathscr{M}_{2} \ominus L_{\dot{\delta}} \mathscr{M}_{2}\right)=R_{u} \mathscr{F}_{2}$. Clearly then the restriction $L_{\varphi} \mid \mathscr{F}_{1}$ equals $R_{u} L_{\varphi} \mid \mathscr{F}_{2} R_{u}^{*}$ for each $L_{\varphi}$ in $\mathfrak{M}_{L}$ and the result follows.

For the final implication, let $U$ be a unitary operator in $\mathfrak{M}_{L}^{\prime}$ such that $\mathfrak{M}_{L}\left|\mathscr{F}_{1}=U \mathfrak{M}_{L}\right| \mathscr{F}_{2} U^{*}$. Then $U \mathscr{F}_{2}=\mathscr{F}_{1}$ and $P_{\mathscr{S}_{1}} U$ is a partial isometry in $\mathfrak{M}_{L}^{\prime}$ with initial space $\mathscr{F}_{2}$ and final space $\mathscr{F}_{1}$. Hence $P_{\mathscr{F}_{1}}$ and $P_{F_{2}}$ are equivalent projections in $\mathfrak{M}_{L}^{\prime}$.

The following example shows that there exist full pure $\mathbb{R}_{+}-$ invariant subspaces that are not unitarily equivalent by a unitary in $\Re$. Because of the existence of such subspaces, it is impossible to represent all $\mathfrak{L}_{+}$-invariant subspaces in the form $R_{v} \ell^{2}\left(\boldsymbol{Z}_{+}, L^{2}(X)\right)$
as in the generalization of Beurling's theorem in [6].
Example 3.6. Let $X$ be the 3 point space: $X=\left\{x_{0}, x_{1}, x_{2}\right\}$. We shall treat $X$ as a measure space with counting measure. The transformation $\tau$ will be the cyclic permutation of $X$ defined by $\tau\left(x_{i}\right)=x_{i+1}(i=0,1), \tau\left(x_{2}\right)=x_{0}$. We shall write the Hilbert space $L^{2}(\boldsymbol{Z} \times X)$ as $\ell^{2}(\boldsymbol{Z} \times X)$ since everything in sight is discrete. Because $\tau$ is measure preserving, the Radon-Nikodym derivative $J_{n}$ is no longer necessary. For example, $\left(L_{\dot{\delta}} f\right)(k, x)=f\left(k-1, \tau^{-1} x\right)$, for $f$ in $\ell^{2}(\boldsymbol{Z} \times X)$. If $C \subseteq \boldsymbol{Z} \times X, \ell^{2}(C)$ will denote the subspace of $\ell^{2}(\boldsymbol{Z} \times X)$ consisting of those functions $f$ such that $f(n, x)=0$ for $(n, x) \notin C$. Finally recall that $\boldsymbol{Z}_{+}$is the set of nonnegative integers.

To construct subspaces that are not unitarily equivalent in $\Re$, let $B=\left(\boldsymbol{Z}_{+} \times X\right) \backslash\left\{\left(0, x_{0}\right)\right\}$ and let $\mathscr{M}_{1}=\ell^{2}\left(\boldsymbol{Z}_{+} \times X\right)$ and $\mathscr{M}_{2}=\ell^{2}(B)$. Clearly $\mathscr{A}_{1}$ and $\mathscr{M}_{2}$ are $\mathbb{B}_{+}$-invariant subspaces and one can easily check that they are both pure and full. Finally, it is not difficult to show that $m_{1}$, the multiplicity function for the subspace $\mathscr{M}_{1}$, is the function $m_{1}\left(x_{i}\right)=1, i=0,1,2$. However the second subspace has multiplicity function $m_{2}$ with values $m_{2}\left(x_{0}\right)=0, m_{2}\left(x_{1}\right)=2, m_{2}\left(x_{2}\right)=$ 1. By Theorem 3.5, there is no unitary operator $R_{u}$ in $\Re$ such that $\mathscr{H}_{1}=R_{u} \mathscr{M}_{2}$.
4. Two-sided invariant subspaces. Following the motivation provided by Beurling's theorem, the next objective is to use the information from Theorem 3.5 to obtain a complete set of parameters for labeling the invariant subspaces. At this level of generality this is a very difficult problem. The next theorem shows that when the transformation $\tau$ is also assumed to be ergodic and freely acting, the two-sided invariant subspaces are parameterized very conveniently in terms of certain subsets of $\boldsymbol{Z} \times X$.

In this section we shall assume that the transformation $\tau$ generates an infinite group, thus excluding periodic transformations. We shall also assume that both $\tau$ and $\tau^{-1}$ are ergodic transformations so that if $\tau(E) \subseteq E$ and $\tau^{-1}(E) \subseteq E$ for some measurable set $E$ in $X$ then either $E$ or its complement $X \backslash E$ is a set of measure zero. This is equivalent to the assumption that the group generated by $\tau$ is an ergodic group [7, p. 195]. It should be noted [1, p. 596] that ergodicity implies that the group generated by $\tau$ is freely acting in the sense that no (nonzero) power of $\tau$ is the identity on any piece of $X$ of positive measure. The formal definition is that for every integer $n \neq 0$ and every measurable set $E$ of positive measure, there exists a measurable subset $E_{0} \subseteq E$ such that $\tau^{n}\left(E_{0}\right) \cap$ $E_{0}=\phi$ and $\mu\left(E_{0}\right)>0$. It is well known that $\mathcal{Z}$ and $\mathfrak{R}$ are factors
when $\tau$ is ergodic (and freely acting) [8].
We shall need the following notation. If $T$ is any bounded linear operator on $L^{2}(\boldsymbol{Z} \times X)$, we can decompose $T$ into an infinite (operator) matrix [ $T_{n k}$ ] where $T_{n k}$ is defined by

$$
(T f)(n, x)=\left(\sum_{k=-\infty}^{\infty} T_{n k} f(k, \cdot)\right)(x), \quad f \in L^{2} ;
$$

each $T_{n k}$ is a bounded operator on $L^{2}(X)$. For example, if we let $I$ denote the identity operator on $L^{2}(X)$, then the operator $R_{0}$ has as its associated matrix
operators is on the first subdiagonal. We shall let $\mathfrak{M}$ denote the weakly closed algebra $\mathfrak{M}_{L} \vee \mathfrak{M}_{R}$ generated by $\mathfrak{M}_{L}$ and $\mathfrak{M}_{R}$. In the description of the invariant subspaces for the algebra $\mathfrak{R}_{+} \vee \Re_{+}$, we shall need to know the form of the operators in the commutant of $\mathfrak{M}$. This form has been computed by Singer in [10] under the assumption that $X$ is a finite measure space and $\tau$ is measure preserving. Elementary modifications of his work show that the following results are valid in our setting as well.

Proposition 4.1 (cf. [10, Lemma 2.4]). If $T$ is an operator in $\mathfrak{M}$, the commutant of $\mathfrak{M}$, with associated matrix $\left[T_{i j}\right]$, then

$$
T_{i j}= \begin{cases}L_{\varphi_{i}}, & i=j \text { where } \varphi_{j} \in L^{\infty}(X), \\ 0, & i \neq j .\end{cases}
$$

Corollary 4.2 (cf. [10, Corollary 2.4]). The algebra $\mathfrak{M}=\mathfrak{M}_{L} \vee$ $\mathfrak{M}_{R}$ is a maximal abelian selfadjoint algebra in $\mathscr{L}\left(L^{2}(\boldsymbol{Z} \times X)\right)$, the bounded operators on $L^{2}$.

The theorem we are about to state shows that there is a one-to-one correspondence between two-sided invariant subspaces and measurable sets in $Z \times X$ which are invariant for two very simple maps on $\boldsymbol{Z} \times X$. These maps, $\lambda$ and $\rho$, are defined as follows:

$$
\lambda(n, x)=(n+1, \tau x)
$$

$$
\rho(n, x)=(n+1, x)
$$

where, recall, $\tau$ is the invertible ergodic measurable transformation on the space $X$ with quasi-invariant measure $\mu$. Although we shall state Theorem 4.3 with the assumption that $\tau$ has no wandering set, this condition is not necessary. In fact if $\tau$ has a wandering set then the $\sigma$-algebra for the measure space $X$ must be atomic and $X$ then consists of a countable number of atoms. The space $L^{2}(\boldsymbol{Z} \times X)$ becomes essentially $\iota^{2}(\boldsymbol{Z} \times \boldsymbol{Z})$ and the theorem can be proved in this case also.

Theorem 4.3. Let $\tau$ be as described at the beginning of this section and assume also that $\tau$ has no wandering sets. The subspace $\mathscr{H}_{\mathrm{C}}$ is invariant for $\mathbb{R}_{+} \vee \mathfrak{R}_{+}$if and only if $\mathscr{l}=L^{2}(B)$ for some subset $B$ of $\boldsymbol{Z} \times X$ which is invariant for both $\lambda$ and $\rho$.

Proof. Observe that the theorem is trivial in case $\mathscr{M}=$ $L^{2}(\boldsymbol{Z} \times X)$ or $\mathscr{A}=\{0\}$. Therefore we shall assume $\mathscr{A} /$ is a nontrivial subspace and produce the set $B$. The first and most important step in this portion of the proof is to show that the subspace $\mathscr{C l}^{\circ}$ is right-pure. Using the right-handed version of Proposition 3.3, we may write $\mathscr{C}_{C}=\mathscr{M}_{1} \oplus \mathscr{M}_{2}$ where $\mathscr{A}_{1}$ is right-reducing and $\mathscr{L}_{2}$ is right-pure. Since $\mathscr{M}_{1}=\bigcap_{n=0} R_{\dot{i}}^{n} \mathscr{M}$, it is clear that $\mathscr{M}_{1}$ is invariant under $\mathfrak{Z}_{+} \vee \mathfrak{R}_{+}$. We show that $\mathscr{A}_{1}$ is the zero subspace and hence $\mathscr{L}_{C}=\mathscr{A}_{2}$ is right-pure. Since $\mathscr{A}_{1}$ is right-reducing, $P_{\mathscr{/}_{1}}$ is in $\mathscr{R}^{\prime}=\mathbb{\sim}$. Since $\mathscr{M}_{1}$ is $\mathbb{Z}_{+}$-invariant $L_{\hat{o}} P_{\mathscr{M}_{1}} L_{o}^{*} \leqq P_{\mathscr{A}_{1}}$. If equality holds, then $P_{/_{1}}$ commutes with $L_{0}$ and hence $P_{/_{1}}$ is in $\mathfrak{R}^{\prime} \cap \mathbb{R}^{\prime}=(\Re \vee \Omega)^{\prime}=\{C I\}$, the scalar multiples of the identity. Since $\mathscr{C}_{1}$ is not all of $L^{2}(\boldsymbol{Z} \times X)$ by hypothesis, $\mathscr{A}_{1}$ must be the zero subspace.

Before considering the case that $L_{\hat{0}} P_{\sim_{1}} L_{\hat{i}}^{*} \supsetneqq P_{\mathscr{N}_{1}}$, we show that $P_{\mathscr{M}_{1}}=L_{1_{E}}$ for some indicator function $1_{E}$ on $X$. Since $\mathscr{M}_{1}$ is $\mathbb{R}_{+} V$ $\mathfrak{R}_{+}$-invariant, $P_{\mathscr{M}_{1}}$ is in $\mathfrak{M}_{L}^{\prime} \cap \mathfrak{M}_{R}^{\prime}=\mathfrak{M}^{\prime}$, by Proposition 3.1. By Proposition 4.1, $P_{/_{1}}$ has a matrix representation $\left[P_{i j}\right]$ where $P_{i j}=0$ for $i \neq j$ and $P_{j j}$ is multiplication by an $L^{\infty}$-function for each $j$. Since $P_{\mathscr{M}_{1}}$ is a projection, it follows that $P_{j j}$ is multiplication by an indicator function $1_{E_{j}}$ on $X$. Thus $\left(P_{\mathscr{N}_{1}} f\right)(n, x)=1_{E_{n}}(x) f(n, x)$ for $f$ in $L^{2}$. But since $\mathscr{M}_{1}$ reduces $\Re, P_{\mathscr{M}_{1}}$ commutes with $R_{\dot{j}}$. Hence for any $f$ in $L^{2}$ and integers $n$ and $m, 1_{E_{n}}(x) f(n-m, x)=\left(P_{n_{1}} R_{\dot{j}}^{m} f\right)(n, x)=$ $\left(R_{o}^{m} P_{M_{1}} f\right)(n, x)=1_{E_{n-m}}(x) f(n-m, x)$ (a.e.). From this it follows that $E_{n}=E_{m}$ for all $n$ and $m$ (up to a null set) and so $P_{"_{1}}=L_{1_{l}}$ with $E=E_{n}$.

Now consider the case that $L_{\hat{o}} P_{\mathscr{M}_{1}} L_{o}^{*} \nsupseteq P_{\mathscr{M}_{1}}$. We have $L_{1_{R}}=$ $P_{M_{1}}>L_{\hat{o}} P_{\ldots / 1} L_{\hat{o}}^{*}=L_{\hat{o}} L_{1_{i j}} L_{\hat{j}}^{*}=L_{1_{L^{*} \cdot}{ }^{-1}}=L_{1_{\tau(E)}}$. Thus $\quad m(E \backslash \tau(E))>0$.

But $E \backslash \tau(E)$ is a wandering subset (of positive measure) contradicting our hypothesis. So we conclude that $\mathscr{M}_{1}=\{0\}$ and $\mathscr{M}$ is right-pure.

Let $\mathscr{F}=\mathscr{M} \ominus R_{\delta} \mathscr{M}$ be the (right) wandering subspace for $R_{\delta}$ and let $P_{\mathscr{F}}$ be the projection onto $\mathscr{F}$. The right-handed version of Lemma 3.2 shows that $P_{\mathscr{F}}$ is in $\mathfrak{M}_{R}^{\prime}$. Since $\mathscr{M}$ and $R_{\dot{\delta}} \mathscr{M}$ are both $\mathbb{R}_{+}$-invariant (and hence reduce $\mathfrak{M}_{L}$ by 3.1 ), $\mathscr{F}=\mathscr{M} \cap\left(R_{\tilde{j}} \mathscr{M}\right)^{\perp}$ reduces $\mathfrak{M}_{L}$ so that $P_{\mathscr{F}}$ is in $\mathfrak{M}_{L}^{\prime}$. Thus $P_{\mathscr{F}}$ lies in $\mathfrak{M}^{\prime}$. By Proposition 4.1 and the remarks in the preceding paragraphs, there exists a sequence of sets $\left\{E_{n}\right\}$ in $X$ such that $\left(P_{\mathscr{F}} f\right)(n, x)=1_{E_{n}}(x) f(n, x)$ (a.e.) for $f$ in $L^{2}$.

We now show that $\mathscr{M}=L^{2}(\boldsymbol{B})$ where $B=\bigcup_{n=-\infty}^{\infty} \boldsymbol{Z}_{(n)} \times E_{n}$ with $\boldsymbol{Z}_{(n)}$ equal to the set $\{n, n+1, n+2, \cdots\}$. Clearly $\mathscr{F}=\sum_{n=-\infty}^{\infty} \oplus$ $L^{2}\left(\{n\} \times E_{n}\right)$. This is a direct sum since $\left(\{n\} \times E_{n}\right) \cap\left(\{m\} \times E_{m}\right)=$ $\phi, n \neq m$. Since $\mathscr{M}$ is a pure subspace, we have

$$
\begin{aligned}
\mathscr{M} & =\sum_{k=0}^{\infty} \oplus R_{i}^{k} \mathscr{F} \\
& =\sum_{k=0}^{\infty} \oplus R_{i}^{k}\left(\sum_{n=-0}^{\infty} L^{2}\left(\{n\} \times E_{n}\right)\right) \\
& =\sum_{n=-\infty}^{\infty} \oplus\left(\sum_{k=0}^{\infty} R_{\delta}^{k} L^{2}\left(\{n\} \times E_{n}\right)\right) \\
& =\sum_{n=-\infty}^{\infty} \oplus\left(L^{2}\left(\{n\} \times E_{n}\right) \oplus L^{2}\left(\{n+1\} \times E_{n}\right) \oplus \cdots\right) \\
& =\sum_{n=-\infty}^{\infty} \oplus L^{2}\left(\boldsymbol{Z}_{(n)} \times E_{n}\right) \\
& =L^{2}(B)
\end{aligned}
$$

Note that $B$ is clearly invariant for $\rho$. To see that $B$ is invariant for $\lambda$, let $(n, x)$ be in $B$. Observe that $\lambda(n, x) \in B$ if there is an element in the subspace $\mathscr{M}$ whose support contains $\lambda(n, x)$. Let $f$ be a function in $\mathscr{M}$ whose support contains $(n, x)$. Then $L_{\dot{\theta}} f$ is in $\mathscr{M}$ and $\left(L_{\partial} f\right)(\lambda(n, x))=\left(L_{\partial} f\right)(n+1, \tau x)=J_{1}^{1 / 2}(\tau x) f(n, x) \neq 0 \quad$ (a.e.) since $J_{1}$ is nonzero (a.e.).

To complete the proof, let $\mathscr{M}=L^{2}(B)$ for some set $B \subseteq \boldsymbol{Z} \times X$ invariant for $\lambda$ and $\rho$. We need to show that supp $T f$, the support of $T f$, is contained in $B$ for any $T$ in $\mathbb{R}_{+} \vee \Re_{+}$and $f$ in $L^{2}(B)$. This is clear for $T$ in $\mathfrak{M}$ so we need only show that the supports of $L_{\delta} f$ and $R_{\dot{\delta}} f$ are contained in B. Suppose ( $n, x$ ) is an element of the support of $L_{\dot{\partial}} f$ so that $0 \neq\left(L_{\dot{\delta}} f\right)(n, x)=J_{1}^{1^{\prime 2}}(x) f\left(n-1, \tau^{-1} x\right)=$ $J_{1}^{1,2}(x) f\left(\lambda^{-1}(n, x)\right)$. Thus $f\left(\lambda^{-1}(n, x)\right) \neq 0$ so that $\lambda^{-1}(n, x)$ is in $B$. But this implies $(n, x)$ is in $B$ by invariance of $B$ for the map $\lambda$. Similarly, the support of $R_{\dot{\delta}} f$ is contained in $B$.

Remark 4.1. A nearly identical "left-hand" proof can be con-
structed by showing that $\mathscr{A}$ is left-pure in case $\tau$ has no wandering sets. The same proof allows us to obtain the pure invariant subspaces for the algebras $\mathfrak{R}_{+} \vee \mathfrak{M}_{L}$ and $\mathfrak{R}_{+} \vee \mathfrak{M}_{R}$. These subspaces are of the form $L^{2}(B)$ where $B$ is $\rho$-invariant in the case of the algebra $\Re_{+} \vee \mathfrak{M}_{L}$ and $\lambda$-invariant in the other case.
(2) In the proof of Theorem 4.3 we produced a sequence of sets $\left\{E_{n}\right\}_{n=-\infty}^{\infty}$. Using the definition of $R_{\delta}$ and the fact that the subspace $\mathscr{F}$ is wandering for $R_{\delta}$ it follows that the sets $\left\{E_{n}\right\}$ are pairwise disjoint (up to a null set). In case the union $\bigcup_{n \in Z} E_{n}$ is almost all of $X$, the subspace in question is not only right-pure but also right-full. This is a consequence of Proposition 3.1.
(3) It can also be shown as a consequence of ergodicity that when $X$ is a space with a finite invariant measure, the sequence $\left\{E_{n}\right\}$ forms a partition of $X$. Thus two-sided invariant subspaces in this case are both full and pure. In addition, under these hypotheses on $X$, an alternate and illuminating proof of this last fact can be given.

Proposition 4.5. If $\mu$ is a finite invariant measure on $X$, then any nontrivial $\mathbb{R}_{+} \vee \Re_{+}$-invariant subspace is both (left) full and pure.

Proof. Observe first that under the current assumptions on $\mu$ and $\tau$, the algebras $\mathbb{Z}$ and $\Re$ are finite factors. Decompose $\mathscr{M}$ into $\mathscr{M}_{1} \oplus \mathscr{A}_{2}$ as in Proposition 3.3. To show $\mathscr{M}$ is pure we need to show $\mathscr{M}_{1}=\{0\}$. Let $P$ be the projection onto $\mathscr{A}_{1}$ and observe that $P$ is in $\mathbb{R}^{\prime}$ since $\mathscr{M}_{1}$ is left-reducing.

We assert also that $P$ is in $\mathbb{R}$. To prove this we show $P \in$ $\Re^{\prime}(=\Omega)$. Clearly $P$ commutes with $\mathfrak{M}_{R}$ and so we need only show that $P$ commutes with $R_{\dot{\delta}}$. Note that $R_{\dot{\delta}} P R_{\dot{\delta}}^{*}$ is the projection onto the subspace $\Re_{+} \mathscr{M}_{1}=\Re_{+} P L^{2}$. By the right-invariance of $\mathscr{M}$ and since $\Re_{+} \subseteq \Omega^{\prime}, \Re_{+} P L^{2} \subseteq P L^{2}$. Hence the projection $R_{\dot{\delta}} P R_{\hat{\sigma}}^{*}$ is dominated by $P$. But $R_{\hat{\delta}} P R_{\hat{\delta}}^{*}$ and $P$ are equivalent projections in $\Re$. (In fact, if we let $U=R_{\hat{\delta}} P$, then $U$ is a partial isometry in $\Re$, $U U^{*}=R_{\hat{\delta}} P R_{\dot{\delta}}^{*}$, and $U^{*} U=P$.) Since $\Re$ is a finite von Neumann algebra, it follows that $R_{\hat{\delta}} P R_{\dot{\delta}}^{*}=P$. This shows that $P$ commutes with $\Re$ and hence lies in $\mathbb{R}$. Thus $P$ is in $\mathbb{R} \cap \mathbb{R}^{\prime}$, the center of the algebra $\mathbb{R}$. Since $\mathbb{R}$ is a factor, $P$ must be either the zero operator or the identity. Since $\mathscr{M}$ is not $L^{2}, P \neq I$ and so $P=0$. Hence $\mathscr{M}_{1}$ is the zero subspace.

To prove $\mathscr{M}$ is full, let $\mathscr{N}=\mathrm{V}_{n \leq 0} L_{\dot{i} \sim \not D}^{n}$. A proof nearly identical to the one above shows that the projection onto $\mathscr{N}$ lies in the center of $\mathfrak{L}$. Since $\mathscr{N} \neq\{0\}$, we must have $\mathscr{N}=L^{2}(\boldsymbol{Z} \times X)$ and hence $\mathscr{A}$ is full.
5. An example. In this section an example will be given to show how Theorem 4.3 can fail when the transformation $\tau$ on $X$ is periodic. For this example let $X$ be the space consisting of $n$ points $\left\{x_{0}, x_{1}, \cdots, x_{n-1}\right\}$ for $n \geqq 2$. Just as in Example 3.6 where $n=3$, let $\tau$ be the permutation of $X$ defined by $\tau\left(x_{i}\right)=x_{i+1}(i \neq n-1)$ and $\tau\left(x_{n-1}\right)=x_{0}$. Observe that since $\tau$ is periodic we have

$$
\left(L_{\grave{\partial}}^{n} f\right)(k, x)=f\left(k-n, \tau^{-n} x\right)=f(k-n, x)=\left(R_{\bar{\delta}}^{n} f\right)(k, x)
$$

for $f$ in $\iota^{2}(\boldsymbol{Z} \times X)$, so that $L_{\dot{o}}^{n}=R_{\dot{\partial}}^{n}$. In particular $L_{\dot{\delta}}^{n}$ is in the center of $\mathcal{R}$ (and $\Re$ ) and hence $\mathbb{R}$ and $\Re$ are not factors as in the previous section.

To show that Theorem 4.3 fails in this situation, we shall construct a subspace $\mathscr{M}$ contained in $\ell^{2}(\boldsymbol{Z} \times X)$ such that $\mathscr{M}$ is invariant for the algebra $\mathfrak{R}_{+} \vee \Re_{+}$but $\mathscr{M}$ is not of the form $\ell^{2}(B)$ for any subset $B$ of $Z \times X$. (Observe that the other half of 4.3 is always valid. Namely, if $B$ is invariant under the transformations $\lambda$ and $\rho$, then $\ell^{2}(B)$ is $\mathbb{R}_{+} \vee \Re_{+}$-invariant.)

Let $\theta$ be a finite Blaschke product with zeros $\left\{\alpha_{1}, \cdots, \alpha_{k}\right\}$ in the punctured unit disk (i.e., $0<\left|\alpha_{i}\right|<1, i=1,2, \cdots, k$ ); thus $\theta$ has the form $\theta(z)=\prod_{n=1}^{k}\left(\left|\alpha_{n}\right| / \alpha\right)_{n}\left(\alpha_{n}-z\right) /\left(1-\bar{\alpha}_{n} z\right)$. Let $L_{u}=\theta\left(L_{o}^{n}\right)$ be the unitary operator defined by $\theta$ and the operator $L_{\dot{\circ}}^{n}$ via the functional calculus. Let $\sum_{k=0}^{\infty} a_{k} z^{k}$ be the power series for $\theta$. Since the power series converges absolutely, the series $\sum_{k=0}^{\infty} a_{k}\left(L_{i}^{n}\right)^{k}$ converges in norm to the operator $L_{u}$. Observe that $a_{0}$ is not zero since the function $\theta$ does not vanish at the origin. Observe also that since $L_{o}^{n}$ is in the center of $\mathcal{B}_{+}$, it follows, again by the functional calculus, that $L_{u}$ is in the center of $\mathbb{Z}_{+}$. Define the subspace $\mathscr{M}$ to be $L_{u} \ell^{2}\left(\boldsymbol{Z}_{+} \times X\right)$. Since $L_{u}$ is in the center and $\ell^{2}\left(\boldsymbol{Z}_{+} \times X\right)$ is a two-sided invariant subspace, $\mathscr{M}$ is also a two-sided invariant subspace. We shall show that $\mathscr{A} \neq \ell^{2}(B)$ for any set $B$.

For any subspace $\mathscr{N} \cong \ell^{2}(\boldsymbol{Z} \times X)$, let $\boldsymbol{E}_{0}^{-r}=\bigcup\{x \in X \mid f(0, x) \neq 0\}$. Then $E_{0}{ }^{\wedge}$ is the support $\operatorname{set} \operatorname{supp}\{f(0, \cdot) \mid f \in \mathscr{N}\}$. In case the subspace is $\ell^{2}\left(\boldsymbol{Z}_{+} \times X\right)$, this support set is all of $X$. Since

$$
\begin{aligned}
\left(L_{u} f\right)(0, x) & =\sum_{k=0}^{\infty} a_{k}\left(L_{\dot{\delta}}^{n k} f\right)(0, x)=\sum_{k=0}^{\infty} a_{k} f\left(-n k, \tau^{-n k} x\right) \\
& =a_{0} f(0, x)
\end{aligned}
$$

for any function $f$ in $\ell^{2}\left(\boldsymbol{Z}_{+} \times X\right)$, it follows that $E_{0}{ }^{\prime \prime}=X$ also. Now if $\mathscr{A}=\iota^{2}(B)$ (for some $B \subseteq Z \times X$ ), we must have $B=Z_{+} \times X$ since $\mathscr{A}$ is a two-sided invariant subspace (and hence $B$ must be $\lambda$ and $\rho$ invariant). Thus $\iota^{2}\left(\boldsymbol{Z}_{+} \times X\right)=L_{u} \ell^{2}\left(\boldsymbol{Z}_{+} \times X\right)$. Since $L_{u}$ is unitary, we must also have $L_{u}^{*} \ell^{2}\left(\boldsymbol{Z}_{+} \times X\right)=\ell^{2}\left(\boldsymbol{Z}_{+} \times X\right)$ which is clearly impossible for the unitary operator $L_{u}$ constructed above.

Hence $\mathscr{l l} \neq \ell^{2}(B)$ for any $B \subseteq \boldsymbol{Z} \times X$.
To obtain more examples, perhaps an exhaustive collection, we note that with appropriate modifications, the finite Blaschke product could be replaced by any nonconstant inner function $\theta$ with nonvanishing zeroth Fourier coefficient. Additionally, the subspace $\iota^{2}\left(\boldsymbol{Z}_{+} \times X\right)$ could be replaced by certain other subspaces of the form $\ell^{2}(C)$. Again the subspace $\theta\left(L_{i}^{n}\right) l^{2}(C)$ would not have the form $\iota^{2}(B)$ for a subset $B \subseteq Z \times X$.
6. Concluding remarks. An interesting feature of the algebras we have been considering is that they can be developed from several different points of view. For example, in $\S 2$ of [6] it is shown how the algebras $\mathbb{Z}$ and $\Re$ may be represented as the left and right von Neumann algebras associated with a Hilbert algebra. (In fact it is this representation that motivates our notation here.) In § I.9.2 of [3], Dixmier introduces crossed products using a matricial construction. We show that the algebras studied here can be similarly represented. As a corollary, it is easily seen that $\mathbb{B}_{+}$and $\Re_{+}$are algebras of lower triangular matrices.

In this section we assume that $X$ is a finite measure space and $\tau$ is measure preserving. The transformation $U$ defined by the equation $(U f)(x)=f(\tau x)$ is a unitary operator on $L^{2}(X)$. This operator normalizes $L^{\infty}$, the algebra of multiplication operators on $L^{2}(X)$. In the following proposition, we use the term "crossed product" to refer to the algebras constructed by Dixmier in [3, § I.9.2].

Proposition 6.1. The algebras $\mathfrak{B}$ and $\mathfrak{\Re}$ are the left and right crossed products determined by $L^{\infty}(X)$ and (the group of automorphisms generated by) $U$.

Proof. As noted earlier, $L^{2}(\boldsymbol{Z} \times X)$ may be identified with $\sum_{-\infty}^{\infty} \oplus L^{2}(X)$. This identification is implemented by the map $W$ which takes a function $f$ in $L^{2}(Z \times X)$ to the sequence of functions $\left\{g_{n}\right\}_{n \in Z}$ where $g_{n}(x)=f(n, x)$. It is convenient to write $g(n)$ for $g_{n}$. Using this notation we have $\left(W L_{\hat{o}} W^{*} g\right)(n)=U g(n-1)$. Thus the matrix representation for $W L_{i} W^{*}$ is

$$
\left[\begin{array}{ccccc}
\cdot & 0 & & & \\
\cdot & 0 & 0 & 0 \\
& U & U & & \\
& & & & \cdot \\
& & & & \cdot
\end{array}\right]
$$

Likewise $\left(W L_{\varphi} W^{*} g\right)(n)=\varphi \cdot g(n)$ so that the associated matrix is

(In the notation of [3], $W L_{\dot{\delta}} W^{*}=\widetilde{U}_{1}$ and $W L_{\varphi} W^{*}=\Phi(\varphi)$.) It is now clear that $W \Omega W^{*}$ is the crossed product of $L^{\infty}(X)$ and $U$. The description of $\Re$ is, of course, similar and is left to the reader.
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