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#### Abstract

Let $\mathscr{P}$ denote the set of linear transformations of the disk algebra which have norm one and fix the constants. In this paper the orbits of functions in the disk algebra under the action of $\mathscr{P}$ are described.


Let $\mathscr{A}$ denote the disk algebra, i.e., the algebra of functions which are analytic on the open unit disk $D$ and continuous on $\bar{D}$. Let $\mathscr{A}$ be equipped with the sup-norm $\|\cdots\|$ and let $\mathscr{U}$ denote the closed unit ball in $\mathscr{A}$. Consider the set $\mathscr{P}$ of linear operators which map $\mathscr{A}$ into itself, have norm 1 and fix the constants. $\mathscr{P}$ acts as a semi-group of transformations of the set $\mathscr{U}$. In this paper we study the closed orbits of functions in $\mathscr{C}$ under the action of $\mathscr{P}$, i.e., the sets

$$
\mathscr{P} f=\text { closure }\{T f \mid T \in \mathscr{P}\}
$$

for $f \in \mathscr{U}$. We will show that $\mathscr{P} f$ is the closed convex hull of the functions $[F, G] f$, where $F$ and $G$ range over the inner functions in $\mathscr{A}$. Here

$$
[F, G] g(z)=(2 \pi n i)^{-1} \int_{\partial D} g(\xi) F^{\prime}(\xi)(G(z)-F(\xi))^{-1} d \xi,
$$

where $n$ is the number of zeros of $F$ and $z \in D$. (Recall that the inner functions in $\mathscr{A}$ are exactly the finite Blaschke products, that is functions of the form

$$
F(z)=e^{i s} \prod_{j-1}^{n} \frac{z-\alpha_{j}}{1-\bar{\alpha}_{j} z}
$$

where $\left|\alpha_{j}\right|<1$ for $j=1,2, \cdots, n$.) We will also show that our result can be viewed as a generalization of a theorem due to Fisher [3]. The final section of the paper contains a discussion of the possibility of extending our results to the algebra $H^{\infty}$ of bounded analytic functions on $D$.

1. Background. Perhaps a few sentences should be devoted to the context of this work in the literature. In [9] Phelps asked for a description of the extreme points of the convex set $\mathscr{P}$. In the same paper he was able to characterize those extreme elements of $\mathscr{P}$ which happen to be multiplicative. They are exactly the
operators of the form

$$
C_{\dot{\phi}} f=f \circ \dot{\phi},
$$

where $\phi$ is an extreme element of $\mathscr{C}$. (It is easy to show that an operator on $\mathscr{A}$ is multiplicative iff it is a composition operator.) In an unpublished set of notes [6] Lindenstrauss, Phelps, and Ryff constructed a nonmultiplicative extreme element of $\mathscr{P}$. Rocherg later put the example in [6] into a much broader setting by considering subsets of $\mathscr{P}$ of the form

$$
K(F, G)=\{T \in \mathscr{P} \mid T F=G\}
$$

Rochberg proved in [10] that, if $F$ and $G$ are inner functions having $n \geqq 1$ and $m$ zeros respectively (counting multiplicity), then the convex set $K(F, G)$ has real dimension $\leqq(n-1)(m+1)$. In [7] we observed that $[F, G]$ always belongs to $K(F, G)$ and, hence, that $K(F, G) \neq \phi$. It is easy to show that $K(F, G)$ is an extreme subset of $\mathscr{P}$, that is to say, $1 / 2\left(T_{1}+T_{2}\right) \in K(F, G)$ and $T_{1}, T_{2} \in \mathscr{P}$ imply $T_{1}, T_{2} \in K(F, G)$, it follows that every extreme point of $K(F, G)$ is also an extreme point of $\mathscr{P}$. Unless $G$ is of the form $F \circ H$, no element of $K(F, G)$ can be multiplicative. The study of the orbits $\mathscr{P} f$ was begun in [8]. Intuitively, the sets $\mathscr{P} f$ are "cross sections" of the convex set $\mathscr{P}$. We have shown that $\mathscr{P} f=\mathscr{U}$ iff $f$ is a nonconstant inner function [8]. The main result of this paper can be interpreted as follows: Let $\mathscr{P}_{0}$ denote the weak operator closed convex hull of the operators $[F, G]$ where $F$ and $G$ are inner functions. Then $\mathscr{P}_{0}$ and $\mathscr{P}$ have the same "cross sections". Whether $\mathscr{P}_{0}=\mathscr{P}$ or $\mathscr{P}_{0} \neq \mathscr{P}$ is an open question.
2. The main result. We begin by stating Fisher's theorem from [3].

Theorem 2.1. $\mathscr{U}$ is the closed convex hull of the inner functions in $\mathscr{A}$.

Theorem 2.2. For each $f \in \mathscr{U}$, we have

$$
\begin{equation*}
\mathscr{P} f=\overline{\operatorname{cov}}\{[F, G] f \mid F, G \text { inner }, F \text { nonconstant }\} \tag{1}
\end{equation*}
$$

Proof. Let $\mathscr{U}_{0}=\{f \in \mathscr{U} \mid$ (1) holds $\}$. It is easy to show that $\mathscr{U}_{0}$ is closed and convex. By Theorem 2.1 it follows that, if $\mathscr{U}_{0}$ contains every inner function, then $\mathscr{U}_{0}=\mathscr{U}$. Clearly $\mathscr{U}_{0}$ contains the constant inner functions. Suppose that $f$ is inner and nonconstant and that $T$ is an operator in $\mathscr{P}$ such that

$$
T f \notin \overline{\operatorname{cov}}\{[F, G] f \mid F, G \text { inner, } F \text { nonconstant }\} .
$$

By the Hahn-Banach theorem there exists a bounded linear functional $\ell$ on $\mathscr{A}$ such that
(2) $\sup \{\operatorname{Re} \ell([F, G] f) \mid F$, $G$ inner, $F$ nonconstant $\}<\operatorname{Re} \ell(T f)$.

Since $T f \in \mathscr{C}$, it follows from, Theorem 2.1 that, given $\varepsilon>0$ there exists an inner function $g$ such that

$$
\operatorname{Re} \iota(T f)-\varepsilon \leqq \operatorname{Re} \nearrow(g)=\operatorname{Re} \iota([f, g] f)
$$

But if $\varepsilon$ is sufficiently small then (2) is contradicted.
Of course Theorem 2.1 is crucial in the proof of Theorem 2.2. We will now show that Theorem 2.1 can be derived from Theorem 2.2.

Proposition 2.3. Let $Z$ denote the identity on $\bar{D}$. Let $F$ and $G$ be inner functions in $\mathscr{A}$ with $F$ nonconstant. Then the functian $[F, G] Z$ is a convex combination of at most four inner functions.

Proof. Let $n$ denote the number of zeros of $F$ (counting multiplicity) and let $\alpha=F(0)$. Consider the linear fractional transformation $h_{\alpha}(w)=(w-\alpha) /(1-\bar{\alpha} w)$. Note that $h_{\alpha} \circ F$ is of the form $Z F_{1}$, where $F_{1} \in \mathscr{A}$. Since $h_{\alpha}$ maps $\partial D$ homeomorphically onto itself, it follows that every continuous function $g$ on $\partial D$ can be uniformly approximated by polynomials in $h_{\alpha}$ and $\bar{h}_{\alpha}$. Thus, if it is known that both $g$ and $h_{\alpha} \bar{g}$ belong to $\mathscr{A} \mid \partial D$, then it follows that there are constants $a$ and $b$ such that $g=a+b h_{\alpha}$. Let $g=[F, Z] Z \mid \partial D$. Then, if $\Gamma$ is an appropriately chosen circle we have,

$$
g(w)=(2 \pi i n)^{-1} \int_{\Gamma} \xi F^{\prime}(\xi)(F(\xi)-w)^{-1} d \xi=n^{-1} \sum_{F(u)=w} u
$$

Thus,

$$
\begin{aligned}
\left.h_{\alpha}(w) \overline{g(w}\right) & =n^{-1} \sum_{F(u)=w} h_{\alpha}(w) \bar{u} \\
& =n^{-1} \sum_{F(u)=w} u F_{1}(u) \bar{u} \\
& =\left([F, Z] F_{1}\right)(w) .
\end{aligned}
$$

Thus, it follows that $h_{\alpha} \bar{g} \in \mathscr{A} \mid \partial D$. Hence, we may write

$$
\begin{aligned}
{[F, G] Z } & =([F, Z] Z) \circ G \\
& =a+b h_{\alpha} \circ G .
\end{aligned}
$$

Since $\|[F, G] Z\| \leqq 1$, it follows that $|a|+|b| \leqq 1$. Let $e^{2 s}=a /|a|$
and $e^{i t}=b /|b|$. Then

$$
\begin{gathered}
{[F, G] Z=e^{i_{s}}|a|+e^{i t}|b| h_{\alpha} \circ G+\frac{1}{2}(1-|a|-|b|) Z} \\
\quad+\frac{1}{2}(1-|a|-|b|)(-Z)
\end{gathered}
$$

To derive Theorem 2.1 from Theorem 2.2 we argue as follows: for each $h \in \mathscr{C}$ we have $h=C_{h} Z \in \mathscr{P} Z$. By Theorem 2.2, for each $\varepsilon>0$ there exist inner functions $F_{1}, F_{2}, \cdots, F_{m}, G_{1}, G_{2}, \cdots, G_{m}$ and constants $c_{1}, c_{2}, \cdots, c_{m}$, where the $F_{i}$ 's are nonconstant, where the $c_{i}$ 's are nonnegative, and where $\sum c_{i}=1$, such that

$$
\left|\left|h-\sum_{i=1}^{m} c_{i}\left[F_{i}, G_{i}\right] Z\right|<\varepsilon .\right.
$$

It follows from Proposition 2.3 that $\sum c_{i}\left[F_{i}, G_{i}\right] Z$ is a convex combination of inner functions.
3. Possible extension to $H^{\infty}$. It is tempting to try to prove an analogue of Theorem 2.2 for the algebra $H^{\infty}$. Certainly infinite Blaschke products can replace the finite ones and a replacement for Theorem 2.1 exists, namely, the result of Bernard, Garnett, and Marshall [2, Th 2.2] which implies that the unit ball in $H^{\infty}$ is the closed convex hull of the Blaschke products. The difficulty lies in finding appropriate analogues for the operators $[F, G]$. It is not even clear that, given infinite Blaschke products $B_{1}$ and $B_{2}$, there exists a linear operator $T: H^{\infty} \rightarrow H^{\infty}$ such that $\|T\|=T 1=1$ and $T B_{1}=B_{2}$. All that we have been able to accomplish is to find a sufficient condition on $B_{1}$ in order that $T$ exist.

Let

$$
\mathscr{P}\left(H^{\infty}\right)=\left\{T: H^{\infty} \longrightarrow H^{\infty} \mid T \text { linear, }\|T\|=T 1=1\right\}
$$

$\mathscr{P}\left(H^{\infty}\right)$ carries a locally convex topology $\tau$ which is defined in terms of nets by: $T_{d} \xrightarrow{\tau} T$ if $T_{d} f$ converges uniformly on compact subsets of $D$ to $T f$ for each $f \in H^{\infty}$. By a result due to Kadison [5], it follows that $\mathscr{P}\left(H^{\infty}\right)$ is $\tau$-compact.

Proposition 3.1. Let $g$ be a nonconstant member of $H^{\infty}$ with $\|g\| \leqq 1$. Let

$$
B(z)=\prod_{k=1}^{\infty} \frac{\left|\alpha_{k}\right|}{\alpha_{k}} \cdot \frac{\alpha_{k}-z}{1-\bar{\alpha}_{k} z}
$$

be a convergent Blaschke product. Let

$$
B_{n}(z)=\prod_{k=1}^{n} \frac{\left|\alpha_{k}\right|}{\alpha_{k}} \cdot \frac{\alpha_{k}-z}{1-\bar{\alpha}_{k} z}
$$

and let $\widetilde{B}_{n}=B / B_{n}$. If the following condition is satisfied then there exists a $T \in \mathscr{P}\left(H^{\infty}\right)$ such that $T B=g$ :
(C) Some subsequence of $\left\{n^{-1} \sum_{k=1}^{n} \widetilde{B}_{n}\left(\alpha_{k}\right)\right\}_{n=1}^{\infty}$ converges to 1 .

Proof. First we show that it is enough to consider the case where $g=Z$. Since $g$ is nonconstant, the composition operator $C_{g}$ is well defined on $H^{\infty}$. If $S$ maps $B$ to $Z$, then $C_{g} \circ S$ will map $B$ to $g$. For each $n$, the operator $T_{n}=\left[B_{n}, Z\right]$ extends to an operator on $H^{\infty}$ via the formula

$$
T_{n} f(z)=(2 \pi i n)^{-1} \int_{\partial D} f(\xi) B_{n}^{\prime}(\xi)\left(z-B_{n}(\xi)\right)^{-1} d \xi
$$

for $z \in D$. (Here we are using the fact that functions in $H^{\infty}$ have radial limits almost everywhere on $\partial D . f(\xi)$ denotes $\lim _{r \rightarrow 1} f(r \xi)$.) Let $\left\{n_{k}\right\}$ be a sequence of integers such that

$$
\begin{equation*}
\lim _{k} n_{k}^{-1} \sum_{j=1}^{n_{k}} \widetilde{B}_{n_{k}}\left(\alpha_{j}\right)=1 \tag{3}
\end{equation*}
$$

Consider

$$
\begin{aligned}
T_{n_{k}} B(w)-w & =n_{k}^{-1}\left(\sum_{B_{n_{k}}(u)=w} B(u)-w\right. \\
& =n_{k}^{-1}\left(\sum_{B_{n_{k}}(u)=w} w^{\left.\widetilde{B} n_{k}(u)\right)-w}\right. \\
& =w\left(\left(T_{n_{k}} \widetilde{B}_{n_{k}}\right)(w)-1\right)
\end{aligned}
$$

The function $g_{k}=T_{n_{k}} \widetilde{B}_{n_{k}}-1$ is zero free for each $k$. Let $g_{k_{1}}$ be a subsequence of $g_{k}$ which converges uniformly on compact subsets of $D$ to $g$. By a theorem due to Hurwitz [1, p. 178] $g$ is either identically zero in $D$ or has no zeros in $D$. By (3) it follows that $g(z) \equiv 0$. We have constructed a sequence of integers $m_{j}$ such that $T_{m_{j}} B$ converges uniformly on compact subsets of $D$ to $Z$. It follows easily from the $\tau$-compactness of $\mathscr{P}\left(H^{\infty}\right)$ that there is a $T \in \mathscr{P}\left(H^{\infty}\right)$ with $T B=Z$.

Corollary 3.2. Let $g$ be an extreme element of the closed unit ball of $H^{\infty}$. Let $B$ be an infinite Blaschke product satisfying (C). Then there exists an extreme element $T_{0}$ of $\mathscr{P}\left(H^{\infty}\right)$ such that $T_{0} B=g$.

Proof. The set $f=\left\{T \in \mathscr{P}\left(H^{\infty}\right) \mid T B=g\right\}$ is convex, $\tau$-closed and nonempty. It follows from the Krein-Milman theorem that $f$
has an extreme point $T_{0}$. Since $\mathscr{F}$ is an extreme subset of $\mathscr{P}\left(H^{\infty}\right)$, it follows that $T_{0}$ is also an extreme point of $\mathscr{P}\left(H^{\infty}\right)$.

Remarks. Note that

$$
1-n^{-1} \sum_{k=1}^{n} \widetilde{B}_{n}\left(\alpha_{k}\right)=n^{-1} \sum_{k=1}^{n} \sum_{i=n}^{\infty} \widetilde{B}_{1+1}\left(\alpha_{k}\right)-\widetilde{B}_{\mathfrak{l}}\left(\alpha_{k}\right) .
$$

It follows that

$$
\begin{aligned}
& \left|1-n^{-1} \sum_{k=1}^{n} \widetilde{B}_{n}\left(\alpha_{k}\right)\right| \leqq n^{-1} \sum_{k=1}^{n} \sum_{\mathfrak{l}=n}^{\infty}\left|1-\frac{\left|\alpha_{\mathfrak{r}}\right|}{\alpha_{\mathfrak{\imath}}} \cdot \frac{\alpha_{\mathfrak{i}}-\alpha_{k}}{1-\bar{\alpha}_{\mathfrak{l}} \alpha_{k}}\right| \\
& \leqq 2 n^{-1} \sum_{k=1}^{n} \sum_{\mathrm{l}=n}^{\infty} \frac{1-\left|\alpha_{\mathfrak{\imath}}\right|}{\left|1-\bar{\alpha}_{\mathrm{r}} \alpha_{k}\right|} .
\end{aligned}
$$

Hence, condition (C) is implied by the following:

$$
\lim \inf n^{-1} \sum_{k=1}^{n} \sum_{\mathrm{i}=n}^{\infty} \frac{1-\left|\alpha_{\mathrm{r}}\right|}{\left|1-\bar{\alpha}_{\mathrm{r}} \alpha_{k}\right|}=0
$$

Now suppose that the zeros of $B$ approach $\partial D$ exponentially fast. To be precise suppose that there is a $b \in(0,1)$ such that $\left(1-\left|\alpha_{n}\right|\right) /$ $\left(1-\left|\alpha_{n-1}\right|\right) \leqq b$ for $n=2,3, \cdots$. Then for $\mathfrak{l}>k$ we have

$$
\frac{1-\left|\alpha_{1}\right|}{\left|1-\bar{\alpha}_{\mathrm{r}} \alpha_{k}\right|} \leqq \frac{1-\left|\alpha_{\mathrm{r}}\right|}{1-\left|\alpha_{k}\right|} \leqq b^{\mathrm{r}-k} .
$$

Condition (C) follows immediately. On the other hand, if the zeros of $B$ approach $\partial D$ too slowly, condition (C) may fail to hold. Consider the case where $\alpha_{k}=1-k^{-p}$, where $p>1$. For $k \leqq n$ we have

$$
1-\frac{k^{-p}-(n+1)^{-p}}{k^{-p}+(n+1)^{-p}-k^{-p}(n+1)^{-p}} \leqq 1-\widetilde{B}_{n}\left(\alpha_{k}\right)
$$

It follows that

$$
1-\sum_{k=1}^{n} \frac{1}{n} \frac{1-(k /(n+1))^{p}}{1+(k /(n+1))^{p}-(n+1)^{-p}} \leqq 1-n^{-1} \sum_{k=1}^{n} \widetilde{B}_{n}\left(\alpha_{k}\right) .
$$

Thus,

$$
0<1-\int_{0}^{1} \frac{1-x^{p}}{1+x^{p}} d x \leqq \lim \inf \left(1-n^{-1} \sum_{k=1}^{n} \widetilde{B}_{n}\left(\alpha_{k}\right)\right)
$$

We note that in this example $\left(\alpha_{k}\right)$ is not an interpolating sequence. See [4]. We have been unable to determine whether or not condition (C) holds whenever $\left(\alpha_{k}\right)$ is an interpolating sequence.
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