# AUTOMORPHISMS OF DIMENSION GROUPS AND THE CONSTRUCTION OF AF ALGEBRAS 

Chao-Liang Shen


#### Abstract

Recent results of Edward G. Effros and the author show that if a dimension group is simple, totally ordered and with underlying group $Z^{n}$, then we can construct explicitly an $\mathrm{AF} C^{*}$-algebra with the given group as its $K_{0}$ by using the Jacobi-Perron algorithm. While the Jacobi-Perron algorithm breaks down for nontotally ordered groups, we study the construction problem via the consideration of automorphisms of the dimension group. We find the necessary and sufficient condition for a nontotally ordered simple dimension group ( $Z^{3}, P_{(1, \alpha, \beta)}$ ) being stationary is that both $\alpha$ and $\beta$ lie in the same quadratic number field. We also provide an explicit method for constructing Bratteli diagrams (and hence corresponding $A F \quad C^{*}$-algebras) for this type of groups.


Introduction. Since George Elliott introduced dimension theory for approximately finite $C^{*}$-algebras, considerable progress has been made in the study of AF $C^{*}$-algebras ([3], [4], [5], [6], [7], [8], [2]). In [5] and [6], Effros and the author raised the question of constructing AF algebras with given dimension groups as their $K_{0}$, and answered it in the case when the given dimension group is simple totally ordered and with underlying group $Z^{n}$ by using the Jacobi-Perron algorithm. Based on this and some examples of nontotally ordered simple dimension groups ([6, §4]). we conjectured for any simple dimension group $G$ with underlying group $\boldsymbol{Z}^{n}$, both that there exists an inductive sequence

$$
\boldsymbol{Z}^{n} \xrightarrow{\varphi_{1}} \boldsymbol{Z}^{n} \xrightarrow{\varphi_{2}} \boldsymbol{Z}^{n} \longrightarrow \cdots
$$

where $\varphi_{k} \in \operatorname{GL}(n, \boldsymbol{Z})$ with nonnegative entries such that $\lim _{\rightarrow}\left(\boldsymbol{Z}^{n}, \varphi_{k}\right) \cong G$ and that there exists effective methods for constructing these $\varphi_{k}$ 's. In the meantime, our results have been applied by Cuntz, Krieger, Pimsner and Voiculescu ([2], [11]) to problems in topological Markov chains and to the irrational rotation $C^{*}$-algebras.

While the recent work of Riedel [12] supports the first part of conjecture, the construction problem still remains. Some dimension groups which are certainly worth first consideration are those having unique state (see [4] for definition). In this direction, as motivated by the work of Cuntz and Krieger, we ask the following question about existence and construction:

Question EC: "Find a necessary and sufficient condition for a given simple dimension group ( $Z^{n}, P$ ) to be the inductive limit of a sequence (which shall be called a stationary Elliott system)

$$
\boldsymbol{Z}^{n} \xrightarrow{\varphi} \boldsymbol{Z}^{n} \xrightarrow{\varphi} \cdots
$$

with constant connecting mapping $\varphi \in \mathrm{GL}(n, \boldsymbol{Z})$ of nonnegative entries, and find a method for constructing the "Bratteli diagram" $\varphi$."
Dimension groups arising in this fashion are called stationary dimension groups. All stationary dimension groups have exactly one state [6, Prop. 2.2].

In this paper we answer Question EC for the case $n=3$ and when ( $\boldsymbol{Z}^{3}, P$ ) is not totally ordered ( $n=2$ case is completely answered by [5]). In our study we find that the answer to this question is closely related to the automorphism group of the given dimension group. In fact, we show that the structure of AUT ( $\left.\boldsymbol{Z}^{3}, P\right)$ contains rich information, and the "Bratteli diagram" $\varphi$ "hides" inside AUT $\left(\boldsymbol{Z}^{3}, P\right)$ (see $\S 2$ for detail). While the Jacobi-Perron algorithm breaks down for nontotally ordered groups (see [6, §4]), and no periodicity condition for multidimensional continued fraction is known, if our approach can be generalized to $n \geqq 4$ case, it will be of great interest for the construction theory of AF algebras. Such a generalization might even solve the periodicity problem of simultaneous Diophantine approximation posed by Lagrange (see [10, $\S 10.12])$. In $\S 2$ we state our philosophy for attacking the problem and prove our main theorems. Finally we mention some open problems motivated by our method. We refer readers to the paper [3], [4], [5], [6], [7], [8], [13] and [14] for relevant results and definitions.

1. Some preliminaries. Let $G$ be a dimension group. An automorphism of $G$ is a group automorphism $\psi$ such that $\psi, \psi^{-1}$ are positive homomorphisms. $G$ is simple if it has no nontrivial order ideal. Given a simple dimension group $G$ with underlying group $\boldsymbol{Z}^{2}$, then $G$ is isomorphic to the dimension: group ( $\boldsymbol{Z}^{2}, P_{\alpha}$ ), where $\alpha \in \boldsymbol{R}_{+} \backslash \boldsymbol{Q}, \boldsymbol{P}_{\alpha}=\left\{(x, y) \in \boldsymbol{Z}^{2}: \alpha x+y \geqq 0\right\}$ is the positive cone. Two such groups $\left(\boldsymbol{Z}^{2}, P_{\alpha}\right),\left(\boldsymbol{Z}^{2}, P_{\beta}\right)$ are isomorphic if and only if the continued fraction expansion of $\alpha$ and $\beta$ agree after finite stage ([5]).

Let $\alpha \in \boldsymbol{R}_{+} \backslash \boldsymbol{Q}$, be a quadratic irrational, and let

$$
\left[a_{0}, a_{1}, \cdots, a_{n}, \cdots\right]
$$

be its simple continued fraction expansion [10, Ch. X]. Then it is periodic. Replacing by equivalent irrational if necessary, we may assume $\alpha>1$, and the period of the expansion is $\left[a_{0}, \cdots, a_{L-1}\right]$. We
have proved the following
Theorem 1.1 ([13, Theorems 2.1, 2.3]). Given $\alpha \in \boldsymbol{R}_{+} \backslash \boldsymbol{Q}$. Then the automorphism group AUT $\left(\boldsymbol{Z}^{2}, P_{\alpha}\right)$ is nontrivial if and only if $\alpha$ is quadratic. Furthermore, if $\alpha$ is quadratic (and assume its period starts from $a_{0}$ ), then AUT $\left(\boldsymbol{Z}^{2}, P_{\alpha}\right)$ is cyclic and is generated by the canonical automorphism

$$
\psi_{\alpha}=\left[\begin{array}{ll}
p_{L-1} & q_{L-1} \\
p_{L-2} & q_{L-2}
\end{array}\right],
$$

where $p_{k}, q_{j}$ are defined inductively by

$$
\begin{aligned}
p_{0} & =a_{0}, \\
q_{0} & =1,
\end{aligned} \quad p_{1}=a_{1} a_{0}+1, \cdots, p_{n}=a_{n} p_{n-1}+p_{n-2}, a_{1}, \cdots, q_{n}=a_{n} q_{n-1}+q_{n-2} .
$$

If $k>0$,

$$
\psi_{\alpha}^{k}=\left[\begin{array}{ll}
p_{k L-1} & q_{k L-1} \\
p_{k L-2} & q_{k L-2}
\end{array}\right] .
$$

Given a simple dimension group $G$ with underlying group $\boldsymbol{Z}^{n}$. Then $G=H \oplus_{t} Z^{p}$, where $p \geqq 0$, where $H$ is a dense subgroup of $\boldsymbol{R}^{d}$ for some $d \geqq 1$ (see [4, §4], [6]), and the ordering is given by $(h, z) \geqq 0$ if $h>0$, or $h=z=0$. In particular, if $G$ has underlying group $Z^{3}$, with unique state and is not totally ordered, then there exists an $\alpha \in \boldsymbol{R}_{+} \backslash \boldsymbol{Q}$ such that $G \cong\left(\boldsymbol{Z}^{2}, \boldsymbol{P}_{\alpha}\right) \bigoplus_{t} \boldsymbol{Z}$.

The following proposition will be useful
Proposition 1.2. Automorphisms of $G=\left(\boldsymbol{Z}^{2}, P_{\alpha}\right) \oplus_{t} Z$ are of the form

$$
\psi=\left[\begin{array}{lll}
a & b & 0  \tag{1.0}\\
c & d & 0 \\
e & f & g
\end{array}\right]
$$

where $\psi \in \operatorname{GL}(3, \boldsymbol{Z})$, and $\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \in \operatorname{AUT}\left(\boldsymbol{Z}^{2}, P_{\alpha}\right)$.
Proof. If

$$
\psi=\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right] \in \operatorname{AUT}(G),
$$

then

$$
\begin{aligned}
& (x, y, z) \in G_{+} \backslash\{0\} \\
& \quad \Longleftrightarrow \alpha\left(a_{11} x+a_{12} y+a_{13} z\right)+\left(a_{21} x+a_{22} y+a_{23} z\right)>0 \\
& \quad \Longleftrightarrow\left(a_{11} \alpha+a_{21}\right) x+\left(a_{12} \alpha+a_{22}\right) y+\left(a_{13} \alpha+a_{23}\right) z>0 .
\end{aligned}
$$

Thus we must have

$$
\begin{gather*}
a_{12} \alpha+a_{22}>0,  \tag{1.1}\\
\frac{\left(a_{12} \alpha+a_{21}\right)}{\left(a_{12} \alpha+a_{22}\right)}=\alpha,  \tag{1.2}\\
a_{13} \alpha+a_{23}=0 . \tag{1.3}
\end{gather*}
$$

Since $\alpha$ is irrational, (1.3) implies $a_{13}=a_{23}=0$. Thus $a_{33}= \pm 1$, and $\left[\begin{array}{ll}a_{11} & a_{12} \\ a_{21} & a_{22}\end{array}\right] \in \operatorname{AUT}\left(\boldsymbol{Z}^{2}, P_{\alpha}\right)([14$, Lemma 4.7]). Conversely if $\psi$ is of the $\left.\begin{array}{ll}a_{21} & a_{22} \\ \text { form (1.0) }\end{array}\right]$ with $\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \in \operatorname{AUT}\left(\boldsymbol{Z}^{2}, P_{\alpha}\right)$, direct computation shows that $\psi \in \operatorname{AUT}(G)$.

The following lemma is straight forward, and will be useful for our discussion.

Lemma 1.3. If $G, H$ are dimension groups, and $\Phi: G \rightarrow H$ is an isomorphism (in order sense), then $\operatorname{AUT}(H)=\Phi \operatorname{AUT}(G) \Phi^{-1}$.

Thus if $\operatorname{AUT}(G)$ is nontrivial, then so is $\operatorname{AUT}(H)$, and conversely.
Suppose we are given a stationary Elliott system

$$
\boldsymbol{Z}^{n} \xrightarrow{\varphi} \boldsymbol{Z}^{n} \xrightarrow{\varphi} \cdots,
$$

where $\varphi$ is a strictly positive matrix in $\operatorname{GL}(n, \boldsymbol{Z})$. (From now on we shall use the notation $\mathrm{GL}(n, \boldsymbol{Z})_{+}$to denote the set of unimodular matrices with nonnegative entries, GL $(n, \boldsymbol{Z})_{++}$to denote the subset of $\varphi$ in $\mathrm{GL}(n, \boldsymbol{Z})_{+}$such that $\varphi^{m}$ is strictly positive for sufficiently large m.) Then the resulting stationary dimension group has unique state, and we can express its positive cone as

$$
\begin{aligned}
P_{\left(1, \alpha_{2}, \cdots, \alpha_{n}\right)}= & \left\{\left(x_{1}, \cdots, x_{n}\right) \in \boldsymbol{Z}^{n}: x_{1}+\alpha_{2} x_{2}+\cdots+\alpha_{n} x_{n}>0\right\} \\
& \cup\{(0, \cdots, 0)\}
\end{aligned}
$$

where $\left(1, \alpha_{2}, \cdots, \alpha_{n}\right)$ is the eigenvector of the Perron eigenvalue of $\varphi^{t r}$, at least one of $\alpha_{i}$ is irrational, and $\alpha_{2}, \cdots, \alpha_{n}>0$. In fact the same result is true if $\varphi \in \operatorname{GL}(n, \boldsymbol{Z})_{++}$. Since for $\varphi$ nonnegative, $\varphi$ has an eigenvalue $\lambda$ with $\lambda \geqq|\alpha|$ for all other eigenvalues $\alpha$ (see [9], Ch. III, §3). On the other hand, $\varphi^{m}$ is strictly positive, it has an eigenvalue $\mu$ with $\mu>|\beta|$ for all other eigenvalues $\beta$. Using the fact that $\operatorname{sp}\left(\varphi^{t r}\right)^{m}=\left(\operatorname{sp} \varphi^{t r}\right)^{m}$, we conclude that $\mu=\lambda^{m}$; again
$\left(1, \alpha_{2}, \cdots, \alpha_{n}\right)$ is the eigenvector of $\varphi^{m}$ corresponding to the Perron eigenvalue, and hence $\alpha_{i}>0$ for all $i$. Since the Perron eigenspace is one dimensional, $\left(1, \alpha_{2}, \cdots, \alpha_{n}\right)$ must be the unique Perron vector of $\varphi$ of that form.

Although the following lemma is not difficult, we give a proof here for completeness. $\varphi \in \mathrm{GL}(3, \boldsymbol{Z})_{+}$.

Lemma 1.4. If the stationary dimension group $G=\lim _{\rightarrow}\left(\boldsymbol{Z}^{3}, \varphi\right)$ is simple, and is not totally ordered, then the Perron eigenvalue $\lambda$ of $\varphi$ is a quadratic integral unit, i.e., it satisfies an equation of the form $x^{2}-b x+c=0$, where $b \in \boldsymbol{Z}, c= \pm 1$.

Proof. It is easy to see (c.f. [1, Cor. 3.5]) that $G$ is simple if and only if $\varphi \in \operatorname{GL}(3, \boldsymbol{Z})_{++}$. Write $G=\left(\boldsymbol{Z}^{3}, P_{\left(1, \alpha_{1}, \alpha_{2}\right)}\right)$, where $\left(1, \alpha_{1}, \alpha_{2}\right)$ is the Perron eigenvector of $\varphi$. Then by computation we see that $\alpha_{1}=P(\lambda) / R(\lambda), \alpha_{2}=Q(\lambda) / R(\lambda)$, where $R(x)$ is a linear polynomial, and one of $P(x)$ and $Q(x)$ is linear, and the other is quadratic. Since $G$ is not totally ordered, $1, \alpha_{1}$ and $\alpha_{2}$ are rationally dependent. This implies that the monic minimal polynomial $m(x)$ of $\lambda$ over $\boldsymbol{Q}$ is quadratic, it divides the characteristic polynomial $X(x)$ of $\varphi$, and $X(x) \in \boldsymbol{Z}[x]$ is monic. Write $X(x)=m(x) q(x), q(x) \in \boldsymbol{Q}[x]$. Since $\boldsymbol{Z}$ is a normal integral domain, $m(x) \in Z[x]$. On the other hand, since the constant term of $X(x)$ is $\pm 1$, the constant term of $m(x)$ must be 1 or -1 . Thus we conclude that $\lambda$ is a quadratic integral unit. Further calculation shows that we can write $\alpha_{i}$ as $r_{i}+s_{i} \lambda$, where $r_{i}, s_{i} \in \boldsymbol{Q}$.
2. The main theorems. We shall first state and prove one part of Theorem 2.1. Then we explain our idea and prove a technical lemma. The proof of the theorem and the construction of the Bratteli diagram will be continued after Lemma 2.2.

Theorem 2.1. The simple dimension group $\left(\boldsymbol{Z}^{2}, \boldsymbol{P}_{\alpha}\right) \boldsymbol{\oplus}_{t} \boldsymbol{Z}$ is isomorphic to a stationary dimension group if and only if $\alpha$ is a quadratic irrational.

Proof. Here we prove the "only if" part. Suppose $\left(\boldsymbol{Z}^{2}, \boldsymbol{P}_{\alpha}\right) \oplus_{t} \boldsymbol{Z}$ is isomorphic to a stationary dimension $\operatorname{group} G=\underset{\rightarrow}{\lim }\left(\boldsymbol{Z}^{3}, \varphi\right), \varphi \in$ GL $(3, \boldsymbol{Z})_{++}$. Write

$$
\left.G_{+}=\left\{(x, y, z) \in \boldsymbol{Z}^{3}: x+\alpha_{2} y+\alpha_{2} z>0\right\} \cup\{0,0,0)\right\},
$$

where $\left(1, \alpha_{2}, \alpha_{3}\right)$ is the Perron eigenvector of $\varphi^{t r}$. Then $1, \alpha_{2}, \alpha_{3}$ are rationally dependent since $\left(\boldsymbol{Z}^{2}, P_{\alpha}\right) \bigoplus_{t} \boldsymbol{Z}$ is not totally ordered.

By Lemma 1.4, we can write $\alpha_{i}=r_{i}+s_{i} \lambda$, where $r_{i}, s_{i} \in \boldsymbol{Q}$, and $\lambda$ is the Perron eigenvalue of $\phi^{t r}$, which is a quadratic integral unit. Let

$$
\Phi=\left[a_{\imath j}\right]_{i, j=1}^{3}:\left(\boldsymbol{Z}^{2}, P_{\alpha}\right) \oplus_{t} \boldsymbol{Z} \longrightarrow G
$$

be an isomorphism. Then $(x, y, z) \in\left[\left(\boldsymbol{Z}^{2}, P_{\alpha}\right) \oplus_{t} \boldsymbol{Z}\right]_{+} \backslash\{(0,0,0)\}$ if and only if $\left(a_{11} x+a_{12} y+a_{13} z, a_{21} x+a_{22} y+a_{23} z, a_{31} x+a_{32} y+a_{33} z\right) \in G_{+} \backslash\{(0,0,0)\}$, i.e., $\left(a_{11}+a_{21} \alpha_{2}+a_{31} \alpha_{3}\right) x+\left(a_{12}+a_{22} \alpha_{2}+a_{32} \alpha_{3}\right) y+\left(a_{13}+a_{23} \alpha_{2}+a_{23} \alpha_{3}\right) z>0$. Since $(x, y, z) \in\left[\left(\boldsymbol{Z}^{2}, P_{\alpha}\right) \bigoplus_{t} \boldsymbol{Z}\right]_{+} \backslash\{(0,0,0)\}$, we have $\alpha x+y>0$. Hence $a_{13}+a_{23} \alpha_{2}+a_{33} \alpha_{3}=0, a_{12}+a_{22} \alpha_{2}+a_{32} \alpha_{3}>0$ and $\left(a_{11}+a_{21} \alpha_{2}+a_{31} \alpha_{3}\right) /$ $\left(\alpha_{12}+\alpha_{22} \alpha_{2}+\alpha_{32} \alpha_{3}\right)=\alpha . \quad \alpha_{2}, \alpha_{3} \in \boldsymbol{Q}(\lambda)$ imply that $\alpha \in \boldsymbol{Q}(\lambda)$. The fact that $\lambda$ being quadratic implies that $\alpha$ is a quadratic irrational. This proves the "only if" part of the theorem.

Now suppose we are given the simple dimension group $\left(\boldsymbol{Z}^{2}, P_{\alpha}\right) \oplus_{t} \boldsymbol{Z}$, where $\alpha$ is quadratic. Our idea for proving that $\left(\boldsymbol{Z}^{2}, P_{\alpha}\right) \bigoplus_{t} \boldsymbol{Z}$ isomorphic to a stationary dimension group is first to replace $\left(\boldsymbol{Z}^{2}, P_{\alpha}\right) \boldsymbol{\oplus}_{t} \boldsymbol{Z}$ by a suitable isomorphic dimension group $G=\left(\boldsymbol{Z}^{3}, P_{\left(1, \alpha_{2}, \alpha_{3}\right)}\right)$, where $\alpha_{2}, \alpha_{3} \in \boldsymbol{R}_{+} \backslash \boldsymbol{Q}$, and then to prove that the automorphism group AUT $(G)$ of $G$ is nontrivial. Furthermore we prove that AUT $(G)$ contains an element $\varphi \in G L(3, \boldsymbol{Z})_{++}$, and for this $\varphi,\left(1, \alpha_{2}, \alpha_{3}\right)$ is the Perron eigenvector of $\varphi^{t r}$. For our purpose, we need the following

Lemma 2.2. The dimension group $H=\left(\boldsymbol{Z}^{2}, P_{\alpha}\right) \bigoplus_{t} \boldsymbol{Z}$ is isomorphic to dimension groups of the form

$$
\left(\boldsymbol{Z}^{3}, \boldsymbol{P}_{\left(1, n_{1} \alpha+m, n_{2} \alpha\right)}\right),
$$

where $n_{1}, n_{2}, m \in Z$, g.c.d. $\left(n_{1}, n_{2}\right)=1$.
Proof. Choose $u, v \in Z$ such that $n_{1} u+n_{2} v=1$. Define

$$
\psi=\left[\begin{array}{ccc}
-m u & 1 & m n_{2} \\
u & 0 & -n_{2} \\
v & 0 & n_{1}
\end{array}\right]
$$

Then $\psi \in \operatorname{GL}(3, \boldsymbol{Z})$ (in fact $\operatorname{det} \psi=-1$ ), and

$$
\psi^{-1}=\left[\begin{array}{ccc}
0 & n_{1} & n_{2} \\
1 & m & 0 \\
0 & -v & u
\end{array}\right]
$$

Now notice that if $(x, y, z) \in H_{+} \backslash\{(0,0,0)\}$, then $\psi(x, y, z) \in P \backslash\{(0,0,0)\}$. This because $\left(-m u x+y+m n_{2} z\right)+\left(n_{1} \alpha+m\right)\left(u x-n_{2} z\right)+n_{2} \alpha\left(v x-n_{1} z\right)=$
$\alpha x+y>0$. On the other hand, if $\left(x^{\prime}, y^{\prime}, z^{\prime}\right) \in P \backslash\{(0,0,0)\}$, then $\psi^{-1}\left(x^{\prime}, y^{\prime}, z^{\prime}\right) \in H_{+} \backslash\{(0,0,0)\}$. This is because $\psi^{-1}\left(x^{\prime}, y^{\prime}, z^{\prime}\right)=\left(n_{1} y^{\prime}+n_{2} z^{\prime}\right.$, $\left.x^{\prime}+m y^{\prime},-v y^{\prime}+u z^{\prime}\right)$, and $\alpha\left(n_{1} y^{\prime}+n_{2} z^{\prime}\right)+\left(x^{\prime}+m y^{\prime}\right)=x^{\prime}+\left(n_{1} \alpha+\right.$ $m) y^{\prime}+n_{2} \alpha z^{\prime}>0$. Thus $\psi: H \rightarrow\left(\boldsymbol{Z}^{3}, P_{\left(1, n_{1} \alpha+m, n_{2} \alpha\right)}\right)$ is an isomorphism.

As the "suitable isomorphic group", we will pick $G=\left(\boldsymbol{Z}^{3}, P_{(1, \alpha, \alpha)}\right)$, namely we take $n_{1}=1, n_{2}=1, m=0$. Furthermore, we choose $u=1$; $v=0$, i.e., we choose

$$
\psi=\left[\begin{array}{rrr}
0 & 1 & 0 \\
1 & 0 & -1 \\
0 & 0 & 1
\end{array}\right]
$$

Now set $\left[a_{0}, a_{1}, \cdots\right]$ to be the continued fraction expansion of the quadratic irrational $\alpha$, and assume $\left[a_{0}, \cdots, a_{L-1}\right]$ is its period. By Theorem 1.1 and Proposition 1.2

$$
\Phi=\left[\begin{array}{lll}
p_{k L-1} & q_{k L-1} & 0 \\
p_{k L-2} & q_{k L-2} & 0 \\
a & b & 1
\end{array}\right] \in \operatorname{AUT}\left(\left(\boldsymbol{Z}^{2}, \boldsymbol{P}_{\alpha}\right) \oplus_{t} \boldsymbol{Z}\right)
$$

where $a, b \in Z$ are arbitrary. By Lemma 1.3, $\psi \Phi \psi^{-1} \in \operatorname{AUT}\left(\boldsymbol{Z}^{3}, P_{(1, \alpha, \alpha)}\right)$,

$$
\begin{aligned}
\Phi_{(k ; a, b)} & \equiv \psi \Phi_{\psi^{-1}}=\left[\begin{array}{rrr}
0 & 1 & 0 \\
1 & 0 & -1 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{lll}
p_{k L-1} & q_{k L-1} & 0 \\
p_{k L-2} & q_{k L-2} & 0 \\
a & b & 1
\end{array}\right]\left[\begin{array}{lll}
0 & 1 & 1 \\
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right] \\
& =\left[\begin{array}{lll}
q_{k L-2} & p_{k L-2} & p_{k L-2} \\
q_{k L-1}-b & p_{k L-1}-a & p_{k L-1}-(a+1) \\
b & a & a+1
\end{array}\right] .
\end{aligned}
$$

Now we can continue the proof of Theorem 2.1.
Proof of Theorem 2.1 (continued): If we can choose suitable $k, a, b$ such that $\Phi_{(k ; a, b)} \in \operatorname{GL}(3, \boldsymbol{Z})_{++}$and $(1, \alpha, \alpha)$ is the Perron eigenvector of $\Phi_{(k ; a, b)}{ }^{t r}$, then we are done. For this purpose, we first fix an $a>0, a b>0$, and then with respect to these $a$ and $b$, we choose and fix a sufficiently large even number $k$ (the reason for choosing $k$ even is to make the $\operatorname{det} \Phi=p_{k L-1} q_{k L-2}-p_{k L-2} q_{k L-1}=(-1)^{k L}$ equal 1), such that $p_{k L-1}>a+1, q_{k L-1}>b$. This choice is possible since the sequences $\left\{p_{n}\right\},\left\{q_{n}\right\}$ are increasing to infinity. Then $\Phi_{(k ; a, b)} \in \mathrm{GL}(3, \boldsymbol{Z})_{++}$. On the other hand, since $\Phi_{(k ; a, b)} \in \operatorname{AUT}\left(\boldsymbol{Z}^{3}, \boldsymbol{P}_{(1, \alpha, \alpha)}\right)$, $\left.(x, y, z) \in P_{(1, \alpha, \alpha)}\right)\{(0,0,0)\}$ if and only if $\left.\Phi_{(k ; a, b)}(x, y, z) \in P_{(1, \alpha, \alpha)}\right)\{(0,0,0)\}$, i.e., $\left(q_{k L-2} x+p_{k L-2} y+p_{k L-2} z\right)+\alpha\left[\left(q_{k L-1}-b\right) x+\left(p_{k L-1}-a\right) y+\left(p_{k L-1}-\right.\right.$ $(a+1)) z]+\alpha[b x+a y+(a+1) z]=\left(q_{k L-2}+\alpha q_{k L-1}\right) x+\left(p_{k L-2}+\alpha p_{k L-1}\right) y+$
$\left(p_{k L-2}+\alpha p_{k L-1}\right) z>0$. This implies

$$
\begin{equation*}
\left(p_{k L-2}+\alpha p_{k L-1}\right) /\left(q_{k L-2}+\alpha q_{k L-1}\right)=\alpha . \tag{2.1}
\end{equation*}
$$

Since the characteristic equation $X(\lambda)$ of $\Phi_{(k ; a, b)}$ is

$$
\begin{aligned}
X(\lambda) & =\lambda^{3}-\left(q_{k L-2}+p_{k L-1}+1\right) \lambda^{2}+\left(q_{k L-2}+p_{k L-1}+1\right) \lambda-1 \\
& =\left[\lambda^{2}-\left(p_{k L-1}+q_{k L-2}\right) \lambda+1\right](\lambda-1) \\
& \equiv P(\lambda)(\lambda-1),
\end{aligned}
$$

and by (2.1), $P\left(q_{k L-2}+\alpha q_{k L-1}\right)=0, X\left(q_{k L-2}+\alpha q_{k L-1}\right)=0$. On the other hand, since $q_{k L-2}+\alpha q_{k L-1}>1$, it is the Perron eigenvalue of $\Phi_{(k ; a, b)}$. Further calculation shows that ( $1, \alpha, \alpha$ ) is the Perron eigenvector of $\Phi_{(k ; a, b)}{ }^{t r}$. The proof is now complete.

The proof of Theorem 2.1 also proves the following theorem concerning the Bratteli diagram of the dimension group $\left(\boldsymbol{Z}^{2}, P_{\alpha}\right) \oplus_{t} \boldsymbol{Z}$ for $\alpha$ a quadratic irrational.

Theorem 2.3. Let the notation be as above, and let $\alpha$ be a quadratic irrational. The dimension group $\left(\boldsymbol{Z}^{2}, P_{\alpha}\right) \oplus_{t} \boldsymbol{Z}$ is isomorphic to the stationary dimension group $\lim _{\rightarrow}\left(\boldsymbol{Z}^{3}, \Phi_{(k ; a, b)}\right)$, (i.e., $\Phi_{(k ; a, b)}$ is a Bratteli diagram of $\left.\left(\boldsymbol{Z}^{2}, P_{\alpha}\right) \oplus_{t} \boldsymbol{Z}\right)$, where $a$ and $b$ are any natural numbers, $k$ is an even natural number such that $p_{k L-1}>$ $(a+1), q_{k L-1}>b$.

Suppose we are given a nontotally ordered simple dimension group $G$ with unique state, say $G=\left(\boldsymbol{Z}^{3}, P_{\left(1, \beta_{1}, \beta_{2}\right)}\right)$. Then $G \cong$ $\left(\boldsymbol{Z}^{2}, P_{\alpha}\right) \oplus_{t} \boldsymbol{Z}$ for certain $\alpha \in \boldsymbol{R}_{+} \backslash \boldsymbol{Q}$. It is easy to see that $\beta_{1}, \beta_{2} \in \boldsymbol{Q}(\alpha)$, $\alpha \in \boldsymbol{Q}\left(\beta_{1}, \beta_{2}\right)$. Using this observation, we can rewrite Theorem 2.1 as

Theorem 2.1'. The necessary and sufficient condition for a nontotally ordered simple dimension group $G=\left(\boldsymbol{Z}^{3}, P_{\left(1, \beta_{1}, \beta_{2}\right)}\right)$ to be stationary is that both $\beta_{1}$ and $\beta_{2}$ lie in the same quadratic number. field.
3. Open problems. Motivated by the discussion in $\S 2$, we make the following

Conjecture. There exists a necessary and sufficient condition on the tuple $\alpha_{2}, \cdots, \alpha_{n}$, where $\alpha_{\imath}>0$ for all $i$, and where at least one of them is irrational, for which the automorphism group $\operatorname{AUT}\left(\boldsymbol{Z}^{n}, P_{\left(1, \alpha_{2}, \cdots, \alpha_{n}\right)}\right)$ is nontrivial and contains an element in GL $(n, \boldsymbol{Z})_{++}$ whose transpose matrix has ( $1, \alpha_{2}, \cdots, \alpha_{n}$ ) as its Perron eigenvector.
(In case when the group is totally ordered, we would believe that the condition is $\alpha_{2}, \cdots, \alpha_{n} \in \boldsymbol{Q}(\lambda)$, where $\lambda>0$ is an integral unit of degree $n$.)

For studying this conjecture, we think the following problem should be considered first:

Problem. Find a necessary and sufficient condition for the totally ordered simple dimension group ( $\boldsymbol{Z}^{n}, P_{\left(1, \alpha_{2}, \cdots, \alpha_{n}\right)}$ ) to have a nontrivial automorphism.

While people get stuck for a long time on the search of the periodicity condition for multidimensional continued fraction expansion, to attack this problem for simultaneous Diophantine approximation for a tuple of reals, I think we should, instead of using classical approach, consider the automorphism group of the dimension group with the tuple of reals as the representative of its pure state. Thus we think the answer to the above problems would bring some light to this old periodicity puzzle posed by Lagrange.
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