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In this paper we consider the problem of the relative asymptotic equivalence of the solutions of the systems

$$
\begin{equation*}
\frac{d}{d t} D y_{t}=L\left(y_{t}\right) \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d}{d t}\left[D x_{t}-G\left(t, x_{t}\right)\right]=L\left(x_{t}\right)+f\left(t, x_{t}\right), \tag{2}
\end{equation*}
$$

where (1) is a linear system of neutral functional differential equations. The main theorem gives conditions under which the following result is verified. Given a solution $y_{t}$ of (1) there exists a solution $x_{t}$ of (2) such that

$$
\begin{equation*}
\lim \frac{\left\|x_{t}-y_{t}\right\|}{\left\|y_{t}\right\|}=0 . \tag{*}
\end{equation*}
$$

The converse of this result, namely given a solution $x_{t}$ of (2) there is a solution $y_{t}$ of (1) such that (*) is satisfied is partially proved. A counterexample is given to show that the converse result is not true in general.
0. Introduction. The study of asymptotic behavior of differential equations is very important to the understanding of the qualitative behavior of the solutions of an ordinary differential equation. Several mathematicians, including N. Levinson, H. Weil, P. Hartman, R. Bellman, K. Cooke, J. Hale, L. Cesari, and others, have done a great deal of work in this area. The theory of functional differential equations is relatively new, having evolved mainly in the last twenty years, and not many papers have appeared on asymptotic behavior of functional differential equations. One early paper was published by Bellman and Cooke in 1959 [1], followed by several others that consider a nonlinear delay equation as a perturbation of an ordinary differential equation; see, for example, Cooke [3]. Although this point of view is important, in some cases a better approach is to consider a nonlinear functional differential equation because the linearized equation is still a linear functional differential equation, and because the difficulties involved in the solution of the problem spring
from the fact that the space of the solutions of the linear system is now an infinite-dimensional space. The first paper in this direction was published by J. Hale [7]. It is a generalization of Bellman's and Cooke's paper. A further generalization by Izé and Molfetta [9] appeared later for a more general class of neutral functional differential equations. We should point out that for functional differential equations of the neutral type the methods used to study asymptotic behavior are in some sense more effective than the classical Lyapunov second method. When we use the classical Lyapunov theorems for neutral equations we must always assume the operator $D$ is uniformly stable.

In this paper we consider the problem of the relative asymptotic equivalence of the solutions of the systems

$$
\begin{equation*}
\frac{d}{d t} D y_{t}=L\left(y_{t}\right) \tag{L}
\end{equation*}
$$

$$
\begin{equation*}
\frac{d}{d t}\left[D x_{t}-G\left(t, x_{t}\right)\right]=L\left(y_{t}\right)+f\left(t, x_{t}\right) \tag{P}
\end{equation*}
$$

where ( L ) is a linear autonomous system of functional differential equations.

Let $a_{D}$ be the order the strongly continuous semigroup $\left\{T_{D}(t-\sigma), t\right.$ $\geq 0\}$ associated with the solutions of the difference equation $(d / d t) D x_{t}$ $=0$. If $\beta>a_{D}$ and $y_{t}$ is a solution of ( L ) such that $\left\|y_{t}\right\| / \exp \beta t$ does not go to zero, there exists a nonnegative integer $l$ and a real number $\alpha$ uniquely determined such that

If the condition above is satisfied we say $\left\|y_{t}\right\| \sim t^{\prime} e^{\alpha t}$. Let $y(t)$ be a solution of (L) such that $\left\|y_{t}\right\| \sim t^{\prime} e^{\alpha t}$ and let $S$ be the vector subspace of $C$ defined by

$$
S=\left\{\phi \in C \mid \lim _{t \rightarrow \infty}\|T(t) \phi\| /\left\|y_{t}\right\|=0\right\}
$$

In $\S 2$ conditions are given on $f$ and $G$ under which there exists a subset $Y_{S}$ of $C$ and a real number $\sigma>0$ such that for every $\phi \in Y+Y_{S}$ there exists a solution $x(t)$ of $(\mathrm{P})$ such that $x_{\sigma}=\phi$ and

$$
\begin{equation*}
\lim \left\|y_{t}-x_{t}\right\| /\left\|y_{t}\right\|=0 \tag{*}
\end{equation*}
$$

Furthermore, $Y_{S}$ is homeomorphic to $S$.
Although the converse of this result, namely, given a solution $x_{t}$ of $(\mathrm{P})$ there exists a solution $y_{t}$ of $(\mathrm{L})$ such that $(*)$ is satisfied is true for ordinary
differential equations, a simple counterexample given by J. Hale shows that it is not true in general for delay equations. However if the Lyapunov number of the solutions of $(\mathrm{L})$ are finite, the converse result is true and a partial converse theorem is proved.

We should remark that in the proof of Theorem 2.3 we do not assume the operator $D$ is uniformly stable. Thus it can be applied even to perturbations of linear equations that have a weird behavior such as those given by Gromova and Zverkin [4] and Brumley [2].

1. Preliminaries. Let $r>0$ be a given real number, $R=(-\infty, \infty)$, $E^{n}=R^{n}$ or $C^{n}$ a complex $n$-dimensional linear vector space with norm $|\cdot|$ and $C\left([a, b], E^{n}\right)$ the Banach space of continuous functions mapping the interval $[a, b]$ to $E^{n}$ with the topology of uniform convergence of compact sets. If $[a, b]=[-r, 0]$ then $C=C\left([-r, 0], E^{n}\right)$, and the norm in $C$ will be given by

$$
\|\phi\|=\sup _{-r \leq \theta \leq 0}|\phi(\theta)|
$$

If $\sigma \in R, A \geq 0$ and $x \in C\left([\sigma-r, \sigma+A], E^{n}\right)$, then for every $t \in$ $[\sigma, \sigma+A]$ we let $x_{t} \in C$ be defined by $x_{t}(\theta)=x(t+\sigma),-r \leq \theta \leq 0$.

If $\Omega \subset R \times C$ is open and if $D, f: \Omega \rightarrow R^{n}$ are continuous functions we say that the relation

$$
\begin{equation*}
\frac{d}{d t} D\left(t, x_{t}\right)=f\left(t, x_{t}\right) \tag{1.1}
\end{equation*}
$$

is a functional differential equation. A function $x$ is said to be a solution of (1.1) if there are $\sigma \in R$ and $A>0$ such that $x \in C\left([\sigma-r, \sigma+A) E^{n}\right)$, $\left(t, x_{t}\right) \in \Omega, t \in[\sigma, \sigma+A)$ and $x$ satisfies (1.1) on $(\sigma, \sigma+A)$. For a given $\sigma \in R, \phi \in C,(\sigma, \phi) \in \Omega$, we say that $x(\sigma, \phi)$ is a solution of (1.1) with initial value $(\sigma, \phi)$ or a solution of (1.1) through $(\sigma, \phi)$ if there is an $A>0$ such that $x(\sigma, \phi)$ is a solution of $(1.1)$ on $[\sigma-r, \sigma+A)$ and $x_{\sigma}(\sigma, \phi)=\phi$.

Let $X, Y$ be Banach spaces, $\mathcal{L}(X, Y)$ the Banach space of bounded linear mappings from $X$ into $Y$. If $L \in \mathcal{L}\left(C, E^{n}\right)$, then the Riesz representation theorem implies there is an $n \times n$ matrix function $\eta$ on $[-r, 0]$ of bounded variation such that

$$
\begin{equation*}
L \phi=\int_{-r}^{0}[d \eta(\theta)] \phi(\theta) \tag{1.2}
\end{equation*}
$$

For any such $\eta$ we always understand that we have extended the definition to $R$ so $\eta(\theta)=\eta(-r)$ for $0 \leq-r, \eta(\theta)=\eta(0)$ for $\theta \geq 0$.

Let $\Lambda$ be an open subset of a metric space. We say $L: \Lambda \rightarrow \mathscr{E}\left(C, R^{n}\right)$ has smoothness on the measure if for any real $\beta$ there is a scalar function $\gamma(\lambda, s)$ continuous for $\lambda \in \Lambda, s \in R, \gamma(\lambda, 0)=0$ such that if

$$
L(\lambda) \phi=\int_{-r}^{0}[d \eta(\lambda, \theta)] \phi(\theta), \quad \lambda \in \Lambda, 0<s
$$

then

$$
\begin{equation*}
\left|\lim _{h \rightarrow 0^{+}} \int_{\beta+h}^{\beta+s}+\int_{\beta-s}^{\beta-h}[d \eta(\lambda, \theta)] \phi(\theta)\right| \leq \gamma(\lambda, s)\|\phi\| \tag{1.3}
\end{equation*}
$$

If $\beta \in R$ and the matrix $A(\lambda ; \beta, L)=\eta\left(\lambda, \beta^{+}\right)-\eta\left(\lambda, \beta^{-}\right)$is nonsingular on $\lambda=\lambda_{0}$, we say $L(\lambda)$ is atomic at $\beta$ at $\lambda_{0}$. If $A(\lambda ; \beta, L)$ is nonsingular on a set $K \subset \Lambda$ we say $L(\lambda)$ is atomic at $\beta$ on $K$.

Let $\Lambda=\Omega \subset R \times C$ and $L \in C\left(\Omega, \mathcal{L}\left(C, R^{n}\right)\right)$.
If $D: \Omega \rightarrow R^{n}$ has a continuous first derivative with respect to $\phi$, then Lemma 5.1 of Hale [5], p. 50, implies $D_{\phi}$ has smoothness on the measure.

Definition 1.1. Suppose $\Omega \subset R \times C$ is an open set and $(t, \phi) \in \Omega$. A function $D: \Omega \rightarrow R^{n}$ (not necessarily linear) is said to be atomic at $\beta$ on $\Omega$ if $D$ is continuous together with its first and second Fréchet derivatives with respect to $\phi$, and $D_{\phi}$, the derivative with respect to $\phi$, is atomic at $\beta$ on $\Omega$.

System (1.1) is called a functional differential equation of neutral type if $D$ is atomic at zero.

We also assume the existence, uniqueness, and continuous dependence with respect to initial condition of the solutions of (1.1).

Assume $\Omega \subset C$ is open, and $D: \Omega \rightarrow R^{n}$ is a continuous linear operator given by

$$
\begin{equation*}
D_{\phi}=\phi(0)-g(\phi) \quad \text { with } g(\phi)=\int_{-r}^{0}[d \mu(\theta)] \phi(\theta) \tag{1.4}
\end{equation*}
$$

where $\mu(\theta),-r \leq \theta \leq 0$, is an $n \times n$ matrix whose elements are of bounded variation and do not have singular parts, that is,

$$
\begin{equation*}
\int_{-r}^{0}[d \mu(\theta)] \phi(\theta)=\sum_{k=1}^{\infty} A_{k} \phi\left(-w_{k}\right)+\int_{-r}^{0} A(\theta) \phi(\theta) d \theta \tag{1.5}
\end{equation*}
$$

where

$$
0<w_{k} \leq r \quad \text { and } \quad \sum_{k=1}^{\infty}\left|A_{k}\right|+\int_{-r}^{0}|A(\theta)| d \theta<\infty
$$

In [5] page 304 we found the following.
Definition 1.2. If $G: C \rightarrow R^{n}$ is continuous we say $G(\phi)$ is independent of $\phi(0)$ if there is an $\varepsilon \in[-r, 0)$ such that $G(\phi)$ depends only on the values $\phi(\theta)$ of the function $\phi$ for $\theta \in[-r, \varepsilon)$. The systems

$$
\begin{equation*}
\frac{d}{d t} D x_{t}=L x_{t} \tag{1.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d}{d t}\left[D x_{t}-G\left(t, x_{t}\right)\right]=L x_{t}+f\left(t, x_{t}\right) \tag{1.7}
\end{equation*}
$$

are our main concern, where $D$ satisfies (1.4), $L$ satisfies (1.2), $D x_{t}-$ $G\left(t, x_{t}\right)$ is atomic at zero and $G(t, \phi)$ does not depend on $\phi(0), \phi=x_{\sigma}$.

If $\phi \in C$ and $x_{t}(\sigma, \phi)$ is the unique solution of (1.6) we define the operator $T(t-\sigma): C \rightarrow C, t \geq \sigma$, by the relation

$$
\begin{equation*}
x_{t}(\sigma, \phi)=T(t-\sigma), \quad T(0)=I \tag{1.8}
\end{equation*}
$$

$\{T(t-\sigma)\}_{t \in[\sigma, \infty)}$ is a family of strongly continuous semigroups from $C$ into itself for all $t \geq \sigma$.

In [5] Theorem 10.1, p. 307, is proved that:

Theorem 1.3. (i) The infinitesimal generator $A$ of a semigroup $T(t-\sigma)$, $t \geq \sigma$, of (1.6) has domain $\mathscr{D}(A)$ and range $\Re(A)$, respectively, given by

$$
\mathscr{D}(A)=\{\phi \in C: \dot{\phi} \in C, D \dot{\phi}=L \dot{\phi}\}, \quad A \dot{\phi}=\dot{\phi}
$$

(ii) The spectrum $\sigma(A)$ coincides with the point spectrum (eigenvalues), and $\lambda \in \sigma(A)$ if and only if $\lambda$ satisfies the characteristic equation

$$
\operatorname{det} \Delta(\lambda)=0, \quad \Delta(\lambda)=\lambda D\left(e^{\lambda^{\bullet}} I\right)-L\left(e^{\lambda^{\lambda}} I\right)
$$

(iii) The roots of characteristic equations have real parts bounded above, and if $\lambda \in \sigma(A)$ then the generalized eigenspace $\Re_{\lambda}(A)$ is finite dimensional and there is an integer $k=k(\lambda)$ such that

$$
\mathfrak{\Re}_{\lambda}(A)=\mathfrak{N}(A-\lambda I)^{k} \quad \text { and } \quad C=\mathfrak{\Re}(A-\lambda I)^{k} \oplus \Re(A-\lambda I)^{k}
$$

(iv) Suppose $\Lambda$ is a finite set $\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{p}\right\}$ of elements of $\sigma(A)$, and $\Phi_{\Lambda}=\left(\Phi_{\lambda_{1}}, \ldots, \Phi_{\lambda_{p}}\right), B_{\Lambda}=\left(B_{\lambda_{1}}, \ldots, B_{\lambda_{p}}\right)$, where $\Phi_{\lambda_{j}}$ is a basis for the generalized eigenspace of $\lambda_{j}$, and $B_{\lambda}$, is the matrix defined by $A \Phi_{\lambda_{j}}=\Phi_{\lambda,}$, $j=1,2, \ldots, p$. Then the only eigenvalue of $B_{\lambda}$, is $\lambda$, and, for any eigenvector $a$ of the same dimension as $\Phi_{\Lambda}$, the solution $T(t-\sigma) \Phi_{\Lambda} a$ of (1.4) with initial
value $\Phi_{\Lambda}$ a at $t=\sigma$ may be defined on $(-\infty, \infty)$ by the relation

$$
\begin{equation*}
T(t-\sigma) \Phi_{\Lambda} a=\Phi_{\Lambda} e^{B_{\Lambda}(t-\sigma)} a \Phi_{\Lambda}(\theta)=\Phi_{\Lambda}(0) e^{B_{\Lambda} \theta}, \quad-r \leq \theta \leq 0 \tag{1.9}
\end{equation*}
$$

Furthermore, there exists a subspace $Q_{\Lambda}$ of $C$ such that $T(t-\sigma) Q_{\Lambda} \subset$ $Q_{\Lambda}, t \geq \sigma$, and $C=P_{\Lambda} \oplus Q_{\Lambda}$, where

$$
P_{\Lambda}=\left\{\phi \in C: \phi=\Phi_{\Lambda} a, \text { for some vector } a\right\}
$$

We can give an explicit characterization of decomposition of space $C$ via the formal adjoint equation

$$
\begin{equation*}
\frac{d}{d s}\left[y(s)-\int_{-r}^{0} y(s-\theta) d \mu(\theta)\right]=-\int_{-r}^{0} y(s-\theta) d \eta(\theta) \tag{1.10}
\end{equation*}
$$

where $y$ is an $n$-dimensional row vector. If $C^{*}=C\left([0, r], E^{n^{*}}\right)$, where $E^{n^{*}}$ is the $n$-dimensional space of row vectors, then, for any $\phi \in C$ the bilinear forms

$$
\begin{align*}
(\alpha, \phi)= & \alpha(0) \phi(0)+\int_{-r}^{0}\left[\frac{d}{d u} \int_{0}^{u} \alpha(s-u) d \mu(\theta) \phi(s) d s\right]_{u=\theta}  \tag{1.11}\\
& -\int_{-r}^{0} \int_{0}^{\theta} \alpha(s-\theta) d \eta(\theta) \phi(s) d s
\end{align*}
$$

are defined for $\alpha \in C^{*}=C\left([0, r], E^{n^{*}}\right), \dot{\alpha} \in C^{*}, \phi \in C$.
The following theorem is proved in [5], p. 309.

Theorem 1.4. If $\Lambda=\left\{\lambda_{1}, \ldots, \lambda_{p}\right\}$ is a finite set of elements of $\sigma(A)$ and $P_{\Lambda}$ is the linear extension of $\mathfrak{R}_{\lambda_{\jmath}}(A), j=1, \ldots, p$, with basis $\phi_{\Lambda}$, and $p_{\Lambda}^{*}$ is the linear extension of the correspondent generalized eigenspace of the formal adjoint equation with basis $\Psi_{\Lambda}$, then one can choose $\Psi_{\Lambda}$ so that $\left(\Psi_{\Lambda}, \Phi_{\Lambda}\right)=I$ is the identity and

$$
\begin{align*}
C & =P_{\Lambda} \oplus Q_{\Lambda}  \tag{1.12}\\
P_{\Lambda} & =\left\{\phi \in C: \phi=\phi_{\Lambda} a, \text { for some vector } a\right\} \\
Q_{\Lambda} & =\{\phi \in C:(\Psi, \phi)=0\}
\end{align*}
$$

In the condition of Theorem 1.4 we say that the space $C$ is decomposed by $\Lambda$ and therefore if $\phi \in C$, we have $\phi=\phi^{P_{\Lambda}}+\phi^{Q_{\Lambda}}$, where $\phi^{P_{\Lambda}}=\Phi a, a=$ $\left(\Psi_{A}, \phi\right)$ and $\phi^{Q_{\Lambda}}=\phi-\phi^{P_{\wedge}}$.

Furthermore, if $C$ is decomposed by $\Lambda$, then $\sigma\left(T(t-\sigma) \mid P_{\Lambda}\right)=$ $\sigma\left(e^{B_{\Lambda}(t-\sigma)}\right)$, where $A \Phi_{\Lambda}=\Phi_{\Lambda} B_{\Lambda}$ and $A \Psi_{\Lambda}=B_{\Lambda} \Psi_{\Lambda}$.
1.2. Variation of constant formula. Consider $\left\{T_{D}(t-\sigma), t \geq \sigma\right\}$, the strongly continuous semigroup of linear mappings associated with the solution of the difference equation $(d / d t) D x_{t}=0$.

Definition 1.5. The order $a_{D}$ of the semigroup is defined by

$$
a_{D}=\inf \left\{a \in R: \exists K=K(a) \text { with }\left\|T_{D}(t-\sigma)\right\| \leq K e^{a(t-\sigma)}, t \geq \sigma\right\}
$$

In [5] we can find some results that can be stated as

Theorem 1.6. If $D$ and L satisfy (1.6), the matrix $\mu$ has nonsingular part, and $a>a_{D}$ is fixed, then the set $\Lambda_{a}=\{\lambda \in \sigma(A): \operatorname{Re} \lambda \geq a\}$ is finite and the space $C$ can be decomposed by $\Lambda_{a}$ as $C=P \oplus Q$, where $P$ and $Q$ are invariant subspaces under $T(t-\sigma)$ and $A$, and the space $P$ is finite dimensional and corresponds to the initial data of all those solutions of (1.6) which are of the form $p(t) \exp (\lambda t)$, where $p(t)$ is a polynomial in $t$ and $\lambda \in \Lambda_{a}$.

If $x_{t}(\sigma, \phi)$ is a solution of (1.6), then, according to Theorems 1.3 and 1.4, we may write $x_{t}=x_{t}^{P}+X_{t}^{Q}$.

Now let $X(t), t \geq \sigma$, be the $n \times n$ matrix function defined for all $t \in[0, \infty)$ of bounded variation in $t$ and continuous in $t$ from the right such that

$$
\begin{gather*}
D\left(X_{t-\sigma}\right)=I+\int_{\sigma}^{t} L\left(X_{s-\sigma}\right) d s, \quad t \geq \sigma, \\
X_{0}(\theta)= \begin{cases}0, & -r \leq \theta<0, \\
I, & \theta=0\end{cases} \tag{1.13}
\end{gather*}
$$

So according to [5], page 302, a solution of (1.7) with initial value $\phi$ in $\sigma$ satisfies the variation of constants formula

$$
\begin{align*}
x_{t}-X_{0} G\left(t, x_{t}\right)= & T(t-\sigma)\left[\phi-X_{0} G(0, \phi)\right]  \tag{1.14}\\
+ & \int_{\sigma}^{t}\left\{\left[-d s T(t-s) X_{0}\right] G\left(s, x_{s}\right)\right. \\
& \left.+T(t-s) X_{0} f\left(s, x_{s}\right) d s\right\} \quad t \geq \sigma
\end{align*}
$$

where $T(t-\sigma)\left[\phi-X_{0} G(0, \phi)\right]$ is defined as $T(t-\sigma) \phi-X_{t} G(0, \phi)$ and

$$
\begin{equation*}
X(t-\sigma) X_{0}=X_{t-\sigma} \tag{1.15}
\end{equation*}
$$

The integrals in (1.14) are evaluated at each $\theta \in[-r, 0]$ as ordinary integrals in $E^{n}$. Also, if $C$ is decomposed by $\Lambda$ as $C=P \oplus Q$, then (1.14) is equivalent to

$$
\begin{align*}
x_{t}^{P}- & X_{0}^{P} G\left(t, x_{t}\right) \\
& =T(t-\sigma)\left[\phi^{P}-X_{0}^{P} G(0, \phi)\right]  \tag{1.16}\\
& +\int_{\sigma}^{t}\left\{\left[-d s T(t-s) X_{0}^{P}\right] G\left(s, x_{s}\right)+T(t-s) X_{0}^{P} f\left(s, x_{s}\right) d s\right\} \\
X_{t}^{Q}- & X_{0}^{Q} G\left(t, x_{t}\right) \\
= & T(t-\sigma)\left[\phi^{Q}-X_{0}^{Q} G(0, \phi)\right] \\
& +\int_{\sigma}^{t}\left\{\left[-d s T(t-s) X_{0}^{Q}\right] G\left(s, x_{s}\right)+T(t-s) X_{0}^{Q} f\left(s, x_{s}\right) d s\right\}
\end{align*}
$$

where the superscripts $P$ and $Q$ designate the projection of the corresponding function onto the subspaces $P$ and $Q$, respectively.

However, we must observe that everything is clear in (1.16) except for the meaning of the projections $X_{0}^{P}, X_{0}^{Q}$ since $X_{0}$ is not continuous. Projection operators taking $C$ onto $P$ and $C$ are easily determined by means of the adjoint differential equation (1.10) and the bilinear form (1.11). One can show that ( $\Psi, X_{0}$ ) is well defined and ( $\left.\Psi, X_{0}\right)=\Psi(0)$.

Therefore if we put

$$
\begin{equation*}
X_{0}^{P}=\Phi \Psi(0), \quad X_{0}^{Q}=X_{0}-X_{0}^{P} \tag{1.17}
\end{equation*}
$$

the quantities in (1.16) are well defined.
Also in [8], Henry has given some exponential estimates for the solutions of (1.6).

Theorem 1.7. If $\alpha>a_{D}$ and $\Lambda=\{\lambda \in \sigma(A): \operatorname{Re} \lambda>\alpha, \operatorname{det} \Delta(\lambda)=$ $0\}$, then $C$ is decomposed by $\Lambda$ as $C=P \oplus Q$ and there are positive constants $M_{1}, M_{2}, M_{3}, M_{4}$ and $\varepsilon$ such that for $\sigma \geq 0$,

$$
\begin{align*}
& \left\|T(t-\sigma) \phi^{Q}\right\| \leq M_{1} e^{(\alpha-\varepsilon)(t-\sigma)}\left\|\phi^{Q}\right\|, \quad t \geq \sigma, \quad \phi^{Q} \in Q  \tag{1.18}\\
& \left\|T(t-\sigma) \phi^{P}\right\| \leq M_{2} e^{(\alpha+\varepsilon)(t-\sigma)}\left\|\phi^{P}\right\|, \quad t \geq \sigma, \quad \phi^{P} \in P
\end{align*}
$$

and

$$
\begin{gather*}
\left\|T(t-\sigma) X_{0}^{Q}\right\| \leq M_{3} e^{(\alpha-\varepsilon)(t-\sigma)}, \quad t \geq \sigma  \tag{1.19}\\
\left\|T(t-\sigma) X_{0}^{P}\right\| \leq M_{4} e^{(\alpha+\varepsilon)(t-\sigma)}, \quad t \leq \sigma \\
\quad \int^{\infty}\left\|d_{s} T(s) X_{0}^{Q}\right\| e^{-(\alpha-\varepsilon) s} \leq M_{3} \\
\int^{\infty}\left\|d_{s} T(s) X_{0}^{P}\right\| e^{-(\alpha+\varepsilon) s} \leq M_{4} \tag{1.20}
\end{gather*}
$$

Relation (1.14) suggest the possibility of introducing a new variable for the expression on the left-hand side. However, some care must be exercised because the new variable would not be a continuous function on [ $-r, 0]$. See [5] page 302.

The variation of constants formula (1.14) for the solutions of (1.7) suggests the change of variables

$$
\begin{equation*}
z_{t}=x_{t}-X_{0} G\left(t, x_{t}\right) \tag{1.21}
\end{equation*}
$$

to obtain a new equation for $z_{t}$ in $P C$, where $P C$ is the space of functions $\phi:[-r, 0] \rightarrow R^{n}$ which are uniformly continuous on $[-r, 0)$ and for which there exists $\phi\left(0^{-}\right)$. See [5] page 302.

The transformation (1.21) is a well-defined transformation from $C$ to $P C$, since $G(t, \phi)$ is independent of $\phi(0)$. Therefore, $G\left(t, x_{t}\right)=G\left(t, z_{t}\right)$ for $-r \leq \theta<0$.

Thus if

$$
\begin{equation*}
z_{t}=x_{t}-X_{0} G\left(t, x_{t}\right), \quad x_{t}=z_{t}+X_{0} G\left(t, x_{t}\right) \stackrel{\text { def }}{=} H\left(t, z_{t}\right) \tag{1.22}
\end{equation*}
$$

(1.14) becomes

$$
\begin{align*}
z_{t}=T(t-\sigma) z_{\sigma}+\int_{\sigma}^{t}\{[-d s & \left.T(t-s) X_{0}\right] G\left(s, z_{s}\right)  \tag{1.23}\\
& \left.+T(t-s) X_{0} F\left(s, H\left(s, z_{s}\right)\right) d s\right\}
\end{align*}
$$

Let $\Phi, \Psi$ be the matrices defined by the composition $C=P \oplus Q$, $(\Psi, \Phi)=I$ and let $B$ the $p \times p$ matrix such that $T(t) \Phi=\Phi \exp (B t)$, $t \in(-\infty, \infty)$. The spectrum of $B$ is $\Lambda$. For any $\phi \in P C$ one can define $(\psi, \phi)$ and, therefore, it is meaningful to put

$$
\phi^{P}=\Phi(\psi, \phi), \quad \phi^{Q}=\phi-\phi^{p}, \quad \phi \in P C .
$$

One can show that $\left(\psi, X_{0}\right)$ is well defined and $\left(\Psi, X_{0}\right)=\Psi(0)$. Therefore, if we put

$$
X_{0}^{P}=\Phi \Psi(0), \quad X_{0}^{Q}=X_{0}-X_{0}^{P}
$$

the quantities in (1.14) are well defined. If we apply appropriately relations (1.22), we can split (1.23) as

$$
\begin{align*}
& z_{t}^{P}=T(t-\sigma) z_{\sigma}^{P}+\int_{\sigma}^{t}\left\{\left[-d s T(t-s) X_{0}^{P}\right] G\left(s, z_{s}\right)\right.  \tag{1.24}\\
& \left.+T(t-s) X_{0}^{P} F\left(s, H\left(s, z_{s}\right)\right) d s\right\}, \\
& z_{t}^{Q}=T(t-\sigma) z_{\sigma}^{Q}+\int_{\sigma}^{t}\left\{\left[-d s T(t-s) X_{0}^{Q}\right] G\left(s, z_{s}\right)\right. \\
& \left.+T(t-s) X_{0}^{Q} F\left(s, H\left(s, z_{s}\right)\right) d s\right\} .
\end{align*}
$$

Definition 1.8. The operator $D$ is said to be uniformly stable if there exist constants $K \geq 1$ and $\alpha>0$ such that

$$
\begin{equation*}
\left\|T^{D}(t) \phi\right\| \leq K e^{-\alpha t}\|\phi\|, \quad \phi \in C^{0}, \quad t \geq 0 . \tag{1.25}
\end{equation*}
$$

It is shown in [5] that $D$ uniformly stable implies there exists an $n \times n$ matrix function $B(t)$ defined and of bounded variation on $[-r, \infty)$, continuous from the left, $B(t)=0,-r \leq t \leq 0$, and a constant $M>0$ such that

$$
\left\|T^{D}(t) \phi\right\| \leq M\|\phi\|, \quad t \geq 0, \quad \phi \in C, \quad \sup _{t \geq-r}|B(t)| \leq M
$$

Theorem 1.9. The following conditions are equivalent:
(i) $D$ is uniformly stable;
(ii) $a_{D}<0$, where $a_{D}$ is the order of the semigroup $T^{0}(t)$;
(iii) there are constants $a, b>0$ such that for any $h \in C\left([0, \infty), R^{n}\right)$, any solution $y$ of the inhomogeneous equation $D_{t}=h(t), t \geq 0$, satisfies

$$
\left\|y_{t}\right\| \leq b e^{-a t}\left\|y_{0}\right\|+b \sup _{0 \leq u \leq t}|h(u)|, \quad t \geq 0
$$

(iv) if $D \phi=\phi(0)-\int_{-r}^{0}[d \mu(\theta)] \phi(\theta)$, where $\mu$ satisfies conditions (1.5) of §1, there exists $\delta>0$ such that all solutions of the characteristic equation $\operatorname{det}\left[I-\int_{-r}^{0} e^{\lambda \theta} d \mu(\theta)\right]=0$ satisfy $\operatorname{Re} \lambda \leq-\delta$.
2. Main results. The lemma below gives a characterization on the asymptotic behavior of the solutions of the linear neutral differential equation

$$
\begin{equation*}
\frac{d}{d t} D y=L y_{t}, \tag{2.1}
\end{equation*}
$$

where $D$ and $L$ are linear.
Lemma 2.1. If $\beta>a_{D}$ and $y_{t}$ is a solution of (2.1) such that $\left\|y_{t}\right\| /(\exp \beta t)$ does not go to zero as $t \rightarrow \infty$, there exists a nonnegative integer $l$ and a real number $\alpha$ uniquely determined such that

$$
0<{\underset{t}{\lim }}\left\|y_{t}\right\| / t^{\prime} e^{\alpha t} \leq \varlimsup_{t \rightarrow \infty}\left\|y_{t}\right\| / t^{\prime} e^{\alpha t}<\infty .
$$

Proof. If $\beta>a_{D}$ it follows from Theorem 1.7 that the space $C$ is decomposed by the set

$$
\Lambda=\{\lambda \in \sigma(A): \operatorname{Re} \lambda \geq \beta, \operatorname{det} \Delta(\lambda)=0\}
$$

as $C=P \oplus Q$, where the subspace $P$ is of finite dimension and there are positive constants $M_{1}, M_{2}$ and $\delta$ such that

$$
\begin{array}{ll}
\left\|T(t) \phi^{Q}\right\| \leq M_{2} e^{(\beta-\delta) t}\left\|\phi^{Q}\right\|, & t \geq 0, \quad \phi^{Q} \in Q \\
\left\|T(t) \phi^{P}\right\| \leq M_{1} e^{(\beta+\delta) t}\left\|\phi^{P}\right\|, \quad t \leq 0, \quad \phi^{P} \in P
\end{array}
$$

Without loss of generality we can assume $y_{t}=T(t) \phi$ for some $\phi \in C$, and since $\left\|y_{t}\right\| / e^{\beta t}$ does not tend to zero as $t \rightarrow \infty$, we have

$$
\left\|T(t) \phi^{Q}\right\| / e^{\beta t} \rightarrow 0 \quad \text { as } t \rightarrow \infty
$$

and

$$
\left\|T(t) \phi^{P}\right\| / e^{\beta t} \nrightarrow 0 \quad \text { as } t \rightarrow \infty
$$

From (1.9) of Theorem 1.3 we have

$$
T(t) \phi^{P}=\phi e^{B t} b
$$

where $B$ is a Jordan matrix with eigenvalues which are the elements of $\Lambda$ and have a real part greater than or equal to $\beta$.

Let

$$
z(t) \stackrel{\text { def }}{=} T(t) \phi^{P}(0)=\phi(0) e^{B t} b .
$$

There are nonnegative integers $l$ and a real number $\alpha, \alpha \geq \beta$, such that

$$
\begin{equation*}
0<{\underset{t i m}{\lim }}^{t \rightarrow \infty}|z(t)| / t^{l} e^{\alpha t} \leq \varlimsup_{t \rightarrow \infty}|z(t)| / t^{l} e^{\alpha t} \tag{2.2}
\end{equation*}
$$

We claim that

In fact from (2.2) it follows that there are positive numbers $c_{1}, c_{2}$ and $T_{1}$ such that

$$
c_{1} \leq|z(t)| / t^{\prime} e^{\alpha t} \leq c_{2} \quad \text { for } t \geq T_{1}-r
$$

But for $\theta \in[-r, 0]$,

$$
\frac{|z(t+\theta)|}{t^{\prime} e^{\alpha t}}=\frac{|z(t+\theta)|}{(t+\theta)^{\prime} e^{\alpha(t+\theta)}} \cdot e^{\alpha \theta}\left(1+\frac{\theta}{t}\right)^{\prime}>0 .
$$

It is easy to see there is $T_{2} \geq T_{1}$, large enough, such that $t \geq T_{2}$ and $\theta \in[-r, 0]$. We have

$$
\frac{|z(t+\theta)|}{t^{\prime} e^{\alpha t}} \geq \frac{c_{1}}{2} \cdot e^{\alpha \theta} \geq \frac{c_{1}}{2} \min \left\{e^{-\alpha r}, 1\right\}>0
$$

and

$$
\frac{|z(t+\theta)|}{t^{\prime} e^{\alpha t}} \leq c_{2} \max \left\{e^{-\alpha r}, 1\right\}<\infty
$$

The above inequalities imply (2.3) is true.
Since $\alpha \geq \beta$ it follows that

$$
\underset{t \rightarrow \infty}{\lim _{t}}\left\|T(t) \phi^{Q}\right\| / t^{\prime} e^{\alpha t}=0
$$

and then
and

$$
\varlimsup_{t \rightarrow \infty}\|T(t) \phi\| / t^{t} e^{\alpha t}=\varlimsup_{t \rightarrow \infty}\left\|T(t) \phi^{P}\right\| / t^{l} e^{\alpha t}<\infty
$$

and the proof is complete.

Notation. We say $\left\|y_{t}\right\| \sim t^{\prime} e^{\alpha t}$ if

$$
0<\lim _{t \rightarrow \infty}\left\|y_{t}\right\| / t^{\prime} e^{\alpha t} \leq \varlimsup_{t \rightarrow \infty}\left\|y_{t}\right\| / t^{\prime} e^{\alpha t}<\infty
$$

Now consider $\beta>a_{D}$ and $y(t)$ a solution of (2.1) such that $\left\|y_{t}\right\| \sim t^{\prime} e^{\alpha t}$ with $l \in Z_{++}, \alpha \in R, \alpha \geq \beta$. Let $\Lambda=\{\lambda \in \sigma(A): \operatorname{Re} \lambda \geq \alpha, \operatorname{det} \Delta(\lambda)=$ $0\}$. Let $P, Q$ and $B$ be as in Lemma 2.1 and let $N$ be the order of the larger block of $B$ which has in the diagonal an integer with real part equal to $\alpha$. Let

$$
P_{1}=\left\{\phi \in P: \lim _{t \rightarrow \infty}\|T(t) \phi\| / t^{l} e^{\alpha t}=0\right\}
$$

The next lemma is proved in detail in [10].

Lemma 2.2. There exists a subspace $P_{2}$ of $P$ and there are projections $X^{P_{i}}: P \rightarrow P_{i}, i=1,2$, such that $P=P_{1} \oplus P_{2}, X^{P_{1}}+X^{P_{2}}=I$. Furthermore there are positive constants $M$ and $\sigma$, such that

$$
\begin{array}{ll}
\left\|T(t) X^{P_{1}} T(-s) \phi^{P}\right\| \leq M t^{l-1} s^{N-l} e^{\alpha(t-s)}\left\|\phi^{P}\right\|, & \sigma \leq s \leq t \\
\left\|T(t) X^{P_{2}} T(-s) \phi^{P}\right\| \leq M t^{l} s^{N-l-1} e^{\alpha(t-s)}\left\|\phi^{P}\right\|, & s \geq t \geq \sigma \tag{2.5}
\end{array}
$$

Now consider the systems

$$
\begin{gather*}
\frac{d}{d t} D y_{t}=L y_{t}  \tag{L}\\
\frac{d}{d t}\left[D x_{t}-G\left(t, x_{t}\right)\right]=L x_{t}+f\left(t, x_{t}\right)
\end{gather*}
$$

where $D, L$ are linear and $G(t, \phi)$ is independent of $\phi(0)$. (See Definition 1.2.)

Let $\beta>a_{D}$ and $y_{t}$ be a solution of (L) such that $\left\|y_{t}\right\| \sim t^{l} e^{\alpha t}$ with $\alpha \geq \beta$. Let $\Lambda=\{\lambda \in \sigma(A): \operatorname{Re} \lambda \geq \alpha\}, P, Q$ and $B$ be as in Lemma 2.1 and let $N$ be the larger order of the blocks of $B$ which have in the main diagonal integers with real part equal to $\alpha$.

The result below is the main theorem of this section.
Theorem 2.3. Let $y(t)$ be a solution of $(\mathrm{L})$ such that $\left\|y_{t}\right\| \sim t^{\prime} e^{\alpha t}$. Let $S$ be the vector subspace of $C$ defined by

$$
S=\left\{\phi \in C: \lim _{t \rightarrow \infty}\|T(t) \phi\| /\left\|y_{t}\right\|=0\right\}
$$

Assume that for $\phi, \Psi \in C$,

$$
\begin{gather*}
f(t, 0)=0, \quad|f(t, \phi)-f(t, \psi)| \leq h_{2}(t)\|\phi-\psi\|, \quad t \geq 0  \tag{2.6}\\
G(t, 0)=0, \quad|G(t, \phi)-G(t, \psi)| \leq h_{1}(t)\|\phi-\psi\|, \quad t \geq 0 \\
\int^{\infty} s^{N-1} h_{2}(s) d s<\infty, \quad \int^{\infty} s^{N-1} h_{1}(s) d s<\infty, \quad \lim _{t \rightarrow \infty} h_{1}(t)=0 \tag{2.7}
\end{gather*}
$$

Then there is a subset $Y_{S}$ of $C$ and a real number $\sigma>0$ such that:
(a) For every $\phi \in Y_{S}$ there exists a solution $x(t)$ of $(\mathrm{P})$ such that $x_{\sigma}=\phi$ and

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left\|y_{t}-x_{t}\right\| /\left\|y_{t}\right\|=0 \tag{2.8}
\end{equation*}
$$

(b) $Y_{S}$ is homeomorphic to $S$, that is, there exists a homeomorphism $W$ : $S \rightarrow Y_{S}$ such that $W^{-1}$ is the restriction to $Y_{S}$ of a projection $X^{S}$ from $C$ onto $S$.

Proof. Let $y(t)$ be a solution of (L) such that $\left\|y_{t}\right\| \sim t^{\prime} e^{\alpha t}$. Let $x=y+\bar{z}$. To find solutions $x(t)$ of (P) satisfying (2.8) is then equivalent to finding solutions of

$$
\begin{align*}
\frac{d}{d t}\left[D \bar{z}_{t}-G\left(t, \bar{z}_{t}\right)\right] & =L \bar{z}_{t}+f\left(t, y_{t}+\bar{z}_{t}\right)  \tag{2.9}\\
& \stackrel{\text { def }}{=} L \bar{z}_{t}+F\left(t, \bar{z}_{t}\right)
\end{align*}
$$

satisfying

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left\|\bar{z}_{t}\right\| / t^{\prime} e^{\alpha t}=0 \tag{2.10}
\end{equation*}
$$

Let $P_{1}=\left\{\phi \in P: \lim _{t \rightarrow \infty}\|T(t) \phi\| / t^{l} e^{\alpha t}=0\right\}$ and let $P_{2}, X^{P_{1}}$ and $X^{P_{2}}$ be defined as in Lemma 2.2.

Now consider the following integral equation:

$$
\begin{align*}
z_{t}= & T(t-\sigma) \phi^{S}  \tag{2.11}\\
& +\int_{\sigma}^{t}\left\{\left[-d s T(t-s) X_{0}^{Q}\right] G(s, z)+T(t-s) X_{0}^{Q} F\left(s, H\left(s, z_{s}\right)\right) d s\right\} \\
& +\int_{\sigma}^{t}\left\{\left[-d s T(t) X^{P_{1}} T(-s) X_{0}^{P}\right] G\left(s, z_{s}\right)\right. \\
& \left.+T(t) X^{P_{1}} T(-s) X_{0}^{P} F\left(s, H\left(s, z_{s}\right)\right) d s\right\} \\
& -\int_{t}^{\infty}\left\{\left[-d s T(t) X^{P_{2}} T(-s) X_{0}^{P}\right] G\left(s, z_{s}\right)\right. \\
& \left.+T(t) X^{P_{2}} T(-s) X_{0}^{P} F\left(s, z_{s}\right) d s\right\}
\end{align*}
$$

where $\phi^{S}$ is an arbitrarily fixed element of $S, X_{0}^{P}=\Phi \psi(0), X_{0}^{Q}=X_{0}-X_{0}^{P}$.
We shall show that if $z_{t}$ satisfies (2.10) then the last integral above converges. First we need to emphasize some facts. From Theorem 1.3 we know the subspace $P=\{\phi \in C$ : $\phi=\phi a$, for some vector $a\}$ and $T(-s) \Phi a$ $=\Phi e^{-B s} a$. Thus for $a=B(\Psi, \phi)$, we have

$$
\begin{aligned}
-d s T(t) X^{P_{2}} \Phi e^{-B s}(\Psi, \phi) & =T(t) X^{P_{2}} e^{-B s} B(\Psi, \phi) d s \\
& =T(t) X^{P_{2}} T(-s) \Phi a d s
\end{aligned}
$$

with $\Phi a \in P$.

From (1.22) we have

$$
H\left(t, z_{t}\right)=z_{t}+X_{0} G\left(t, z_{t}\right)=\bar{z}_{t} .
$$

Therefore

$$
\begin{aligned}
\left|F\left(t, H\left(t, z_{t}\right)\right)\right| & =\left|f\left(t, y_{t}+H\left(t, z_{t}\right)\right)\right| \leq h_{2}(s)\left\|y_{t}+H\left(t, z_{t}\right)\right\| \\
& \leq h_{2}(t)\left[\left\|y_{t}\right\|+\left[1+h_{1}(t)\right]\left\|z_{t}\right\|\right] .
\end{aligned}
$$

If $z_{t}$ satisfies (2.10) with $\lim _{t \rightarrow \infty} h_{1}(t)=0$, then

$$
t^{-l} e^{-\alpha t}\left[\left\|y_{t}\right\|+\left[1+h_{1}(t)\right]\left\|z_{t}\right\|\right]
$$

is bounded.
We will show that if $z_{t}$ satisfies (2.10) then the last integral of (2.11) is convergent.

In fact, from (2.5)-(2.7), we have

$$
\begin{aligned}
\| \int_{t}^{\infty}\{ & {\left[-d s T(t) X^{P_{2}} T(-s) X_{0}^{P}\right] G\left(s, z_{s}\right) } \\
& \left.\quad+T(t) X^{P_{2}} T(-s) X_{0}^{P} F\left(s, H\left(s, z_{s}\right)\right) d s\right\} \| \\
\leq & \int_{t}^{\infty}\left\|T(t) X^{P_{2}} T(-s) \Phi a\right\|\left|G\left(s, z_{s}\right)\right| d s \\
& \quad+\int_{t}^{\infty}\left\|T(t) X^{P_{2}} T(-s) X_{0}^{P}\right\|\left|F\left(s, H\left(s, z_{s}\right)\right)\right| d s \\
\leq & M t^{l} e^{\alpha t} \int_{t}^{\infty} s^{N-1} h_{1}(s) s^{-l} e^{-\alpha s}\left\|z_{s}\right\| d s+M t^{l} e^{\alpha t} \int_{t}^{\infty} s^{N-1} h_{2}(s) d s \\
< & \infty
\end{aligned}
$$

We will now show that if $z_{t}$ is a solution of (2.9) satisfying (2.10), then there exist $\phi^{S} \in S$ such that $z_{t}$ satisfies (2.11), and, conversely, if $z_{t}$ satisfies (2.11) and (2.10) and $z_{t}$ is continuous on $t$, then $z_{t}$ satisfies (2.9).

In fact, suppose $z_{t}$ satisfies (2.9) and (2.10) with $z_{\sigma}=\phi$.
From the variation of constants formula (1.23) we have

$$
\begin{aligned}
z_{t}= & T(t-\sigma) \phi \\
& +\int_{\sigma}^{t}\left\{\left[-d s T(t-s) X_{0}^{Q}\right] G\left(s, z_{s}\right)+T(t-s) X_{0}^{Q} F\left(s, H\left(s, z_{s}\right)\right) d s\right\} \\
& +\int_{\sigma}^{t}\left\{\left[-d s T(t-s) X_{0}^{P}\right] G\left(s, z_{s}\right)+T(t-s) X_{0}^{P} F\left(s, H\left(s, z_{s}\right)\right) d s\right\}
\end{aligned}
$$

Hence,

$$
\begin{aligned}
z_{t}= & T(t-\sigma) \bar{\phi} \\
& +\int_{\sigma}^{t}\left\{\left[-d s T(t-s) X_{0}^{Q}\right] G\left(s, z_{s}\right)+T(t-s) X_{0}^{Q} F\left(s, H\left(s, z_{s}\right)\right) d s\right\} \\
& +\int_{\sigma}^{t}\left\{\left[-d s T(t) X^{P_{1}} T(-s) X_{0}^{P}\right] G\left(s, z_{s}\right)\right. \\
& \left.\quad+T(t) X^{P_{1}} T(-s) X_{0}^{P} F\left(s, H\left(s, z_{s}\right)\right) d s\right\} \\
& \quad-\int_{t}^{\infty}\left\{\left[-d s T(t) X^{P_{2}} T(-s) X_{0}^{P}\right] G\left(s, z_{s}\right)\right. \\
& \left.\quad+T(t) X^{P_{2}} T(-s) X_{0}^{P} F\left(s, H\left(s, z_{s}\right)\right) d s\right\} \\
\stackrel{\text { def }}{=} & T(t-\sigma) \bar{\phi}+G_{1}(t),
\end{aligned}
$$

where

$$
\begin{aligned}
\bar{\phi}=\phi+\int_{\sigma}^{\infty}\left\{\left[-d s T(\sigma) X^{P_{2}}\right.\right. & \left.T(-s) X_{0}^{P}\right] G\left(s, z_{s}\right) \\
& \left.+T(\sigma) X^{P_{2}} T(-s) X_{0}^{P} F\left(s, H\left(s, z_{s}\right)\right) d s\right\}
\end{aligned}
$$

In order to show that $\bar{\phi} \in S$, we show that if $z_{t}$ satisfies (2.10) then $G_{1}(t)$ also satisfies

$$
\left\|G_{1}(t)\right\| / t^{\prime} e^{\alpha t} \rightarrow 0 \quad \text { as } t \rightarrow \infty .
$$

From Theorem 1.7 and the convergence of

$$
\left\|\int_{\sigma}^{t}\left\{\left[-d s T(t-s) X_{0}^{Q}\right] G\left(s, z_{s}\right)\right\}\right\|
$$

we have

$$
\begin{aligned}
\| \int_{\sigma}^{t}\{ & {\left.\left[-d s T(t-s) X_{0}^{Q}\right] G\left(s, z_{s}\right)+T(t-s) X_{0}^{Q} F\left(s, H\left(s, z_{s}\right)\right) d s\right\} \| } \\
\leq & \int_{\sigma}^{t} e^{(\alpha-\varepsilon)(t-s)} e^{-(\alpha-\varepsilon)(t-s)}\left\|-d s T(t-s) X_{0}^{Q}\right\|\left|G\left(s, z_{s}\right)\right| \\
& +\int_{\sigma}^{t}\left\|T(t-s) X_{0}^{Q}\right\|\left|F\left(s, H\left(s, z_{s}\right)\right)\right| d s \\
\leq & K e^{\alpha t} e^{-\alpha \xi} e^{-\varepsilon(t-\xi)} h_{1}(\xi)\left\|z_{\xi}\right\| \int_{0}^{t-\sigma} e^{-(\alpha-\varepsilon) u}\left\|d u T(u) X_{0}^{Q}\right\| \\
& +\bar{K} e^{\alpha t} e^{-\varepsilon t} \int_{\sigma}^{t} e^{\varepsilon s} e^{-\alpha s} h_{2}(s)\left[\left\|y_{t}\right\|+\left(1+h_{1}(t)\right)\left\|z_{t}\right\|\right] d s
\end{aligned}
$$

$$
\begin{aligned}
\leq & K t^{\prime} e^{\alpha t} e^{-\varepsilon(t-\xi)} h_{1}(\xi) \xi^{-l} e^{-\alpha \xi}\left\|z_{\xi}\right\| \int_{0}^{t-\sigma} e^{-(\alpha-\varepsilon) u}\left\|d u T(u) X_{0}^{Q}\right\| \\
& +\bar{K} t^{\prime} e^{\alpha t} e^{-\varepsilon t} \int_{\sigma}^{t} e^{\varepsilon s} S^{-1} e^{-\alpha s} h_{2}(s)\left[\left\|y_{s}\right\|+\left(1+h_{1}(s)\right)\left\|z_{s}\right\|\right] d s \\
= & K_{1} t^{\prime} e^{\alpha t} e^{-\varepsilon(t-\xi)} h_{1}(\xi) \int_{0}^{t-\sigma} e^{-(\alpha-\varepsilon) u}\left\|d u T(u) X_{0}^{Q}\right\| \\
& +K_{2} t^{\prime} e^{\alpha t} e^{-\varepsilon t} \int_{\sigma}^{t} e^{\varepsilon s} h_{2}(s) d s
\end{aligned}
$$

From Lemma 2.2 we have

$$
\begin{aligned}
& \| \int_{\sigma}^{t}\left\{\left[-d s T(t) X^{P_{1}} T(-s) X_{0}^{P}\right] G\left(s, z_{s}\right)\right. \\
& \left.\quad+T(t) X^{P_{1}} T(-s) X_{0}^{P} F\left(s, H\left(s, z_{s}\right)\right) d s\right\} \| \\
& \leq M t^{l-1} e^{\alpha t} \int_{\sigma}^{t} s^{N-1} e^{-\alpha s}\left|G\left(s, z_{s}\right)\right| d s \\
& \quad+M \int_{\sigma}^{t} t^{l-1} s^{N-l} e^{\alpha(t-s)}\left|F\left(s, H\left(s, z_{s}\right)\right)\right| d s \\
& \leq \bar{M} t^{\prime} e^{\alpha t} \frac{1}{t} \int_{\sigma}^{t} s^{N} h_{1}(s) d s+\bar{M} t^{\prime} e^{\alpha t} \frac{1}{t} \int_{\sigma}^{t} s^{N} h_{2}(s) d s
\end{aligned}
$$

In the same way we have

$$
\begin{aligned}
& \| \int_{t}^{\infty}\{[-d s T(t)\left.X^{P_{2}} T(-s) X_{0}^{P}\right] G\left(s, z_{s}\right) \\
&\left.+T(t) X^{P_{2}} T(-s) X_{0}^{P} F\left(s, H\left(s, z_{s}\right)\right) d s\right\} \| \\
& \leq \int_{t}^{\infty}\left\|-d s T(t) X^{P_{2}} T(-s) X_{0}^{P}\right\|\left|G\left(s, z_{s}\right)\right| d s \\
&+\int_{t}^{\infty}\left\|T(t) X^{P_{2}} T(-s) X_{0}^{P}\right\|\left|F\left(s, H\left(s, z_{s}\right)\right)\right| d s \\
& \leq M t^{l} e^{\alpha t} \int_{t}^{\infty} s^{N-l-1} e^{-\alpha s}\left|G\left(s, z_{s}\right)\right| d s \\
&+M t^{l} e^{\alpha t} \int_{t}^{\infty} s^{N-l-1} e^{-\alpha s}\left|F\left(s, H\left(s, z_{s}\right)\right)\right| d s \\
& \leq M t^{l} e^{\alpha t} \int_{t}^{\infty} s^{N-1} s^{-l} e^{-\alpha s} h_{1}(s)\left\|z_{s}\right\| d s \\
&+M t^{l} e^{\alpha t} \int_{t}^{\infty} s^{-l} e^{-\alpha s} s^{N-1} h_{2}(s)\left[\left\|y_{s}\right\|+\left(1+h_{1}(s)\right)\left\|z_{s}\right\|\right] d s \\
&= M t^{l} e^{\alpha t} \int_{t}^{\infty} s^{N-1} h_{1}(s) d s+M t^{l} e^{\alpha t} \int_{t}^{\infty} s^{N-1} h_{2}(s) d s .
\end{aligned}
$$

Then since, by hypothesis, $\lim _{t \rightarrow \infty} h_{1}(t)=0$, we have, for $t_{0}>\sigma$ large enough, $\left|h_{1}(t)\right|<M_{1}, t \geq t_{0}$. Then we can write

$$
\begin{align*}
&\left\|G_{1}(t)\right\| \leq K_{1} t^{\prime}\left[e^{\alpha t} e^{-\varepsilon(t-\xi)} h_{1}(\xi) \int_{0}^{t-\sigma} e^{-(\alpha-\varepsilon) u}\left\|d u T(u) X_{0}^{Q}\right\|\right. \\
& \quad+e^{-\varepsilon t} \int_{\sigma}^{t} e^{\varepsilon s} h_{2}(s) d s+\frac{1}{t} \int_{\sigma}^{t} s^{N} h_{1}(s) d s  \tag{2.12}\\
& \quad+\frac{1}{t} \int_{\sigma}^{t} s^{N} h_{2}(s) d s+\int_{t}^{\infty} s^{N-1} h_{1}(s) d s \\
&\left.+\int_{t}^{\infty} s^{N-1} h_{2}(s) d s\right]
\end{align*}
$$

We show now that $\left\|G_{1}(t)\right\| / t^{l} e^{\alpha t} \rightarrow 0$ as $t \rightarrow \infty$.
Since the first integral is bounded, $\sigma \leq \xi \leq t$ and $h_{1}(t) \rightarrow 0$, the first term of (2.12) goes to zero if $\xi \rightarrow \infty$ when $t \rightarrow \infty$ or if $\xi$ goes to a finite limit when $t \rightarrow \infty$.

From Strauss and York [11, Lemma 3.6, p. 19] it follows that

$$
e^{-\varepsilon t} \int_{\sigma}^{t} e^{\varepsilon s} h_{2}(s) d s \rightarrow 0 \quad \text { as } t \rightarrow \infty
$$

From (2.7) it follows that

$$
\int_{t}^{\infty} s^{N-1} h_{2}(s) d s \rightarrow 0 \quad \text { as } t \rightarrow \infty
$$

and

$$
\int_{t}^{\infty} s^{N-1} h_{1}(s) d s \rightarrow 0 \quad \text { as } t \rightarrow \infty
$$

We show finally that the terms

$$
\frac{1}{t} \int_{\sigma}^{t} s^{N} h_{i}(s) d s, \quad i=1,2
$$

go to zero as $t \rightarrow \infty$.
By integration by parts we have

$$
\begin{aligned}
\frac{1}{t} \int_{\sigma}^{t} s^{N} h_{i}(s) d s= & \frac{1}{t}\left[\left.s \int_{\infty}^{s} \tau^{N-1} h_{i}(\tau) d \tau\right|_{\sigma} ^{t}-\int_{\sigma}^{t} d s \int_{\infty}^{s} \tau^{N-1} h_{l}(\tau) d \tau\right] \\
= & \int_{\infty}^{t} \tau^{N-1} h_{l}(\tau) d \tau-\frac{\sigma}{t} \int_{\infty}^{\sigma} \tau^{N-1} h_{l}(\tau) d \tau \\
& +\frac{1}{t} \int_{\sigma}^{t} d s \int_{s}^{\infty} \tau^{N-1} h_{l}(\tau) d \tau
\end{aligned}
$$

From hypotheses (2.6) and (2.7) on $h_{1}$ and $h_{2}$, it follows that the first two terms of the right side of the above equality goes to zero as $t \rightarrow \infty$. Using L'Hôpital's rule we prove that the last term also goes to zero.

Thus we have proved $\left\|G_{1}(t) / t^{l} e^{\alpha t}\right\| \rightarrow 0$ as $t \rightarrow \infty$.
Conversely, suppose $z_{t}$ is a continuous solution of (2.11). Therefore $z_{t}$ satisfies

$$
\begin{aligned}
z_{t}= & T(t-\sigma) \phi \\
& +\int_{\sigma}^{t}\left\{\left[-d s T(t-s) X_{0}\right] G\left(s, z_{s}\right)+T(t-s) X_{0} F\left(s, H\left(s, z_{s}\right)\right) d s\right\}
\end{aligned}
$$

where

$$
\begin{align*}
\phi=\phi^{S}-\int_{\sigma}^{\infty}\{[-d s & \left.T(\sigma) X^{P_{2}} T(-s) X_{0}^{P}\right] G\left(s, z_{s}\right)  \tag{2.13}\\
& \left.+T(\sigma) X^{P_{2}} T(-s) X_{0}^{P} F\left(s, H\left(s, z_{s}\right)\right) d s\right\}
\end{align*}
$$

Therefore $z(t)$ is a solution of (2.9) and satisfies $z_{\sigma}=\phi$.
Our next goal is to show that (2.11) has a continuous solution which satisfies (2.10) for $\phi^{S}$ arbitrarily fixed in $S$ and $\sigma$ large enough.

Consider the space $E$ of functions $g$ on $C([\sigma, \infty), C)$ such that $\lim _{t \rightarrow \infty}\|g(t)\| / t^{l} e^{\alpha t}=0$.

In $E$ consider the norm

$$
\|g\|_{E}=\sup _{t \geq \sigma}\|g(t)\| / t^{\prime} e^{\alpha t}
$$

One can show that $E$ with the given norm is a Banach space.
Suppose we have proved that the equation

$$
\begin{aligned}
g(t)= & T(t-\sigma) \phi^{S} \\
& +\int_{\sigma}^{t}\left\{\left[-d s T(t-s) X_{0}^{Q}\right] G(s, g(s))\right. \\
& \left.\quad+T(t-s) X_{0}^{Q} F(s, H(s, g(s))) d s\right\} \\
& +\int_{\sigma}^{t}\left\{\left[-d s T(t) X^{P_{1}} T(-s) X_{0}^{P}\right] G(s, g(s))\right. \\
& \left.\quad+T(t) X^{P_{1}} T(-s) X_{0}^{P} F(s, H(s, g(s))) d s\right\} \\
& -\int_{t}^{\infty}\left\{\left[-d s T(t) X^{P_{2}} T(-s) X_{0}^{P}\right] G(s, g(s))\right. \\
& \left.+T(t) X^{P_{2}} T(-s) X_{0}^{P} F(s, H(s, g(s))) d s\right\}
\end{aligned}
$$

has a solution $g$ in $E$.

We show that from $g$ we can find a solution $z_{t}$ of (2.11).
In fact, we define

$$
\begin{equation*}
z_{\sigma}=g(\sigma) \text { and } \quad z(t)=g(t)(0), \quad \text { for } t>\sigma \tag{2.15}
\end{equation*}
$$

We say that $z_{t}=g(t), t \geq \sigma$.
In fact, using the same calculations given by (2.13) and putting $\phi=\phi^{S}$, one proves that

$$
\begin{aligned}
& g(t)= T(t-\sigma) \phi+\int_{\sigma}^{t}\left\{\left[-d s T(t-s) X_{0}\right] G(s, g(s))\right. \\
&\left.\quad+T(t-s) X_{0} F(s, H(s, g(s))) d s\right\} \\
&-\int_{\sigma}^{t}\left\{\left[-d s T(\sigma) X^{P_{2}} T(-s) X_{0}^{P}\right] G(s, g(s))\right. \\
&\left.+T(\sigma) X^{P_{2}} T(-s) X_{0}^{P} F(s, H(s, g(s))) d s\right\}
\end{aligned}
$$

Now the proof that $z_{t}=g(t), t \geq \sigma$, is without difficulties if we observe that for $t+\theta \geq \sigma, T(t+\theta-s) X_{0}(0)=T(t-s) X_{0}(\theta)=0$ if $t+\theta<s$ and $=I$ if $t+\theta=s$. For $t \geq \sigma$ and $s \geq \sigma+\theta$,

$$
T(t+\theta-s) X_{0}(0)=0
$$

and for $t \geq \sigma$ and $s \geq \sigma>t+\theta, T(t+\theta-s) X_{0}(0)=0$, then $z_{t}=g(t)$.
For fixed $\phi^{S}$ in $S$ and $\sigma>0$ fixed, we consider the operator $U$ defined on $E$ by if $g \in E$, therefore

$$
\begin{align*}
(U g)(t)= & T(t-\sigma) \phi^{S} \\
& +\int_{\sigma}^{t}\left\{\left[-d s T(t-s) X_{0}^{Q}\right] G(s, g(s))\right. \\
& \left.\quad+T(t-s) X_{0}^{Q} F(s, H(s, g(s))) d s\right\} \\
& +\int_{\sigma}^{t}\left\{\left[-d s T(t) X^{P_{1}} T(-s) X_{0}^{P}\right] G(s, g(s))\right.  \tag{2.16}\\
& \left.\quad+T(t) X^{P_{1}} T(-s) X_{0}^{P} F(s, H(s, g(s))) d s\right\} \\
& \quad-\int_{t}^{\infty}\left\{\left[-d s T(t) X^{P_{2}} T(-s) X_{0}^{P}\right] G(s, g(s))\right. \\
& \left.\quad+T(t) X^{P_{2}} T(-s) X_{0}^{P} F(s, H(s, g(s))) d s\right\}
\end{align*}
$$

Let us now prove that $U$ has a fixed point on $E$.
First we observe that if $g$ and $w$ are elements of $E$, then, since $\phi^{S} \in S$, using (2.12) we have that there exists a constant $K_{1}>0$ such that

$$
\begin{aligned}
& \|(U g)(t)\| \leq K_{1} t^{\prime} e^{\alpha t}\left[T(t-\sigma) \phi^{S} / t^{\prime} e^{\alpha t}\right. \\
& \quad+e^{-\varepsilon(t-\xi)} h_{1}(\xi) \int_{0}^{t-\sigma} e^{-(\alpha-\varepsilon) u}\left\|d u T(u) X_{0}^{Q}\right\| \\
& \quad+e^{-\varepsilon t} \int_{\sigma}^{t} e^{\varepsilon s} h_{2}(s) d s+\frac{1}{t} \int_{\sigma}^{t} s^{N} h_{1}(s) d s \\
& \quad+\frac{1}{t} \int_{\sigma}^{t} s^{N} h_{2}(s) d s+\int_{t}^{\infty} s^{N-1} h_{1}(s) d s \\
& \\
& \left.\quad+\int_{t}^{\infty} s^{N-1} h_{2}(s) d s\right]
\end{aligned}
$$

There also exists a constant $K_{2}>0$ such that

$$
\|(U g)(t)-(U w)(t)\|
$$

$$
\begin{aligned}
& \leq \| \int_{\sigma}^{t}\left\{\left[-d s T(t-s) X_{0}^{Q}\right][G(s, g(s))-G(s, w(s))]\right. \\
&\left.+T(t-s) X_{0}^{Q}[F(s, H(s, g(s)))-F(s, H(s, w(s)))] d s\right\} \| \\
&+ \| \int_{\sigma}^{t}\left\{\left[-d s T(t) X^{P_{1}} T(-s) X_{0}^{P}\right][G(s, g(s))-G(s, w(s))]\right. \\
&\left.+T(t) X^{P_{1}} T(-s) X_{0}^{P}[F(s, H(s, g(s)))-F(s, H(s, w(s)))] d s\right\} \| \\
&+\| \int_{t}^{\infty}\left\{\left[-d s T(t) X^{P_{2}} T(-s) X_{0}^{P}\right][G(s, g(s))-G(s, w(s))]\right. \\
&\left.+T(t) X^{P_{2}} T(-s) X_{0}^{P}[F(s, H(s, g(s)))-F(s, H(s, w(s)))] d s\right\} \|
\end{aligned}
$$

By the calculations we made before we can write

$$
\begin{aligned}
& \|(U g)(t)-(U w)(t)\| \\
& \leq \bar{K}_{2} t^{\prime} e^{\alpha t}\|g(\xi)-w(\xi)\| \xi^{-l} e^{-\alpha \varepsilon} e^{-\varepsilon(t-\xi)} h_{1}(\xi) \\
& \quad \cdot \int_{0}^{t-\sigma} e^{-(\alpha-\varepsilon) u}\left\|d u T(u) X_{0}^{Q}\right\| \\
& \quad+\int_{\sigma}^{t} M_{3} e^{(\alpha-\gamma)(t-s)}|F(s, H(s, g(s)))-F(s, H(s, w(s)))| d s \\
& \quad+\int_{\sigma}^{t}\left\|T(t) X^{P_{1}} T(-s) X_{0}^{P}\right\||G(s, g(s))-G(s, w(s))| d s \\
& \quad+\int_{\sigma}^{t}\left\|T(t) X^{P_{1}} T(-s) X_{0}^{P}\right\||F(s, H(s, g(s)))-F(s, H(s, w(s)))| d s \\
& \quad+\int_{t}^{\infty}\left\|T(t) X^{P_{2}} T(-s) X_{0}^{P}\right\||G(s, g(s))-G(s, w(s))| d s \\
& \quad+\int_{t}^{\infty}\left\|T(t) X^{P_{2}} T(-s) X_{0}^{P}\right\||F(s, H(s, g(s)))-F(s, H(s, w(s)))| d s
\end{aligned}
$$

$$
\begin{aligned}
\leq & \bar{K}_{2} t^{l} e^{\alpha t}\|g(\xi)-w(\xi)\| \xi^{-l} e^{-\alpha \xi} e^{-\varepsilon(t-\xi)} h_{1}(\xi) \\
& \cdot \int_{0}^{t-\sigma} e^{-(\alpha-\varepsilon) u}\left\|d u T(u) X_{0}^{Q}\right\| \\
& +M_{3} t^{\prime} e^{\alpha t} e^{-\gamma t} \int_{\sigma}^{t} e^{\gamma s} h_{2}(s)\left[1+h_{1}(s)\right] s^{-l} e^{-\alpha s}\|g(s)-w(s)\| d s \\
& +M t^{l} e^{\alpha t} \frac{1}{t} \int_{\sigma}^{t} s^{N} h_{1}(s) s^{-l} e^{-\alpha s}\|g(s)-w(s)\| d s \\
& +M t^{\prime} e^{\alpha t} \frac{1}{t} \int_{\sigma}^{t} s^{N} h_{2}(s)\left[1+h_{1}(s)\right] s^{-l} e^{-\alpha s}\|g(s)-w(s)\| d s \\
& +M t^{l} e^{\alpha t} \int_{t}^{\infty} s^{N-1} h_{1}(s) s^{-l} e^{-\alpha s}\|g(s)-w(s)\| d s \\
& +M t^{l} e^{\alpha t} \int_{t}^{\infty} s^{N-1} h_{2}(s)\left[1+h_{1}(s)\right] s^{-l} e^{-\alpha s}\|g(s)-w(s)\| d s \\
\leq & \bar{K}_{2} t^{\prime} e^{\alpha t} e^{-\varepsilon(t-\xi)} h_{1}(\xi) \int_{0}^{t-\sigma} e^{-(\alpha-\varepsilon) u}\left\|d u T(u) X_{0}^{Q}\right\|\|g-w\|_{E} \\
& +\bar{M}_{3} t^{l} e^{\alpha t} e^{-\gamma t} \int_{\sigma}^{t} h_{2}(s) d s\|g-w\|_{E}+M t^{\prime} e^{\alpha t} \int_{\sigma}^{t} s^{N-1} h_{1}(s) d s\|g-w\|_{E} \\
& +\bar{M} t^{\prime} e^{\alpha t} \int_{\sigma}^{t} s^{N-1} h_{2}(s) d s\|g-w\|_{E}+M t^{l} e^{\alpha t} \int_{t}^{\infty} s^{N-1} h_{1}(s) d s\|g-w\|_{E} \\
& +\bar{M} t^{\prime} e^{\alpha t} \int_{t}^{\infty} s^{N-1} h_{2}(s) d s\|g-w\|_{E} .
\end{aligned}
$$

Thus there exists a constant $K_{2}>0$, independent of $\phi^{S}$, such that for every $t \geq \sigma$,

$$
\begin{align*}
& \|(U g)(t)-(U w)(t)\| / t^{t} e^{\alpha t} \\
& \leq \quad\left[\bar{K}_{2} e^{-\varepsilon(t-\xi)} h_{1}(\xi) \int_{\sigma}^{\infty} e^{-(\alpha-\varepsilon) u}\left\|d u T(u) X^{Q}\right\|\right. \\
& \quad+\bar{M}_{3} \int_{\sigma}^{\infty} h_{2}(s) d s+M \int_{\sigma}^{\infty} s^{N-1} h_{1}(s) d s  \tag{2.18}\\
& \quad+\bar{M} \int_{\sigma}^{\infty} s^{N-1} h_{2}(s) d s+M \int_{\sigma}^{\infty} s^{N-1} h_{1}(s) d s \\
& \left.\quad+\bar{M} \int_{\sigma}^{\infty} s^{N-1} h_{2}(s) d s\right]\|g-w\|_{E} \\
& \leq
\end{align*} \quad K_{2}\left[\int_{\sigma}^{\infty} s^{N-1} h_{1}(s)+\int_{\sigma}^{\infty} s^{N-1} h_{2}(s) d s\right]\|g-w\|_{E} .
$$

From (2.17) we see that $\|(U g)(t)\| / t^{l} e^{\alpha t} \rightarrow 0$ as $t \rightarrow \infty$ and therefore $U(E) \subset E$. Furthermore, taking $\sigma$ large enough in such a way that

$$
K_{2}\left[\int_{\sigma}^{\infty} s^{N-1} h_{1}(s) d s+\int_{\sigma}^{\infty} s^{N-1} h_{2}(s) d s\right]<1
$$

we have that $U$ will be a uniform contraction on $E$ with respect to $\phi^{S} \in S$.
Now we apply a known theorem [6], p. 7, Theorem 3.2 to conclude there exists a fixed point on $U$ which is continuous with respect to $\phi^{S}$.

For $\phi^{S}$ in $S$ and $g$ fixed in $E$, we consider

$$
\begin{aligned}
\left(U_{\phi} s g\right)(t)= & T(t-\sigma) \phi^{s} \\
& +\int_{\sigma}^{t}\left\{\left[-d s T(t-s) X_{0}^{Q}\right] G(s, g(s))\right. \\
& \left.\quad+T(t-s) X_{0}^{Q} F(s, H(s, g(s))) d s\right\} \\
& +\int_{\sigma}^{t}\left\{\left[-d s T(t) X^{P_{1}} T(-s) X_{0}^{P}\right] G(s, g(s))\right. \\
& \left.\quad+T(t) X^{P_{1}} T(-s) X_{0}^{P} F(s, H(s, g(s))) d s\right\} \\
& \quad-\int_{t}^{\infty}\left\{\left[-d s T(t) X^{P_{2}} T(-s) X_{0}^{P}\right] G(s, g(s))\right. \\
& \left.\quad+T(t) X^{P_{2}} T(-s) X_{0}^{P} F(s, H(s, g(s))) d s\right\}
\end{aligned}
$$

The map $\phi^{S} \in S \rightarrow\left(U_{\phi^{s}} g\right) \in E$ is continuous in $S$. To prove it we have only to show that the map

$$
\phi^{S} \in S \rightarrow V_{\phi^{s}} \in E
$$

where $V_{\phi} s(t)=T(t-s) \phi^{S}$, is continuous in $S$.
This follows from a simple application of the principle of uniform boundedness to the set $\left\{T(t-\sigma) / t^{l} e^{\alpha t}, t \geq \sigma\right\} \subset L(S, C)$.

Since $T(t-\sigma) \phi^{S} / t^{\prime} e^{\alpha t} \rightarrow 0$, when $t \rightarrow \infty$, for each $\phi^{S} \in S$, then for each $\phi^{S} \in S$ we have

$$
\sup _{t \geq \sigma}\left\|T(t-\sigma) \phi^{S} / t^{l} e^{\alpha t}\right\|<\infty, \quad \phi^{S} \in S
$$

Then from the uniform boundedness principle

$$
\sup _{t \geq \sigma}\left\|T(t-\sigma) / t^{l} e^{\alpha t}\right\|_{L(S, C)}=\tilde{K}<\infty
$$

and then

$$
\sup _{t \geq \sigma} \sup _{\left\|\phi^{s}\right\|=1}\left\|T(t-\sigma) \phi^{S} / t^{\prime} e^{\alpha t}\right\|=\tilde{K}<\infty .
$$

Then for every $t \geq \sigma$ and $\phi^{S}$ in $S$, such that $\left\|\phi^{S}\right\|=1$,

$$
\left\|T(t-\sigma) \phi^{S} / t^{l} e^{\alpha t}\right\| \leq \tilde{K}
$$

which implies

$$
\left\|T(\cdot-\sigma) \phi^{S}\right\|_{E}=\sup _{t \geq \sigma}\left\|T(t-\sigma) \phi^{S} / t^{l} e^{\alpha t}\right\| \leq \tilde{K}
$$

Then the map $\phi^{S} \in S \rightarrow V_{\phi^{s}}=T(\cdot-\sigma) \phi^{S} \in E$ is continuous.
We now apply a well-known theorem, see Hale [5], Theorem 3.2, p. 7 with $U_{\phi^{s}}$ the uniform contraction. Then it follows that for each $\phi^{S} \in S$ there exists a unique fixed point $g\left(\phi^{s}\right) \in E$ of $U_{\phi^{s}}$. Furthermore the map $g: S \rightarrow E$ is continuous.

Then (2.11) has a continuous solution $z_{t}$ which satisfies (2.10) for $\phi^{S}$ aribtrarily fixed in $S$ and $\sigma$ large enough, that is

$$
\lim _{t \rightarrow \infty}\left\|z_{t}\right\| / t^{l} e^{\alpha t}=0
$$

But if $z_{t}$ is given by (2.11), $z_{t}$ satisfies (2.9) and, therefore, from (1.22) we have

$$
\bar{z}_{t}=z_{t}+X_{0} G\left(t, z_{t}\right)
$$

and then

$$
\left\|\bar{z}_{t}\right\| / t^{\prime} e^{\alpha t}=\left\|z_{t}+X_{0} G\left(t, z_{t}\right)\right\| / t^{\prime} e^{\alpha t}
$$

which implies

$$
\begin{aligned}
\left\|\bar{z}_{t}\right\| / t^{\prime} e^{\alpha t} & \leq\left[\left\|z_{t}\right\|+h_{1}(t)\left\|z_{t}\right\|\right] / t^{\prime} e^{\alpha t} \\
& =\left(1+h_{1}(t)\right)\left\|z_{t}\right\| / t^{\prime} e^{\alpha t} \Rightarrow \lim _{t \rightarrow \infty}\left\|z_{t}\right\| / t^{\prime} e^{\alpha t}=0 .
\end{aligned}
$$

But $\bar{z}_{t}=x_{t}-y_{t}$, therefore

$$
\lim _{t \rightarrow \infty}\left\|x_{t}-y_{t}\right\| / t^{l} e^{\alpha t}=0
$$

Now consider the map $W: S \rightarrow C$ defined by

$$
\begin{aligned}
W\left(\phi^{S}\right)=\phi^{S}-\int_{\sigma}^{\infty}\{[-d s & \left.T(\sigma) X^{P_{2}} T(-s) X_{0}^{P}\right] G\left(s, g\left(\phi^{S}\right)(s)\right) \\
& \left.+T(\sigma) X^{P_{2}} T(-s) X_{0}^{P} F\left(s, H\left(s, g\left(\phi^{S}\right)(s)\right)\right) d s\right\}
\end{aligned}
$$

We claim $W$ is continuous in $S$. If $\phi, \psi \in S$ we have

$$
\begin{aligned}
& \|W(\phi)-W(\psi)\| \\
& \qquad \begin{aligned}
\|\|\phi-\psi\|+\| \int_{\sigma}^{\infty}\left\{\left[-d s T(\sigma) X^{P_{2}} T(-s) X_{0}^{P}\right]\right.
\end{aligned} \\
& \quad \cdot[G(s, g(\phi)(s))-G(s, g(\psi)(s))] \\
& \\
& +T(\sigma) X^{P_{2}} T(-s) X_{0}^{P}[F(s, H(s, g(\phi)(s))) \\
& \\
& -F(s, H(s, g(\phi)(s)))] d s\} \|
\end{aligned}
$$

From previous calculations we have

$$
\begin{aligned}
& \| W(\phi)-W(\psi) \| \\
& \leq\|\phi-\psi\|+M \sigma^{l} e^{\alpha \sigma} \int_{\sigma}^{\infty} s^{N-1} h_{1}(s) s^{-l} e^{-\alpha s}\|g(\phi)(s)-g(\psi)(s)\| d s \\
& \quad+M \sigma^{\prime} e^{\alpha \sigma} \int_{\sigma}^{\infty} s^{N-1} h_{2}(s)\left[1+h_{1}(s)\right] s^{-l} e^{-\alpha s}\|g(\phi)(s)-g(\psi)(s)\| d s \\
& \leq\|\phi-\psi\| \\
& \quad+M \sigma^{\prime} e^{\alpha \sigma}\left[\int_{\sigma}^{\infty} s^{N-1} h_{1}(s) d s+K \int_{\sigma}^{\infty} s^{N-1} h_{2}(s) d s\right]\|g(\phi)-g(\psi)\|_{E}
\end{aligned}
$$

But we already proved that the map $\phi \in S \rightarrow g(\phi) \in E$ is continuous, therefore from the above inequality it follows that $W$ is continuous.

Let $Y^{S} \stackrel{\text { def }}{=} W(S) \subset C$ and consider the map $W: S \rightarrow Y_{S}$. We shall afterwards show that the inverse $W^{-1}$ is a projection over $S$.

Let $X^{P}$ and $X^{Q}$ be the projections given by the decomposition $C=P \oplus Q$. We assert that

$$
\begin{equation*}
X^{Q} W\left(\phi^{S}\right)=X^{Q} \phi^{S} \tag{2.19}
\end{equation*}
$$

In fact since the subspace $P$ is invariant under $T(t)$ for all $t \in R$, we have

$$
\begin{aligned}
& \int_{\sigma}^{\infty}\left\{\left[-d s T(\sigma) X^{P_{2}} T(-s) X_{0}^{P}\right] G\left(s, g\left(\phi^{S}\right)(s)\right)\right. \\
& \left.\quad+T(\sigma) X^{P_{2}} T(-s) X_{0}^{P} F\left(s, g\left(\phi^{S}\right)(s)\right) d s\right\}
\end{aligned}
$$

is an element of $P$. Then (2.19) follows.
Using also the invariance of $P$ under $T(t)$ we have

$$
\begin{aligned}
& X^{P} W\left(\phi^{S}\right) \\
& \qquad=X^{P} \phi^{S}-\int_{\sigma}^{\infty}\{[
\end{aligned} \quad\left[-d s T(\sigma) X^{P_{2}} T(-s) X_{0}^{P}\right] G\left(s, g\left(\phi^{S}\right)(s)\right) .
$$

Thus

$$
\begin{aligned}
& T(-\sigma) X^{P} W\left(\phi^{S}\right) \\
& \qquad T(-\sigma) X^{P} \phi^{S}-\int_{\sigma}^{\infty}\left\{\left[-d s X^{P_{2}} T(-s) X_{0}^{P}\right] G\left(s, g\left(\phi^{S}\right)(s)\right)\right. \\
& \\
& \left.\quad+X^{P_{2}} T(-s) X_{0}^{P} F\left(s, H\left(s, g\left(\phi^{S}\right)(s)\right)\right) d s\right\}
\end{aligned}
$$

We remark now that $X^{P} \phi^{S} \in P_{1}$. Furthermore $P_{1}$ is invariant under $T(t)$. We also have that $P_{2}$ is not invariant in general under $T(t)$. In general it is not also true that $T(t) X^{P_{1}}=X^{P_{1}} T(t)$.

From the remarks above it follows that

$$
X^{P_{1}} T(-\sigma) X^{P} W\left(\phi^{S}\right)=X^{P_{1}} T(-\sigma) X^{P_{\phi}}{ }^{S}=T(-\sigma) X^{P_{\phi}}{ }^{S} \in P_{1} .
$$

Then

$$
\begin{equation*}
T(\sigma) X^{P_{1}} T(-\sigma) X^{P} W\left(\phi^{S}\right)=X^{P_{\phi}}{ }^{S} \tag{2.20}
\end{equation*}
$$

From (2.19) and (2.20) it follows that

$$
\left[T(\sigma) X^{P_{1}} T(-\sigma) X^{P}+X^{Q}\right] W\left(\phi^{S}\right)=X^{P} \phi^{S}+X^{Q} \phi^{S}=\phi^{S}
$$

Therefore we conclude that $W^{-1}: Y_{S} \rightarrow S$ is

$$
\left.\left[T(\sigma) X^{P_{1}} T(-\sigma) X^{P}+X^{Q}\right]\right|_{Y_{s}} .
$$

We now show that this map is a projection. In fact

$$
\begin{aligned}
& \left(T(\sigma) X^{P_{1}} T(-\sigma) X^{P}\right)\left(T(\sigma) X^{P_{1}} T(-\sigma) X^{P}\right) \\
& \quad=T(\sigma) X^{P_{1}} T(-\sigma) T(\sigma) X^{P_{1}} T(-\sigma) X^{P}=T(\sigma) X^{P_{1}} T(-\sigma) X^{P}
\end{aligned}
$$

Thus we conclude that $T(\sigma) X^{P_{1}} T(-\sigma) X^{P}+X^{Q}$ is a projection. Furthermore if $\phi \in C$, then $\left[T(\sigma) X^{P_{1}} T(-\sigma) X^{P}+X^{Q}\right] \phi$ belongs to $S$. We now show that it is a projection over $S$.

In fact if $\phi \in S$ we have $\phi=\phi^{Q}+\phi^{P_{1}}$ and then

$$
\begin{aligned}
& {\left[T(\sigma) X^{P_{1}} T(-\sigma) X^{P}+X^{Q}\right]\left(\phi^{Q}+\phi^{P_{1}}\right)} \\
& \quad=T(\sigma) X^{P_{1}} T(-\sigma) X^{P_{\phi} P_{1}}+X^{Q} \phi^{Q}=T(\sigma) T(-\sigma) \phi^{P_{1}}+\phi^{Q}=\phi
\end{aligned}
$$

The continuity of this projection follows from the fact that $X^{Q}, X^{P_{1}}$ and $T(t)$ are continuous. Therefore we proved that $W$ is an homeomorphism.

For ordinary differential equations we can prove the converse of Theorem 2.3, that is, for each solution $x_{t}$ of $(P)$ there is a solution $y_{t}$ of $(\mathrm{L})$ such that $\left\|x_{t}-y_{t}\right\| /\left\|x_{t}\right\| \rightarrow 0$ when $t \rightarrow \infty$. For delay equations this is no longer true as is shown by the following example given by J. Hale. Consider the equation

$$
\dot{y}=0 \quad \text { and } \quad \dot{x}=-2 t \exp (1-2 t(x(t-1)))
$$

which has the solution $x(t)=\exp \left(-t^{2}\right)$ and $\left[1-\exp \left(-t^{2}\right)\right] / \exp \left(-t^{2}\right) \leftrightarrow 0$ as $t \rightarrow \infty$.

However it is possible to give a partial converse of Theorem 2.3, that is, if the Lyapunov numbers of the solutions of (L) are finite then the converse is true. This was proved for retarded functional differential
equations by Rodrigues [10]. We give in the following the extension of these results to neutral equations. We will need the following lemmas:

Lemma 2.4. Let $\rho, g \in L_{1}((0, \infty), R), \rho, g \geq 0$. Let $\gamma(t) \geq 0$ be $a$ decreasing smooth function, $\gamma(t) \rightarrow 0$ as $t \rightarrow \infty$. Let $u(t) \geq 0$ be a continuous solution of

$$
u(t) \leq K+\int_{\sigma}^{t} u(s) \rho(s) d s+\frac{1}{\gamma(t)} \int_{t}^{\infty} \gamma(s) u(s) g(s) d s, \quad t \geq \sigma
$$

such that $\gamma(t) u(t)$ is bounded. Then

$$
u(t) \leq \frac{K}{1-\beta} \exp \left\{\frac{1}{1-\beta} \int_{t}^{\infty} g(s) d s\right\}
$$

where $\beta=\int_{\sigma}^{\infty}[\rho(s)+g(s)] d s<1$.
Proof. Let $V(t) \stackrel{\text { def }}{=} \max _{0 \leq s \leq t} u(s)$. Then $V$ is continuous, decreasing, $u(t) \leq V(t)$ and $\gamma(t) V(t)$ is bounded.

For given $t \geq \sigma$ there exists $t_{1} \in[\sigma, t]$ such that

$$
\begin{aligned}
V(t)= & u\left(t_{1}\right) \leq K+V(t)\left[\int_{\sigma}^{\infty} \rho(s) d s+\int_{\sigma}^{\infty} g(s) d s\right] \\
& +\frac{1}{\gamma(t)} \int_{t}^{\infty} \gamma(s) V(s) g(s) d s
\end{aligned}
$$

Let $\sigma$ be sufficiently large in such a way that $\beta<1$. Then

$$
\gamma(t) V(t) \leq \frac{1}{1-\beta}\left[K \gamma(t)+\int_{t}^{\infty} \gamma(s) V(s) g(s) d s\right]
$$

and from Gronwall's inequality we have

$$
\gamma(t) V(t) \leq \frac{K}{1-\beta} \gamma(t) \exp \left\{\frac{1}{1-\beta} \int_{t}^{\infty} g(s) d s\right\}
$$

Lemma 2.5. Let $x(t)$ be a solution of $(\mathrm{P})$ such that

$$
\varlimsup_{t \rightarrow \infty} \frac{\log \left\|x_{t}\right\|}{t}=\mu \in R, \quad u>a_{D}
$$

where

$$
\begin{gather*}
|f(t, \Phi)| \leq h_{2}(t)\|\phi\|, \quad|G(t, \phi)| \leq h_{1}(t)\|\phi\|  \tag{2.21}\\
\int^{\infty} h_{1}(t) d t<\infty, \quad \int^{\infty} h_{2}(t) d t<\infty, \quad \lim h_{1}(t)=0
\end{gather*}
$$

Then there exists $\lambda \in \sigma(A)$ such that $\operatorname{Re} \lambda=\mu$.

Proof. Assume that for every $\lambda \in \sigma(A), \operatorname{Re} \lambda \neq \mu$. Let $\Lambda=\{\lambda \in$ $\sigma(A) \mid \operatorname{Re} \lambda>\mu\}$. Then $C=P \oplus Q$ and there exists $\varepsilon>0$ such that

$$
\begin{gathered}
\left\|T(t-\sigma) \phi^{Q}\right\| \leq M_{1} e^{(\mu-\varepsilon)(t-\sigma)}\left\|\phi^{Q}\right\|, \quad t \geq \sigma, \quad \phi^{Q} \in Q, \\
\left\|T(t-\sigma) \phi^{P}\right\| \leq M_{2} e^{(\mu-\varepsilon)(t+\sigma)}\left\|\phi^{P}\right\|, \quad t \geq \sigma, \quad \phi^{P} \in P, \\
\left\|T(t-\sigma) X_{0}^{P}\right\| \leq M_{3} e^{(\mu-\varepsilon)(t-\sigma)}, \quad t \leq \sigma, \\
\left\|T(t-\sigma) X_{0}^{Q}\right\| \leq M_{4} e^{(\mu-\varepsilon)(t-\sigma)}, \quad t \geq \sigma, \\
\quad \int^{\infty}\left\|d T(s) X_{0}^{Q}\right\| e^{-(\mu-\varepsilon) s} \leq M_{3}, \\
\quad \int^{\infty}\left\|d T(s) X_{0}^{P}\right\| e^{-(\mu+\varepsilon) s} \leq M_{4} .
\end{gathered}
$$

Using the variation of constants formula

$$
\begin{aligned}
z_{t}= & T(t-\sigma) \Phi+\int_{\sigma}^{t}\left\{\left[-d s T(t-s) X_{0}^{Q}\right] G\left(s, z_{s}\right)\right. \\
& \left.\quad+T(t-s) X_{0}^{Q} F\left(s, H\left(s, z_{s}\right)\right) d s\right\} \\
& \quad-\int_{t}^{\infty}\left\{\left[-d s T(t-s) X_{0}^{P}\right] G\left(s, z_{s}\right)+T(t-s) X_{0}^{P} F\left(s, z_{s}\right) d s\right\}
\end{aligned}
$$

where

$$
\begin{aligned}
\Phi=\phi+\int_{\sigma}^{\infty}\{[ & {\left[-d s T(t-s) X_{0}^{P}\right] G\left(s, z_{s}\right) } \\
& \left.+T(t-s) X_{0}^{P} F\left(s, H\left(s, z_{s}\right)\right) d s\right\}
\end{aligned}
$$

From the Mean Value Theorem we have

$$
\begin{aligned}
& e^{-(\mu-\varepsilon) t}\left|\int_{\sigma}^{t}\left[-d s T(t-s) X_{0}^{Q}\right] G\left(s, x_{s}\right) d s\right| \\
& \quad \leq e^{-(\mu-\varepsilon)(t-\sigma)}\left|e^{(\mu-\varepsilon)(t-\sigma)} K_{1} h_{1}(\xi) \int_{t}^{t-\sigma} e^{-(\mu-\varepsilon) u}\left\|d u T(u) X_{0}^{Q}\right\|\right| \\
& \quad \leq K e^{-2 \varepsilon t} e^{\varepsilon \sigma+\varepsilon \xi} h_{1}(\xi)=K e^{-\varepsilon(t-\sigma)} e^{-\varepsilon(t-\xi)} h_{1}(\xi), \quad \sigma \leq \xi \leq t .
\end{aligned}
$$

If $\xi$ goes to a constant or infinity, the above expression goes to zero. Since

$$
d s T(t-s) X_{0}^{P}=B e^{B(t-s)} X_{0}^{P}
$$

and

$$
\mid F\left(t, H\left(t, z_{t}\right) \mid \leq h_{2}(t)\left[1+h_{1}(t)\right]\left\|z_{t}\right\|,\right.
$$

we can prove that

$$
\begin{aligned}
e^{-(\mu+\varepsilon) t} \mid \int_{\sigma}\left\{\left[-d s T(t-s) X_{0}^{Q}\right] G\left(s, z_{s}\right)\right. & \left.+T(t-s) X_{0}^{Q} F\left(s, H\left(s, z_{s}\right)\right) d s\right\} \\
+\int^{\infty}\left\{\left[-d s T(t-s) X_{0}^{P}\right]\right. & G\left(s, z_{s}\right) \\
& \left.+T(t-s) X_{0}^{P} F\left(s, H\left(s, z_{s}\right)\right) d s\right\}
\end{aligned}
$$

goes to zero.
Since $\mu$ being the Lyapunov number of $x_{t}$ implies $e^{-(\mu+\varepsilon) t}\left|x_{t}\right| \rightarrow 0$ as $t \rightarrow \infty$, then $e^{-(\mu+\varepsilon) t} T(t-\sigma) \Phi$ also goes to zero when $t \rightarrow \infty$. Since we assumed $\mu$ does not belong to $\sigma(A)$ and $\mu>a_{D}$, there is $\varepsilon>0$ such that $\mu-\varepsilon$ also does not belong to $\sigma(A)$ and, since $e^{-(\mu+\varepsilon) t} T(t-\sigma) \phi \rightarrow 0, \phi$ does not belong to $P$, and from the relations above $\|T(t-\sigma) \phi\| \leq M e^{(\mu-\varepsilon)(t-\sigma)}\|\phi\| e^{-(\mu-\varepsilon)(t-\sigma)}$

$$
\begin{gathered}
\cdot\left|\int_{\sigma}\left[-d s T(t-s) X_{0}^{Q}\right] G\left(s, x_{s}\right) d s\right| \\
\leq K e^{-\varepsilon(t-\xi)} h_{2}(\xi) \leq K e^{-(\mu-\varepsilon)(t-\sigma)}\left|\int_{\sigma}^{t} T(t-s) X_{0}^{Q} F\left(s, H\left(s, z_{s}\right)\right) d s\right| \\
\leq e^{-(\mu-\varepsilon)(t-\sigma)} \int_{\sigma}^{t} M_{4} e^{(\mu-\varepsilon)(t-s)} F\left(s, H\left(s, z_{s}\right)\right) d s \\
\leq K \int_{\sigma}^{t} h_{2}(s)\left(1+h_{1}(s)\right)\left\|z_{s}\right\| e^{-(\mu-\varepsilon) s} d s . \\
e^{-(\mu-\varepsilon)(t-\sigma)}\left|\int_{t}^{\infty}\left[-d s T(t-s) X_{0}^{P}\right] G\left(s, z_{s}\right)\right| \\
\leq K e^{-(\mu-\varepsilon)(t-\sigma)} \int_{t}^{\infty} B e^{B(t-s)} h_{1}(s)\left\|z_{s}\right\| \\
\leq K e^{-(\mu-\varepsilon)(t-\sigma)} \int_{t}^{\infty} e^{(\mu+\varepsilon)(t-s)} h_{1}\left\|z_{s}\right\| \\
\leq K \int_{t}^{\infty} e^{2 \varepsilon t} e^{-2 \varepsilon s} h_{1}(s)\left\|z_{s}\right\| e^{-(\mu-\varepsilon) s} d s .
\end{gathered}
$$

Then

$$
\begin{aligned}
\left|z_{s}\right| e^{-(\mu-\varepsilon) t} \leq & K+K_{1} \int_{\sigma}^{t} h_{1}(s)\left(1+h_{1}(s)\right)\left|z_{s}\right| e^{-(\mu-\varepsilon) s} d s \\
& +e^{2 \varepsilon t} K_{2} \int_{t}^{\infty} e^{-2 \varepsilon s} h_{1}(s)\left|z_{s}\right| e^{-(\mu-\varepsilon)} d s \\
= & K+K_{2} \int_{\sigma}^{t} \rho(s)\left|z_{s}\right| e^{-(\mu-\varepsilon) s} d s \\
& +K_{2} e^{2 \varepsilon t} \int_{t}^{\infty} e^{-2 \varepsilon s} g(s)\left|z_{s}\right| e^{-(\mu-\varepsilon) s} d s
\end{aligned}
$$

From Lemma 2.4, $z_{t} e^{-(\mu-\varepsilon) s}$ is bounded, a contradiction, because $\mu$ is the Lyapunov number of $z_{t}$ and then the Theorem is proved.

Lemma 2.6. Let $\mu>a_{D}$ and let $x(t)$ be a solution of $(\mathrm{P})$ such that

$$
\varlimsup \overline{\log \left|x_{t}\right|} \frac{t}{t}=\mu \in R
$$

and assume condition (2.21) is satisfied. Then there exists a nonnegative integer $l$ such that

$$
0<C_{1} \leq \frac{\left|x_{t}\right|}{t^{\prime} e^{\mu t}} \leq C_{2}<\infty
$$

Proof. Let

$$
\begin{aligned}
& \Lambda_{p}=\{\lambda \in \sigma(A) \mid \operatorname{Re} \lambda=\mu\} \\
& \Lambda_{S}=\{\lambda \in \sigma(A) \mid \operatorname{Re} \lambda>\mu\} \\
& \Lambda_{Q}=\{\lambda \in \sigma(A) \mid \operatorname{Re} \lambda<\mu\}
\end{aligned}
$$

Then $C=P \oplus S \oplus Q$. As before let $P_{1}=\left\{\phi \in P \mid T(t) \phi / t e^{\mu t} \rightarrow 0\right\}$ where $l \geq 0$ is fixed. We can choose $P_{2}, \sigma>0$ in such a way that $P=P_{1} \oplus P_{2}$. See E. A. Coddington and N. Levinson, Theory of Ordinary Differential Equations, McGraw-Hill, 1955, Exercise 33, p. 106.

$$
\begin{aligned}
\left|T(t) X^{P_{1}} T(-s) \phi^{P}\right| \leq K t^{l-1} s^{N-l} e^{\mu(t-s)}\left|\phi^{P}\right|, & \sigma \leq s \leq t \\
\left|T(t) X^{P_{2}} T(-s) \phi^{P}\right| \leq K t^{l} s^{N-l-1} e^{\mu(t-s)}\left|\phi^{P}\right|, & \sigma \leq t \leq s
\end{aligned}
$$

Moreover there exists $\varepsilon>0$ such that

$$
\begin{aligned}
\left|T(t-s) \phi^{Q}\right| & \leq K e^{(\mu-\varepsilon)(t-s)}\left|\phi^{Q}\right|, & & \sigma \leq s \leq t \\
\left|T(t-s) \phi^{S}\right| & \leq K e^{(\mu+\varepsilon)(t-s)}\left|\phi^{Q}\right|, & & \sigma \leq t \leq s
\end{aligned}
$$

Let $\tilde{Q} \stackrel{\text { def }}{=} Q+P$. The following estimates hold provided $\varepsilon>0$ is small enough:

$$
\begin{array}{ll}
\left|T(t) \phi^{\tilde{Q}}\right| \leq K e^{(\mu-\varepsilon / 2) t}\left|\phi^{\tilde{Q}}\right|, & t \geq 0 \\
\left|T(t) \phi^{S}\right| \leq K e^{(\mu+\varepsilon) t}\left|\phi^{S}\right|, & t \leq 0
\end{array}
$$

Since

$$
\begin{aligned}
z_{t}= & T(t-\sigma) \phi \\
& +\int_{\sigma}^{t}\left\{\left[-d s T(t-s) X_{0}^{\tilde{Q}}\right] G\left(s, x_{s}\right)+T(t-s) X_{0}^{\tilde{Q}} F\left(s, H\left(s, z_{s}\right)\right) d s\right\} \\
& -\int_{t}^{\infty}\left\{\left[-d s T(t-s) X_{0}^{S}\right] G\left(s, z_{s}\right)+T(t-s) X_{0}^{S} F\left(s, H\left(s, z_{s}\right)\right) d s\right\}
\end{aligned}
$$

From the above estimates it is easy to show that

$$
\lim _{t \rightarrow \infty} e^{-(\mu+\varepsilon) t} T(t-\sigma) \phi \rightarrow 0
$$

It then follows that $\phi^{S}=0$. We can also prove, using Lemma 2.4 and the above estimates, that $|T(t-\sigma) \phi| / t^{N-1} e^{\mu t}$ is bounded, where $N=$ largest order of the blocks of $B$, where $B$ is in the Jordan canonical form and $T(t) \phi^{S}=e^{B t}(\Phi, \Psi)$.

Let $l=\min \left\{n \geq 0:\left|x_{t}\right| / t^{N} e^{\mu t}\right.$ be bounded for $\left.t \geq \sigma\right\}$.
We can prove, as we did before, that $z_{t}$ can be written in the following form:

$$
\begin{aligned}
z_{t}= & T(t-\sigma) \Psi \\
& +\int_{\sigma}^{t}\left\{\left[-d s T(t-s) X_{0}^{Q}\right] G\left(s, z_{s}\right)+T(t-s) X_{0}^{Q} F\left(s, H\left(s, z_{s}\right)\right) d s\right\} \\
& +\int_{\sigma}^{\infty}\left\{\left[-d s T(t) X^{P_{1}} T(-s) X_{0}^{P}\right] G\left(s, z_{s}\right)\right. \\
& \left.+T(t) X^{P_{1}} T(-s) X_{0}^{P} F\left(s, H\left(s, z_{s}\right)\right) d s\right\} \\
& \quad-\int_{\sigma}^{\infty}\left\{\left[-d s T(t) X^{P_{2}} T(-s) X_{0}^{P}\right] G\left(s, z_{s}\right)\right. \\
& \left.\quad+T(t) X^{P_{2}} T(-s) X_{0}^{P} F\left(s, H\left(s, z_{s}\right)\right) d s\right\}
\end{aligned}
$$

where

$$
\begin{aligned}
& \psi=\phi^{Q}+\int_{\sigma}^{\infty}\left\{\left[-d s T(\sigma) X^{P_{2}} T(-s) X_{0}^{P}\right] G\left(s, z_{s}\right)\right. \\
&\left.+T(\sigma) X^{P_{2}} T(-s) F\left(s, z_{s}\right) d s\right\}
\end{aligned}
$$

It only remains to prove that the above integrals are convergent, and it also follows that $t^{-l} e^{-\mu t} T(t-\sigma) \psi$ is bounded. Now this is not difficult, using Lemma 2.4 and the known estimates that $t^{-1} e^{-\mu t} T(t-\sigma) \psi \nrightarrow 0$ as $t \rightarrow \infty$ and there exists $C_{1}$ such that $|T(t-\sigma) \psi| / t^{\prime} e^{\mu t} \geq C_{1}>0$ for every $t$ large enough.

Our final conclusion is that there exist constants $C_{1}, C_{2}$ such that $0<C_{1} \leq x_{t} / t^{l} e^{\mu t} \leq C_{2}<\infty$. We then have the following theorem.

Theorem 2.7. Assume $f$ and $G$ are continuous. Let $x(t) \neq 0$ for all sufficiently large $t$ be a solution of $(\mathrm{P})$. Let

$$
\lim _{t \rightarrow \infty} \frac{\log \left|x_{t}\right|}{t}=\mu \in R
$$

Let $N=\max \left\{m /(A-\lambda I)^{m+1}=(A-\lambda I)^{m}\right.$, $\left.\operatorname{Re} \lambda=\mu\right\}$. Let us assume that

$$
\begin{gathered}
|f(t, \phi)| \leq h_{2}(t)\|\phi\|, \quad|G(t, \phi)| \leq h_{1}(t)\|\phi\| \\
\int^{\infty} t^{N-1} h_{1}(t) d t<\infty, \quad \int^{\infty} t^{N-1} h_{2}(t) d t<\infty, \quad \lim _{t \rightarrow \infty} h_{1}(t)=0
\end{gathered}
$$

Then there exists a family of solutions $y_{t}$ of $(\mathrm{L})$ such that

$$
\lim _{t \rightarrow \infty} \frac{\left\|x_{t}-y_{t}\right\|}{\left\|x_{t}\right\|}=0
$$

The proof follows easily from the estimates given before, Lemma 2.4 and the change of variables (1.22).

Applications. Consider the equation
(P) $\frac{d}{d t}\left[x(t)-\alpha_{0} x(t-r)\right]=\beta x(t)-\alpha_{0} \gamma x(t-r)+b(t) x(t-r)$,
where

$$
\begin{gathered}
D \phi=\phi(0)-\alpha_{0} \phi(-r), \quad L \phi=\beta \phi(0)-\alpha_{0} \gamma \phi(-r), \quad G(t, \phi) \equiv 0 \\
|F(t, \phi)|=|b(t) \phi(-r)| \leq|b(t)|\|\phi\| \quad \text { and } \quad \int^{\infty} b(t) d t<\infty
\end{gathered}
$$

The associated linear equation

$$
\begin{equation*}
\frac{d}{d t}\left[x(t)-\alpha_{0} x(t-r)\right]=\beta x(t)-\alpha_{0} \gamma x(t-r) \tag{L}
\end{equation*}
$$

was given by R. Brayton, Bifurcation of periodic solutions in a nonlinear difference-differential equation, Quart. Appl. Math. 24 (1966). In the study of transmission lines Brayton showed that for $\gamma>\beta>0$ there exists an infinite set of real couples $\left(\alpha_{0}, w_{0}\right), w_{0}>0, \alpha_{0}^{2}<1$, such that $\pm i w_{0}$ are simple roots of the characteristic equation

$$
\lambda-\alpha_{0} \lambda e^{-r}+\beta+\alpha_{0} \gamma e^{-\lambda r}=0
$$

and $w_{0}, \alpha_{0}$ satisfy the formulas

$$
\sin w_{0} r=\frac{w_{0}}{\alpha_{0}} \cdot \frac{\gamma+\beta}{w_{0}^{2}+\gamma^{2}}, \quad \cos w_{0} r=\frac{1}{\alpha_{0}} \cdot \frac{w_{0}^{2}-\gamma \beta}{w_{0}^{2}+\gamma^{2}} .
$$

We assume, in systems (L) and (P), $\alpha_{0}=\frac{1}{2}, \beta=1, \alpha_{0} \gamma=3, r=1$. If $\alpha_{0}=\frac{1}{2}<1$, by Melvin's theorem the operator $D$ is stable. See [5].

We now determine the decomposition of $C$ by $\Lambda=\left\{+i w_{0},-i w_{0}\right\}$.
If $\Phi=\left(\phi_{1}, \phi_{2}\right), \phi_{1}(\theta)=\sin w_{0} \theta, \phi_{2}(\theta)=\cos w_{0} \theta,-r \leq \theta \leq 0$, then $\Phi$ is a base for the generalized eigenspace of ( L ) associated with $\Lambda$, since we are assuming these eigenvalues are simple.

Furthermore, $A \Phi=\Phi B$ implies

$$
B=\left(b_{\imath J}\right), \quad b_{11}=b_{22}=0, \quad b_{12}=-b_{21}=-w_{0}
$$

The bilinear form associated to $(\mathrm{P})$ is

$$
\begin{aligned}
(\psi, \phi)= & \psi(0) \phi(0)-\alpha_{0} \psi(0) \phi(-r) \\
& -\alpha_{0} \int_{-r}^{0} \dot{\psi}(\theta+r) \phi(\theta) d \theta-\alpha_{0} \gamma \int_{-r}^{0} \psi(\theta+r) \phi(\theta) d \theta
\end{aligned}
$$

the adjoint equation is

$$
\frac{d}{d t}\left[y(t)-\alpha_{0} y(t+r)\right]=\beta y(t)+\alpha_{0} \gamma y(t+r)
$$

and

$$
\Psi^{*}=\operatorname{col}\left(\psi_{1}^{*}, \psi_{2}^{*}\right), \quad \psi_{1}^{*}(\theta)=\sin w_{0} \theta, \quad \psi_{2}^{*}(\theta)=\cos w_{0} \theta
$$

$0 \leq \theta \leq r$, is a base for generalized real eigenspace of the adjoint equation associated with $\Lambda$.

One can show that

$$
\begin{aligned}
& \left(\psi_{1}^{*}, \phi_{1}\right)=\left(\psi_{2}^{*}, \phi_{2}\right)=\frac{1}{2\left(w_{0}^{2}+\gamma^{2}\right)}\left[\gamma(\gamma+\beta)+r \beta\left(\gamma^{2}+w_{0}^{2}\right)\right] \\
& \left(\psi_{2}^{*}, \phi_{1}\right)=-\left(\psi_{1}^{*}, \phi_{2}\right)=\frac{w_{0}}{2\left(w_{0}^{2}+\gamma^{2}\right)}\left[\gamma+\beta+r\left(\gamma^{2}+w_{0}^{2}\right)\right]
\end{aligned}
$$

If we define

$$
\Psi=\left(\Psi^{*}, \Phi\right)^{-1} \Psi^{*}
$$

then $(\Psi, \Phi)=I$ and we can make the decomposition of $C$ by $\Lambda$.
From the above assumptions we have that the set $\{\lambda \in \sigma(A)$ : $\operatorname{det} \Delta(\lambda)=0\}$ satisfies $\operatorname{Re} \lambda \leq 0$ and the $\lambda \in \sigma(A)$ such that $\operatorname{Re} \lambda=0$ are

$$
\lambda_{1}=+i w_{0} \quad \text { and } \quad \lambda_{2}=-i w_{0}
$$

By Theorem 1.9, since $D$ is stable there exists $\delta>0$ such that $\operatorname{Re} \lambda \leq-\delta$, with $\lambda$ the solution of

$$
\operatorname{det}\left[I-\int_{-r}^{0} e^{\lambda \theta} d \mu(\theta)\right]=0
$$

Then we have that there are only two eigenvalues with real part equal to zero and there exists $\gamma>0$ such that the set $\{z: 0<|\operatorname{Re} z|<\gamma\}$ does not contain any eigenvalue.

If we put $x_{t}=x_{t}(\sigma, \phi, h)=x_{t}^{P}+x_{t}^{0}$ and if $x_{t}^{P}(\sigma, \phi, h)=\Phi y(t)$, then $y(t)$ satisfies the ordinary differential equation

$$
\dot{y}(t)=B_{\Lambda} y(t)+\Psi(0) h(t), \quad t \geq \sigma
$$

where $B_{\Lambda}=B$ and

$$
\Psi(0)=\operatorname{col}\left(\frac{D}{E^{2}+D^{2}}, \frac{1}{E^{2}+D^{2}}\right)
$$

with

$$
\begin{aligned}
& E=\frac{1}{2\left(w_{0}^{2}+\gamma^{2}\right)}\left[\gamma(\gamma+\beta)+r \beta\left(\gamma^{2}+w_{0}^{2}\right)\right] \\
& D=\frac{w_{0}}{2\left(w_{0}^{2}+\gamma^{2}\right)}\left[\gamma+\beta+r\left(\gamma^{2}+w_{0}^{2}\right)\right]
\end{aligned}
$$

If

$$
B=\left[\begin{array}{cc}
0 & w_{0} \\
-w_{0} & 0
\end{array}\right]
$$

we have

$$
e^{B t}=\left[\begin{array}{cc}
0 & e^{i w_{0} t} \\
-e^{i w_{0} t} & 0
\end{array}\right]
$$

and then $\left[\begin{array}{l}1 \\ l\end{array}\right]$ and $\left[\begin{array}{c}-1 \\ 1\end{array}\right]$ are the respective eigenvectors associated to $+i w_{0}$ and $-i w_{0}$.

Furthermore,

$$
y_{1}=\left[\begin{array}{c}
e^{i w_{0} t} \\
i e^{i w_{0} t}
\end{array}\right] \quad \text { and } \quad y_{2}=\left[\begin{array}{c}
-e^{-i w_{0} t} \\
i e^{-i w_{0} t}
\end{array}\right]
$$

are solutions of

$$
\dot{y}(t)=B_{\Lambda} y(t)
$$

Since the conditions of Theorem 2.1 are satisfied we conclude that

$$
\frac{x(t)-C_{1} e^{i w_{0} t}}{C_{1} e^{i w_{0} t}} \rightarrow 0 \quad \text { with } t \rightarrow \infty
$$

and this implies

$$
x(t)-C_{1} e^{t w_{0} t}=C_{1} e^{t w_{0} t} \cdot o(1)=o(1)
$$
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