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> We consider the flat Cauchy problem from a characteristic submanifold $\Sigma$ of high codimension (greater than 1).

Introduction. In the case of a characteristic hypersurface (codimension 1), several have studied the flat Cauchy problem for operators of "Fuchsian type". Baouendi and Goulaouic [4] considered the case where the operator had coefficients analytic in the space variable. In the $C^{\infty}$ case, $S$. Alinhac [1], [2] studied hyperbolic Fuchsian operators. He showed that when the operator was strictly hyperbolic for $t>0$, one had wellposedness in the flat Cauchy problem. Uniqueness results for a more general class of Fuchsian operators have been obtained by G. Roberts [8] when the coefficients are smooth.

For submanifolds of higher codimension, Alinhac and Baouendi [3] studied the uniqueness question. In particular, they defined (strictly) radially hyperbolic operators, and, when $\Sigma$ was simply a point, proved uniqueness for such operators if the solution to $P u=0$ was sufficiently flat at $t=0$. They showed the same result for second order (strictly) radially hyperbolic operators when $\Sigma$ had dimension greater than or equal to 1 . We present here results of existence, regularity, and flatness for those two cases and use their uniqueness results to obtain well-posedness in the flat Cauchy problem.

When $\Sigma$ is just a point, Theorem 3 proves well-posedness for (strictly) radially hyperbolic operators of any order. Using pseudodifferential calculus on a compact manifold without boundary, Theorem 1 shows existence of "nice" distribution solutions to the equation $P u=f$. This is done via an energy method involving Sobolev norms. For a good review of these notions, the reader is referred to Alinhac [2], Hörmander [5], Nirenberg [6], [7], and Treves [9]. Theorem 2 gives better regularity to the solutions of Theorem 1; it provides solutions flat to any finite order desired. Theorem 3 then follows from Theorem 2 and the uniqueness [3].

When $\operatorname{dim} \Sigma \geq 1$, Theorems 4 and 5 yield the same well-posedness result for second order (strictly) radially hyperbolic operators and similar first order hyperbolic systems respectively.

1. Results for radially hyperbolic operators when $\Sigma$ is a point. Let $W=\left\{x \in \mathbf{R}^{n}:|x| \leq T\right\}$ with $0<T \leq \infty$. We use the notation

$$
\partial_{x}^{\alpha}=\left(\frac{\partial}{\partial x_{1}}\right)^{\alpha_{1}} \cdots\left(\frac{\partial}{\partial x_{n}}\right)^{\alpha_{n}}, \quad D_{x}^{\alpha}=(-i)^{|\alpha|} \partial_{x}^{\alpha}
$$

for a multi-index $\alpha \in \mathbf{N}^{n},|\alpha|=\alpha_{1}+\cdots+\alpha_{n}$, and assume $P\left(x, \partial_{x}\right)$ to be an $m$ th order linear partial differential operator with smooth coefficients defined in $W$. We further assume that in polar coordinates $(t, \theta) \in[0, T]$ $\times S^{n-1}, x=t \theta, t=|x|$, our operator $P$ takes the form

$$
\begin{equation*}
P\left(t, \theta, t \partial_{t}, \partial_{\theta}\right)=\left(t \partial_{t}\right)^{m}+\sum_{j=0}^{m-1} P_{m-j}\left(t, \theta, \partial_{\theta}\right)\left(t \partial_{t}\right)^{j}, \tag{1.1}
\end{equation*}
$$

where $P_{m-j}$ is a linear partial differential operator defined on the sphere $S^{n-1}$, of order $m-j$, depending smoothly on the parameter $t$. Let $\tau$ be the dual variable to $t$ and $(\theta, \eta)$ be the variable in $T^{*}\left(S^{n-1}\right)$. For $\rho=t \tau$ and $p_{m-j}(t, \theta, \eta)$ denoting the (globally defined) principal symbol of $P_{m-j}\left(t, \theta, \partial_{\theta}\right)$, we say that $P$ of the form (1.1) is (strictly) radially hyperbolic at the point $0 \in W$ if its principal symbol, namely

$$
p_{m}(t, \theta, \rho, \eta)=(i \rho)^{m}+\sum_{j=0}^{m-1} p_{m-j}(t, \theta, \eta)(i \rho)^{\prime},
$$

has (distinct) real roots in $\rho$, i.e.

$$
\begin{equation*}
p_{m}=i^{m} \prod_{k=1}^{m}\left(\rho-l_{k}(t, \theta, \eta)\right) \tag{1.2}
\end{equation*}
$$

with the $l_{k}$ 's real (and distinct) for all $(t, \theta, \eta) \in[0, T] \times\left(T^{*}\left(S^{n-1}\right) \backslash 0\right)$.
Remark. If $P$ is radially hyperbolic at the point $0 \in W$, then it is hyperbolic with respect to the hypersurface $\{t=\varepsilon\}$ for each $\varepsilon, 0<\varepsilon<T$, but at the point $0 \in W, P$ becomes characteristic, i.e. for $t=0, \tau=1$, $\eta=0$, we see that $p_{m}$ vanishes.

Example. The following operator, with $a_{1}, a_{2}$, and $a_{3}$ smooth near $(0,0) \in \mathbf{R}^{2}$, is characteristic at $(0,0)$ :

$$
\begin{aligned}
P= & \left(x^{2}-y^{2}\right)\left(\partial_{x}^{2}-\partial_{y}^{2}\right)+4 x y \partial_{x} \partial_{y}+a_{1}(x, y) x \partial_{x} \\
& +a_{2}(x, y) y \partial_{y}+a_{3}(x, y) .
\end{aligned}
$$

But in polar coordinates we have

$$
P=\left(t \partial_{t}\right)^{2}-\partial_{\theta}^{2}+a(t, \theta) t \partial_{t}+b(t, \theta) \partial_{\theta}+c(t, \theta)
$$

and hence $P$ is strictly radially hyperbolic at $(0,0) \in \mathbf{R}^{2}$.
The main result of this section is Theorem 3, which solves the flat Cauchy problem for radially hyperbolic operators at a point. The problem in this case is

$$
\left\{\begin{array}{l}
P u=f, \quad f \in C^{\infty}\left([0, T] \times S^{n-1}\right),\left.\quad \partial_{t}^{j} f\right|_{t=0}=0 \quad \text { for all } j \in \mathbf{N} \\
u \in C^{\infty}\left([0, T] \times S^{n-1}\right),\left.\quad \partial_{t}^{j} u\right|_{t=0}=0 \quad \text { for all } j \in \mathbf{N}
\end{array}\right.
$$

As a prelude to Theorem 3, we first prove existence of somewhat "nice" distribution solutions to $P u=f$. We shall use the notation $u \in L_{-k}^{2}$ to mean $t^{-k} u \in L^{2}$ for $k$ a positive integer.

Theorem 1. Let $M$ be a smooth compact $(n-1)$ dimensional manifold without boundary, and let $s$ and $k$ be arbitrary positive integers. Assume $P$ of the form (1.1) satisfies (1.2) with $M$ replacing $S^{n-1}$. Assume too that for $0<T<\infty, f \in C^{\infty}\left([0, T] ; H_{s}(M)\right)$ where $H_{s}(M)$ denotes the usual Sobolev space on $M$, and that $f$ is flat at $t=0$, i.e. $\left.\partial_{t}^{j} f\right|_{t=0}=0$ for all $j \in \mathbf{N}$. Then there exists $u_{s, k} \in L_{-k}^{2}\left([0, T] ; H_{s}(M)\right)$ such that $P u_{s, k}=f$ in $\mathscr{D}^{\prime}((0, T) \times M)$.

Theorem 1 is not proved by solving directly the equation $P u=f$. Instead, we introduce the new operator $Q_{\lambda}=P\left(t, \theta, t \partial_{t}+\lambda, \partial_{\theta}\right)$ for $\lambda \in \mathbf{N}$ and solve $Q_{\lambda} w=t^{-\lambda} f, \lambda$ large. In doing so, since $Q_{\lambda}\left(t^{-\lambda} v\right)=t^{-\lambda} P v$, we have a solution of the form $u=t^{\lambda} w$, i.e.

$$
P u=P\left(t^{\lambda} w\right)=t^{\lambda} Q_{\lambda} w=t^{\lambda} t^{-\lambda} f=f
$$

To solve $Q_{\lambda} w=t^{-\lambda} f$ we use the Riesz Theorem and the following lemma concerning the adjoint operator $Q_{\lambda}^{*}$.

Lemma 1. With the assumptions as in Theorem 1, there exists $\lambda_{s} \in \mathbf{N}$ such that for every $\lambda \geq \lambda_{s}$ and all $v \in C_{0}^{\infty}((0, T) \times M)$ we have

$$
\|v\|_{L^{2}\left([0, T] ; H_{-s}(M)\right)} \leq\left\|Q_{\lambda}^{*} v\right\|_{L^{2}\left([0, T] ; H_{-s}(M)\right)} .
$$

The preceding lemma utilizes pseudodifferential calculus by factoring the operator $Q_{\lambda}$. For each root $l_{k}(t, \theta, \eta)$ we have the corresponding factor

$$
\Lambda_{k}+\lambda=t \partial_{t}+\lambda-L_{k}\left(t, \theta, D_{\theta}\right)
$$

where $L_{k} \in C^{\infty}\left([0, T] ; \mathscr{L}^{1}(M)\right)$ is a pseudodifferential operator of order 1 on $M$, smooth in $t$, with principal symbol equal to $i l_{k}(t, \theta, \eta)$. The inequality for $Q_{\lambda}^{*}$ is shown to follow from similar inequalities for each of its factors.

If we assume more regularity in the right-hand side function $f$, the following theorem then shows us we can expect more regularity in the solution.

Theorem 2. In addition to the assumptions of Theorem 1, let $f$ be in $C^{\infty}([0, T] \times M)$. Then for $T_{0} \in(0, T)$, there exists $u_{s, k}$ in $C^{k}\left(\left[0, T_{0}\right] ; H_{s}(M)\right)$ such that

$$
P u_{s, k}=f \quad \text { in }\left[0, T_{0}\right] \times M \quad \text { and }\left.\quad \partial_{t}^{j} u_{s, k}\right|_{t=0}=0 \quad \text { for } 0 \leq j \leq k
$$

Theorem 2 is a consequence of Theorem 1, Sobolev's Embedding Theorem, and the following lemma.

Lemma 2. With assumptions as in Theorem 2 , let $s^{\prime}, r$, and $l^{\prime}$ be positive integers such that $s^{\prime} \geq l^{\prime}+m-1$ and $r \geq l^{\prime}+m-1$. Then there exists $u_{s^{\prime}, l^{\prime}, r} \in L_{-r}^{2}\left([0, T] ; H_{s^{\prime}}(M)\right)$ satisfying

$$
\left\{\begin{array}{l}
P u_{s^{\prime}, l^{\prime}, r}=f \text { in } \mathscr{D}^{\prime}((0, T) \times M) \\
\partial_{t}^{j} u_{s^{\prime}, l^{\prime}, r} \in L_{-(r-m-j+1)}^{2}\left([0, T] ; H_{s^{\prime}-m-j+1}(M)\right), \quad 0 \leq j \leq l^{\prime}
\end{array}\right.
$$

Combining Theorem 2 with the uniqueness result of Alinhac and Baouendi (Theorem 2 of [3]) yields Theorem 3 below.

Theorem 3. Let $M$ be as before and assume $P\left(t, \theta, t \partial_{t}, \partial_{\theta}\right)$ is of the form (1.1) and satisfies (1.2) with $S^{n-1}$ replaced by M. If

$$
f \in C^{\infty}([0, T] \times M), \quad 0<T \leq \infty
$$

and flat at $t=0$, then there exists a unique $u \in C^{\infty}([0, T] \times M)$ such that

$$
\begin{equation*}
P u=f \quad \text { in }[0, T] \times M \quad \text { and } \quad u \text { is flat at } t=0 . \tag{1.3}
\end{equation*}
$$

Remark. The uniqueness result proved by Alinhac and Baouendi [3] is stated as one for flat functions; however, as indicated by their proof for the hyperbolic case, functions flat to some finite order will suffice. This is exactly what our Theorem 2 provides.

Corollary 3. Assume that $P$ has the form (1.1) and that its principal symbol has only real roots in $\rho$ of constant multiplicity, i.e.

$$
\begin{equation*}
p_{m}=i^{m} \prod_{j=1}^{r}\left(\rho-l_{j}(t, \theta, \eta)\right)^{m_{j}} \tag{1.4}
\end{equation*}
$$

with the $l_{j} s(j=1, \ldots, r)$ real and distinct.
Also assume that $P$ satisfies the following Levi-type condition: For each $j=1, \ldots, r, P$ can be written

$$
\begin{equation*}
P=\sum_{k=0}^{m_{j}} Q_{j, k}\left(t, \theta, t \partial_{t}, \partial_{\theta}\right) \Lambda_{J}^{m_{j}-k} \tag{1.5}
\end{equation*}
$$

with $Q_{j, k}$ a pseudodifferential operator on $(0, T) \times M$, differential in $t \partial_{t}$, of total order $m-m_{j}$, where $\Lambda_{j}=t \partial_{t}-L_{j}$ is defined as before. Then the conclusion of Theorem 3 remains true.

The Levi-type condition implies a factorization for $Q_{\lambda}$ similar to the one in the strictly hyperbolic case. This factorization also shows that the uniqueness result of Alinhac and Baouendi [3] still holds.
2. Results for radially hyperbolic operators when $\operatorname{dim} \Sigma \geq 1$. With $\Sigma$ a $\nu$-dimensional submanifold of $\mathbf{R}^{n+\nu}$ containing the origin $(\nu \geq 1)$, and $P\left(z, \partial_{z}\right), z \in \mathbf{R}^{n+\nu}$, an $m$ th order linear partial differential operator with smooth coefficients defined near $0 \in \mathbf{R}^{n+\nu}$, we assume there exists local coordinates $(x, y)$ near 0 so that $\Sigma=\{y=0\}$ and $P$, written in cylindrical coordinates $t=|y|, y=t \theta, \theta \in S^{n-1}$, takes the form

$$
\begin{equation*}
P=\left(t \partial_{t}\right)^{m}+\sum_{j=0}^{m-1} P_{m-j}\left(t, x, \theta, t \partial_{x}, \partial_{\theta}\right)\left(t \partial_{t}\right)^{j} \tag{2.1}
\end{equation*}
$$

Here

$$
P_{m-j}=\sum_{|\alpha| \leq m-j} Q_{m-j-|\alpha|}^{\alpha}\left(t, x, \theta, \partial_{\theta}\right)\left(t \partial_{x}\right)^{\alpha}
$$

with $Q_{m-J-|\alpha|}^{\alpha}$ a differential operator defined on the sphere $S^{n-1}$, of order $m-j-|\alpha|$, depending smoothly on $(t, x) \in[0, T] \times \Omega, 0<T \leq \infty, \Omega$ some open set in $\mathbf{R}^{\nu}$ containing the origin.

We let $\tau, \xi$ be the dual variables to $t, x$ respectively and $(\theta, \eta)$ the variable in $T^{*}\left(S^{n-1}\right)$. Denoting the principal symbol of $Q_{m-j-|\alpha|}^{\alpha}$ by $q_{m-j-|\alpha|}^{\alpha}$ and setting $\rho=t \tau, \zeta=t \xi$, we say that the operator $P$ of the form (2.1) is (strictly) radially hyperbolic with respect to $\Sigma$ near 0 if its principal
symbol,

$$
p_{m}(t, x, \theta, \rho, \zeta, \eta)=(i \rho)^{m}+\sum_{j=0}^{m-1} \sum_{|\alpha| \leq m-\jmath} q_{m-\jmath-|\alpha|}^{\alpha}(t, x, \theta, \eta)(i \zeta)^{\alpha}(i \rho)^{J}
$$

has (distinct) real roots in $\rho$, i.e.

$$
\begin{equation*}
p_{m}=i^{m} \prod_{k=1}^{m}\left(\rho-l_{k}(t, x, \theta, \zeta, \eta)\right) \tag{2.2}
\end{equation*}
$$

with the $l_{k}$ 's real (and distinct)
for all $(t, x, \theta, \zeta, \eta) \in[0, T] \times\left(T^{*}\left(\Omega \times S^{n-1}\right) \backslash 0\right)$.
Remark. If $P$ is radially hyperbolic with respect to $\Sigma$ near 0 , then for each $\varepsilon, 0<\varepsilon<T$, it is hyperbolic with respect to the cylinder $\{t=\varepsilon\}$, but is characteristic with respect to $\Sigma$.

Example. The operator in $\mathbf{R}^{3}$,

$$
P=\left(y^{2}-z^{2}\right)\left(\partial_{y}^{2}-\partial_{z}^{2}\right)+4 y z \partial_{y} \partial_{z}-\left(y^{2}+z^{2}\right) \partial_{x}^{2}+2\left(y \partial_{y}+z \partial_{z}\right)
$$

with $\Sigma=\{y=z=0\}$ becomes in cylindrical coordinates

$$
P=\left(t \partial_{t}\right)^{2}-t^{2} \partial_{x}^{2}-\partial_{\theta}^{2}
$$

and hence, is strictly radially hyperbolic with respect to $\Sigma$ near $(0,0,0) \in$ $\mathbf{R}^{3}$.

The following theorem solves the flat Cauchy problem for second order operators which are radially hyperbolic with respect to manifolds of any dimension. The question regarding higher order operators is currently under study.

TheOrem 4. Let $M$ be a smooth compact $(n-1)$ dimensional manifold without boundary, and let $f \in C^{\infty}([0, T] \times \Omega \times M)$ where $0<T \leq \infty$ and $\Omega$ is some open neighborhood of the origin in $\mathbf{R}^{\nu}$. Assume $P$ has the form (2.1) with $m=2$ and satisfies (2.2) with $M$ replacing $S^{n-1}$. Then if $f$ is flat at $t=0$ there exists a unique $u \in C^{\infty}([0, T] \times \Omega \times M)$ such that

$$
P u=f \quad \text { in }[0, T] \times \Omega \times M \quad \text { and } \quad u \text { is flat at } t=0 .
$$

Theorem 4 is proved by obtaining an estimate similar to the one of Lemma 1 (although the techniques are different) and uses another uniqueness result due to Alinhac and Baouendi (Theorem $4^{\prime}$ of [3]). Finally, we have the same result for certain first order hyperbolic systems.

Theorem 5. With $M, T$, and $\Omega$ as before, let

$$
L\left(t, x, \theta, t \partial_{t}, t \partial_{x}, D_{\theta}\right)=t \partial_{t}+\sum A_{i}(t, x, \theta) t \partial_{x_{i}}+\Lambda\left(t, x, \theta, D_{\theta}\right)
$$

be a first order operator defined on $[0, T] \times \Omega \times M$ with each $A_{i}$ a smooth $N \times N$ hermitian matrix, and $\Lambda$ an $N \times N$ matrix of operators in $\mathscr{L}^{1}(M)$ depending smoothly on $(t, x) \in[0, T] \times \Omega$. Assume that the principal symbol (matrix) of $\Lambda$, defined now by $\sigma_{1}(\Lambda)$, satisfies $\sigma_{1}(\Lambda)=-\sigma_{1}\left(\Lambda^{*}\right)$. Then, given $f \in C^{\infty}([0, T] \times \Omega \times M)$, f flat at $t=0$, we have existence of $a$ unique $u \in C^{\infty}([0, T] \times \Omega \times M)$ satisfying

$$
L u=f \quad \text { in }[0, T] \times \Omega \times M \quad \text { and } \quad u \text { is flat at } t=0
$$

3. Proof of Theorem 1. We begin by proving Lemma 1 . Since the principal symbol of $P$ satisfies (1.2), each root $l_{k}(t, \theta, \eta)$ is positively homogeneous of degree one with respect to the fiber variable $\eta$ and smooth in $t$ and $\theta$. We let $L_{k}\left(t, \theta, D_{\theta}\right)$ be a pseudodifferential operator of order 1 on $M$, smooth in $t$, with principal symbol equal to $i l_{k}$, and set $\Lambda_{k}=t \partial_{t}-L_{k}$. From (1.1) and (1.2) one can easily check that

$$
\begin{equation*}
P=\Lambda_{1} \Lambda_{2} \cdots \Lambda_{m}+\sum_{j=0}^{m-1}\left(t \partial_{t}\right)^{j} O(m-j) \tag{3.1}
\end{equation*}
$$

where $O(j)$ will be used to denote various pseudodifferential operators on $M$, of order $j$, smooth in $t$. For $k \neq j$, we know by (1.2) that $L_{k}-L_{j}$ is elliptic, so there exists a parametrix $Q_{k, j}$ of order -1 on $M$, smooth in $t$, such that $\left(L_{k}-L_{j}\right) Q_{k, J}=1 \bmod O(-1)$. Applying this fact repeatedly in (3.1) yields

$$
\begin{equation*}
P=\Lambda_{1} \cdots \Lambda_{m}+\sum_{j=0}^{m-1}\left(t \partial_{t}\right)^{j} \sum_{|I| \leq m-j} \Lambda_{I} \tilde{a}_{I}^{0} \tag{3.2}
\end{equation*}
$$

where

$$
\left\{\begin{array}{l}
I=\left(i_{1}, \ldots, i_{k}\right) \subset(1, \ldots, m), \quad k \leq m \\
\Lambda_{I}=1, \quad \text { if }|I|=0, \\
\Lambda_{I}=\Lambda_{i_{1}} \Lambda_{i_{2}} \cdots \Lambda_{i_{k}}, \quad \text { if }|I|=k, \tilde{a}_{I}^{0} \in C^{\infty}\left([0, T] ; \mathscr{L}^{0}(M)\right)
\end{array}\right.
$$

The existence of $Q_{k, j}$ also shows that $\left(t \partial_{t}\right)^{j}=\sum_{|J| \leq j} \Lambda_{J} b_{J}^{0}$, and so

$$
\begin{equation*}
P=\Lambda_{1} \cdots \Lambda_{m}+\sum_{|I| \leq m-1} \Lambda_{I} a_{I}^{0}, \quad a_{I}^{0} \in C^{\infty}\left([0, T] ; \mathscr{L}^{0}(M)\right) \tag{3.3}
\end{equation*}
$$

With $Q_{\lambda}=P\left(t, \theta, t \partial_{t}+\lambda, \partial_{\theta}\right)$, we immediately get the factorization for the adjoint operator

$$
\begin{equation*}
Q_{\lambda}^{*}=\left(\Lambda_{m}+\lambda\right)^{*} \cdots\left(\Lambda_{1}+\lambda\right)^{*}+\sum_{|I| \leq m-1} a_{I}^{0^{*}}(\Lambda+\lambda)_{I}^{*} \tag{3.4}
\end{equation*}
$$

For each factor in (3.4) we first shall prove the following inequality: For $s \in \mathbf{N}$ there exists $\lambda_{s} \in \mathbf{N}$ such that for all $\lambda \geq \lambda_{s}$ and $v \in C_{0}^{\infty}((0, T) \times M)$
we have

$$
\begin{equation*}
\lambda\|v\|_{L^{2}\left([0, T] ; H_{-s}(M)\right)}^{2} \leq 2\left\|\left(\Lambda_{k}+\lambda\right)^{*} v\right\|_{L^{2}\left([0, T] ; H_{-s}(M)\right)}^{2} \tag{3.5}
\end{equation*}
$$

To prove this, let $\left(\tilde{\Omega}, \theta_{1}, \ldots, \theta_{n-1}\right)$ be a local chart corresponding to one of a finite number of coordinate patches $\left\{U_{j}\right\}$ covering $M$, and let $\left\{\varphi_{j}\right\}$ be a square partition of unity subordinated to the $\left\{U_{j}\right\}$. We use the Sobolev norm

$$
\|v\|_{H_{-s}(M)}^{2}=\sum_{j=1}^{N}\left\|\varphi_{j} v\right\|_{H_{-s}\left(\mathbf{R}_{\theta}^{n-1}\right)}^{2}
$$

and observe that

$$
\begin{aligned}
-t \partial_{t}\left\|\varphi_{j} v\right\|_{-s}^{2}= & 2 \operatorname{Re}\left\langle\left(\Lambda_{k}+\lambda\right)^{*} \varphi_{J} v, \varphi_{j} v\right\rangle_{-s}+2(1-\lambda)\left\|\varphi_{j} v\right\|_{-s}^{2} \\
& +2 \operatorname{Re}\left\langle L_{k}^{*} \varphi_{j} v, \varphi_{J} v\right\rangle_{-s}
\end{aligned}
$$

The hyperbolicity condition implies that the principal symbol of $L_{k}, i l_{k}$, is purely imaginary, and so we may estimate the last term by $C_{1}\left\|\varphi_{J} v\right\|_{-s}^{2}$. Noting that the commutator $\left[\left(\Lambda_{k}+\lambda\right)^{*}, \varphi_{j}\right]$ is of order 0 , after summing over $j$ and integrating from 0 to $T$, we obtain

$$
(2 \lambda-C) \int_{0}^{T}\|v\|_{H_{-s}(M)}^{2} d t \leq 2 \int_{0}^{T}\left\|\left(\Lambda_{k}+\lambda\right)^{*} v\right\|_{H_{-s}(M)}^{2} d t
$$

Inequality (3.5) then follows for $\lambda_{s} \geq C$.
Rewriting the factorization (3.4) and using inequality (3.5) allows us to absorb terms of length $m-1$ to yield for $\lambda$ large enough

$$
\begin{aligned}
\sum_{|I|=m-1} \|(\Lambda+ & \lambda)_{I}^{*} v \|_{L^{2}\left(H_{-s}\right)}^{2} \\
& \leq\left\|Q_{\lambda}^{*} v\right\|_{L^{2}\left(H_{-s}\right)}^{2}+C \sum_{|I| \leq m-2}\left\|(\Lambda+\lambda)_{I}^{*} v\right\|_{L^{2}\left(H_{-s}\right)}^{2}
\end{aligned}
$$

Applying (3.5) and this process repeatedly implies there exists $\lambda_{s} \in \mathbf{N}$ such that for all $\lambda \geq \lambda_{s}$ and all $v \in C_{0}^{\infty}((0, T) \times M)$ we have

$$
\begin{equation*}
\|v\|_{L^{2}\left([0, T] ; H_{-s}(M)\right)}^{2} \leq\left\|Q_{\lambda}^{*} v\right\|_{L^{2}\left([0, T] ; H_{-s}(M)\right)}^{2} \tag{3.6}
\end{equation*}
$$

This proves Lemma 1.
Inequality (3.6) shows that the linear functional $\left\langle t^{-\lambda} f, v\right\rangle_{L^{2}([0, T] \times M)}$ is bounded in the norm $\left[\int_{0}^{T}\left\|Q_{\lambda}^{*} v\right\|_{H_{-s}(M)}^{2} d t\right]^{1 / 2}$, and so, by the Riesz Theorem, admits the representation $\left\langle u_{0}, Q_{\lambda}^{*} v\right\rangle_{L^{2}\left(H_{-s}\right)}$ where $u_{0}$ is in $L^{2}\left([0, T] ; H_{-s}(M)\right)$. Therefore,

$$
\left\langle t^{-\lambda} f, v\right\rangle_{L^{2}([0, T] \times M)}=\left\langle u_{1}, Q_{\lambda}^{*} v\right\rangle_{L^{2}([0, T] \times M)}
$$

for some $u_{1} \in L^{2}\left([0, T] ; H_{s}(M)\right)$, and $Q_{\lambda} u_{1}=t^{-\lambda} f$ in $\mathscr{D}^{\prime}((0, T) \times M)$. With $u_{s, \lambda}=t^{\lambda} u_{1}$, we have $P u_{s, \lambda}=t^{\lambda} Q_{\lambda} u_{1}=f$ in $\mathscr{D}^{\prime}$ and $u_{s, \lambda}$ is in $L_{-\lambda}^{2}\left([0, T] ; H_{s}(M)\right)$. Choosing $\lambda$ sufficiently large then proves Theorem 1.

## 4. Proof of Theorems 2, 3 and Corollary 3.

Proof of Lemma 2. Theorem 1 tells us there exists a distribution solution $u_{s^{\prime}, r} \in L_{-r}^{2}\left(H_{s^{\prime}}\right)$ to $P u=f$. We will show that this is indeed the $u_{s^{\prime}, l^{\prime} r}$ needed. From now on call it simply $u$. Clearly $u$ belongs to $L_{-(r-m+1)}^{2}\left(H_{s^{\prime}-m+1}\right)$. Manipulating the equation $P u=f$, one can show by induction on $k$ the following sublemma.

Sublemma 1. For each $k=1, \ldots, m-1$ and each $j=0,1, \ldots, m-k$, there exists $Q_{(m-j-k)}^{k}$, a differential operator on $M$, smooth in $t$, of order $m-j-k$, satisfying

$$
Q_{(0)}^{k} \equiv 1, \quad \sum_{j=0}^{m-k}\left(t \partial_{t}\right)^{j} Q_{(m-j-k)}^{k}\left(t^{-(r-k)} u\right) \in L^{2}\left(H_{s^{\prime}-m}\right)
$$

Using Sublemma 1 with $k=m-1$ implies $\partial_{t} u \in L_{-(r-m)}^{2}\left(H_{s^{\prime}-m}\right)$. Applying Sublemma 1 repeatedly, by induction one can show $\partial_{t}^{l} u$ is in $L_{-(r-m-l+1)}^{2}\left(H_{s^{\prime}-m-l+1}\right), l=0, \ldots, m-1$. For $l=m$ the result follows from the equation

$$
\left(t \partial_{t}\right)^{m} u=f-\sum_{j=0}^{m-1} P_{m-j}\left(t \partial_{t}\right)^{j} u
$$

Finally, for $l>m$, we operate both sides of the equation above by $\left(t \partial_{t}\right)^{l-m}$ and apply similar techniques. This concludes the proof of Lemma 2.

Proof of Theorem 2. Let $k, s \in \mathbf{N}$ be given, and choose $l^{\prime}, s^{\prime}$, and $r$ such that $l^{\prime}>k+1, s^{\prime} \geq s+l^{\prime}+m-1$, and $r \geq m+l^{\prime}$. Denote the solution from Lemma 2 by $u_{s, k}$. In particular, we have $t^{-1} \partial_{t}^{j} u_{s, k} \in L^{2}\left(H_{s}\right)$ for $0 \leq j \leq l^{\prime}$. Since $l^{\prime}$ was chosen appropriately large, Sobolev's Embedding Theorem implies that our solution is in $C^{k}\left((0, T) ; H_{s}(M)\right)$, and it is easy to see that $\lim _{t \rightarrow 0+} \partial_{t}^{J} u_{s, k}=0,0 \leq j \leq k$. Thus, for any $T_{0} \in(0, T)$, $u_{s, k} \in C^{k}\left(\left[0, T_{0}\right] ; H_{s}(M)\right)$ and $P u_{s, k}=f$ pointwise in $\left[0, T_{0}\right] \times M$. This proves the theorem.

Proof of Theorem 3. Theorem 2 provides a solution in $C^{k}\left(\left[0, T_{0}\right] ; H_{s}(M)\right)$ flat to order $k$. Choosing $k$ large enough and applying
the uniqueness result of Alinhac and Baouendi (Theorem 2 of [3]), gives

$$
u_{s, k}=u_{s, k+1}=\cdots=u_{s, \infty} \in C^{\infty}\left(\left[0, T_{1}\right] ; H_{s}(M)\right)
$$

with $T_{1} \in\left(0, T_{0}\right]$ and $u_{s, \infty}$ flat at $t=0$. Since we are free to pick $s$ larger and larger, we have by Sobolev's Embedding Theorem that $u=u_{s, \infty}$ is actually in $C^{\infty}\left(\left[0, T_{1}\right] \times M\right)$. Now let $0<T \leq \infty$ and $0<\varepsilon<T_{1}$. Since $P$ is strictly hyperbolic with respect to $\{t=\varepsilon\}$, there exists a unique $u_{\varepsilon}$ in $C^{\infty}([\varepsilon, T] \times M)$ satisfying $P u_{\varepsilon}=f$ in $[\varepsilon, T] \times M$ and $\left.\partial_{t}^{J} u_{\varepsilon}\right|_{t=\varepsilon}=\left.\partial_{t}^{J} u\right|_{t=\varepsilon}$, $0 \leq j \leq m-1$. The result of Theorem 3 then follows by the uniqueness of the solution in $\left[\varepsilon, T_{1}\right] \times M$.

Proof of Corollary 3. By techniques similar to those of K. Yamamoto [10], we can use the Levi-type condition (1.5) to show the following factorization for $P$ :

$$
P=\sum_{|I| \leq m} \gamma_{I}^{0} A_{I}, \quad \text { with } \gamma_{I}^{0} \in C^{\infty}\left([0, T] ; \mathscr{L}^{0}(M)\right)
$$

and $A_{j}$ defined to be $\Lambda_{l}$ for every $j$ satisfying $m_{1}+\cdots+m_{l-1}+1 \leq j \leq$ $m_{1}+\cdots+m_{l}$. Combining this factorization with the assumption on the principal symbol, (1.4), implies actually

$$
P=\Lambda_{1}^{m_{1}} \Lambda_{2}^{m_{2}} \cdots \Lambda_{r}^{m_{r}}+\sum_{|I| \leq m-1} \gamma_{I}^{0}\left(t, \theta, D_{\theta}\right) A_{I}
$$

or, after manipulating commutators,

$$
P=\Lambda_{1}^{m_{1}} \cdots \Lambda_{r}^{m_{r}}+\sum_{|I| \leq m-1} A_{I} \tilde{\gamma}_{I}^{0}
$$

This factorization is all that is needed now to get the conclusions of Theorems 1 and 2. For uniqueness, we see that each factor has the form $\Lambda_{j}=t \partial_{t}-L_{j}$, and by virtue of the fact that the principal symbol of $L_{J}$ has no real part, one has the estimate

$$
\begin{equation*}
\operatorname{Re}\left\langle L_{J} v, v\right\rangle_{L^{2}(M)} \geq-C\|v\|_{L^{2}(M)}^{2} \quad \text { for all } v \in C^{1}\left([0, T] ; H_{2}(M)\right) \tag{4.1}
\end{equation*}
$$

Let $T_{1} \in(0, T)$. For functions $u \in C^{k}\left([0, T] ; H_{2}(M)\right)$, flat to order $k$ (with $k$ large enough), by setting $v=t^{-\gamma} u$ and using (4.1), one can show for $\gamma$ large enough that

$$
\gamma\left\|t^{-\gamma} u\right\|_{L^{2}\left(\left[0, T_{1}\right] ; L^{2}(M)\right)} \leq 2\left\|t^{-\gamma} \Lambda_{j} u\right\|_{L^{2}\left(\left[0, T_{1}\right] ; L^{2}(M)\right)}
$$

for each $j=1, \ldots, r$. This, the factorization, and the same method used in proving Lemma 1 yields for $k$ and $\gamma$ sufficiently large

$$
\left\|t^{-\gamma} u\right\|_{L^{2}\left(L^{2}\right)} \leq\left\|t^{-\gamma} P u\right\|_{L^{2}\left(L^{2}\right)} .
$$

With the desired uniqueness for functions sufficiently flat, we may now conclude as in the proof of Theorem 3.

## 5. Proof of Theorems 4 and 5 .

Proof of Theorem 4. To prove this theorem we shall first need an energy estimate similar to that of Lemma 1.

Lemma 3. With the same assumptions as in Theorem 4 (except here we assume $0<T<\infty$ ), given any $s \in \mathbf{N}$, there exists $\lambda_{s} \in \mathbf{N}$ such that for all $\lambda \geq \lambda_{s}$ and all $v \in C_{0}^{\infty}((0, T) \times \Omega \times M)$ we have

$$
\begin{equation*}
\|v\|_{L^{2}\left((0, T\rceil ; H_{-s}(\Omega \times M)\right)} \leq\left\|t^{-1 / 2} Q_{\lambda}^{*} v\right\|_{L^{2}\left([0, T] ; H_{-s}(\Omega \times M)\right)} . \tag{5.1}
\end{equation*}
$$

Proof of Lemma 3. Since $P$ satisfies (2.1) with $m=2$, we may write

$$
P=\left(t \partial_{t}\right)^{2}+2 Q_{1}\left(t, x, \theta, t \partial_{x}, \partial_{\theta}\right) t \partial_{t}+Q_{2}\left(t, x, \theta, t \partial_{x}, \partial_{\theta}\right),
$$

with $Q_{1}$ and $Q_{2}$ first and second order differential operators respectively. The condition (2.2) says we may rewrite the operator as

$$
P=\left(t \partial_{t}+Q_{1}\right)^{2}-\tilde{Q},
$$

where $\tilde{Q}$ is a second order differential operator in $t \partial_{x}$ and $\partial_{\theta}$, whose principal symbol $\tilde{q}$, considered as a function of $t \xi$ and $\eta$, is elliptic and real. Moreover, the principal symbol of $\tilde{Q}^{*}$ satisfies $\tilde{q}^{*}=\tilde{q}<0$.

We shall first prove local estimates and then derive the global estimate (5.1). For a local chart ( $\tilde{\Omega}, \theta_{1}, \ldots, \theta_{n-1}$ ), then, let $w$ be in $C_{0}^{\infty}((0, T) \times \Omega \times \tilde{\Omega})$. Since $-\tilde{q}^{*}$ is positive and elliptic, we have by homogeneity that

$$
-\tilde{q}^{*}(t, x, \theta, t \xi, \eta) \geq C\left(|t \xi|^{2}+|\eta|^{2}\right)
$$

for all $(t, x, \theta, t \xi, \eta) \in[0, T] \times\left(T^{*}(\Omega \times \tilde{\Omega}) \backslash 0\right)$. Hence, one may associate with this a definite positive hermitian quadratic form $-\tilde{q}^{*}$, whose value on $\left(t \nabla_{x} w, \nabla_{\theta} w\right)$ has the coercivity

$$
\begin{equation*}
-\tilde{q}^{*}(\nabla w) \geq C\left(\left|t \nabla_{x} w\right|^{2}+\left|\nabla_{\theta} w\right|^{2}\right) . \tag{5.2}
\end{equation*}
$$

Recall that for $\gamma \in \mathbf{N}$, the operator $Q_{\gamma}$ is just $P\left(t, x, \theta, t \partial_{t}+\gamma, t \partial_{x}, \partial_{\theta}\right)$. We may therefore write

$$
\begin{equation*}
Q_{\gamma}^{*}=\left(t \partial_{t}+1-\gamma-Q_{1}^{*}\right)^{2}-\tilde{Q}^{*} \tag{5.3}
\end{equation*}
$$

Let us now define the function

$$
\begin{align*}
z(t, w)= & \|w\|_{H_{-s}\left(\mathbf{R}_{x, \theta}^{n+\theta-1}\right)}^{2}+\left\|\left(t \partial_{t}+1-\gamma-Q_{1}^{*}\right) w\right\|_{H_{-s}\left(\mathbf{R}_{x, \theta}^{n+\theta-1}\right)}^{2}  \tag{5.4}\\
& +\int_{\Omega \times \tilde{\Omega}}-\tilde{q}^{*}\left(\nabla \Lambda_{-s}^{\prime} w\right) d x d \theta
\end{align*}
$$

with $\Lambda_{-s}^{\prime}$ some proper operator with symbol $\left(1+|\xi|^{2}+|\eta|^{2}\right)^{-s / 2}$. We claim there is a constant $C>0$ such that if $\gamma \geq 2$ we have the following estimate:

$$
\begin{equation*}
-t \partial_{t} z(t, w) \leq C(\gamma-1)^{2} z(t, w)+\left\|Q_{\gamma}^{*} w\right\|_{H_{-s}\left(\mathbf{R}_{x, \theta}^{n+,-1}\right)}^{2} \tag{5.5}
\end{equation*}
$$

Using the coercivity (5.2), we obtain after lengthy computations

$$
\begin{align*}
& -t \partial_{t} \int_{\Omega \times \tilde{\Omega}}-\tilde{q}^{*}\left(\nabla \Lambda_{-s}^{\prime} w\right) d x d \theta  \tag{5.6}\\
& \quad \leq 2 \operatorname{Re}\left\langle t \partial_{t} w, \tilde{Q}^{*} w\right\rangle_{-s}+c \int_{\Omega \times \tilde{\Omega}}-\tilde{q}^{*}\left(\nabla \Lambda_{-s}^{\prime} w\right) d x d \theta \\
& \quad+C\left\|\left(t \partial_{t}+1-\gamma-Q_{1}^{*}\right) w\right\|_{-s}^{2}+C(\gamma-1)^{2}\|w\|_{-s}^{2}
\end{align*}
$$

For the other two pieces in (5.4), we observe that since the principal symbol of $Q_{1}^{*}$ is purely imaginary we have

$$
-t \partial_{t}\|v\|_{-s}^{2} \leq-2 \operatorname{Re}\left\langle\left(t \partial_{t}+1-\gamma-Q_{1}^{*}\right) v, v\right\rangle_{-s}+(C-2 \gamma)\|v\|_{-s}^{2}
$$

for all $v \in C_{0}^{\infty}((0, T) \times \Omega \times \tilde{\Omega})$. Applying this estimate for $v=w, v=$ $\left(t \partial_{t}+1-\gamma-Q_{1}^{*}\right) w$, and using (5.4) and (5.6) yields

$$
\begin{aligned}
-t \partial_{t} z \leq & -2 \operatorname{Re}\left\langle\left(t \partial_{t}+1-\gamma-Q_{1}^{*}\right)^{2} w,\left(t \partial_{t}+1-\gamma-Q_{1}^{*}\right) w\right\rangle_{-s} \\
& +C(\gamma-1)^{2} z+2 \operatorname{Re}\left\langle\tilde{Q}^{*} w, t \partial_{t} w\right\rangle_{-s}
\end{aligned}
$$

Since $Q_{1} \tilde{Q}^{*}+\tilde{Q} Q_{1}^{*}$ is a second order differential operator in $t \partial_{x}$ and $\partial_{\theta}$, from the coercivity (5.2), we can estimate the last term by

$$
\begin{aligned}
& 2 \operatorname{Re}\left\langle\tilde{Q}_{1}^{*} w,\left(t \partial_{t}+1-\gamma-Q_{1}^{*}\right) w\right\rangle_{-s} \\
& \quad+C(\gamma-1)\left[\|w\|_{-s}^{2}+\int_{\Omega \times \tilde{\Omega}}-\tilde{q}^{*}\left(\nabla \Lambda_{-s}^{\prime} w\right) d x d \theta\right]
\end{aligned}
$$

Hence, by (5.3) and (5.4), the inequality (5.5) follows immediately.
The local estimate (5.5) can now be used to derive (5.1) in the following way. For $w \in C_{0}^{\infty}((0, T) \times \Omega \times M)$, we use the Sobolev norm

$$
\|w\|_{H_{-s}(\Omega \times M)}^{2}=\sum_{k=1}^{N}\left\|\varphi_{k} w\right\|_{-s}^{2}, \quad \sum_{k=1}^{N} \varphi_{k}^{2}=1 \quad \text { on } M
$$

and use (5.5) for each $z_{k}\left(t, \varphi_{k} w\right)$. Setting $\Phi=\sum_{k=1}^{N} z_{k}\left(t, \varphi_{k} w\right)$, observing that

$$
\left\|Q_{\gamma}^{*} \varphi_{k} w\right\|_{-s}^{2} \leq \tilde{C}(\gamma-1)^{2} \Phi+2\left\|\varphi_{k} Q_{\gamma}^{*} w\right\|_{-s}^{2}
$$

and summing over $k$, we have

$$
-t \partial_{t} \Phi \leq C(\gamma-1)^{2} \Phi+2\left\|Q_{\gamma}^{*} w\right\|_{H_{-s}(\Omega \times M)}^{2}
$$

If we let $C_{\gamma}=(C / 2)(\gamma-1)^{2}$, this Gronwall-type inequality implies

$$
t^{2 C_{\gamma}} \Phi \leq 2 \int_{0}^{T} \tau^{2 C_{\gamma}-1}\left\|Q_{\gamma}^{*} w\right\|_{H_{-,}(\Omega \times M)}^{2} d \tau
$$

and from (5.4) it follows that

By (5.3), one can easily check that $t^{C_{\gamma}} Q_{\gamma}^{*} w=Q_{\left(\gamma+C_{\gamma}\right)}^{*}\left(t^{\left.C_{\gamma} w\right) . ~ T h u s ~ i f ~}\right.$ $v \in C_{0}^{\infty}((0, T) \times \Omega \times M)$, we set $w=t^{-C_{\gamma}}$ to obtain for all $\gamma \geq 2$

$$
\|v\|_{L^{2}\left(H_{-s}\right)}^{2} \leq 2 T\left\|t^{-1 / 2} Q_{\left(\gamma+C_{\gamma}\right)}^{*}(v)\right\|_{L^{2}\left(H_{-s}\right)}^{2}
$$

Since $C_{\gamma}=(C / 2)(\gamma-1)^{2}$, this inequality with $T<1 / 2$ and $\lambda_{s}=2$ $+(C / 2)$ implies (5.1). Hence Lemma 3 has been proved.

If $f$ has compact support in the $x$-directions, then the estimate (5.1) shows that there exists $u_{0} \in L^{2}\left([0, T] ; H_{s}\left(\Omega^{\prime} \times M\right)\right), \Omega^{\prime} \Subset \Omega$, such that $Q_{\lambda}\left(t^{-1 / 2} u_{0}\right)=t^{-\lambda} f$ in $\mathscr{D}^{\prime}\left((0, T) \times \Omega^{\prime} \times M\right), \lambda$ large. But this gives a distribution solution $u=t^{[\lambda-(1 / 2)]} u_{0}$ to $P u=f$. With $T_{0} \in(0, T)$ and $k \in \mathbf{N}$, using the same methods as in the proof of Theorem 2 we get a $C^{k}$ solution to $P u=f$, flat to the order $k$ at $t=0$. We now apply another uniqueness result of Alinhac and Baouendi (Theorem 4' of [3]). As in the proof of Theorem 3, then, with $0<T \leq \infty, \Omega$ replacing $\Omega^{\prime}$, and dropping the support restriction on $f$, we see that the conclusion of Theorem 4 follows.

Proof of Theorem 5. With $Q_{\lambda}^{*}=-t \partial_{t}-1+\lambda-\sum_{t} t \partial_{x_{t}} A_{l}+\Lambda^{*}$, since $\Lambda+\Lambda^{*}$ is of order 0 (hyperbolicity condition), we obtain a similar estimate to (5.1). We simply conclude now as in the proof of Theorem 4, except here we use still another uniqueness result of Alinhac and Baouendi-namely Theorem 4 of [3]. This completes the proof.
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