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#### Abstract

In this paper we obtain a maximal function characterisation of a class of Hardy spaces $H^{p}$ which are defined on the upper half plane and combine many of the properties of the classical Hardy spaces for the half plane and the unit disc.


Burkholkder, Gundy and Silverstein [1] have shown that the classical Hardy spaces $H^{p}(D)$ and $H^{p}(P)$ on the unit disc $D$ and the upper half plane $P$ can be characterized by the maximal function. For the unit disc they proved the following: if $u$ is an harmonic function in $D$ and $\Omega_{\alpha}(\theta)$ is the Stoltz domain given by the interior of the smallest convex set containing the disc $\{z:|z|<\alpha\}$ and the point $e^{i \theta}$, then $u=\operatorname{Re} F$ for some $F \in H^{p}(D)$ if and only if $\sup \left\{|u(z)|: z \in \Omega_{\alpha}(\theta)\right\} \in L^{p}(\partial D)$, where $\partial D$ denotes the boundary of $D$. This theorem extends an earlier one due to Hardy and Littlewood [9, I, p. 278].

The importance of this result is that a real-valued classification of these spaces of analytic functions allows the notion of Hardy space to be extended to real Euclidean spaces of arbitrary dimension. This was precisely the task undertaken by Fefferman and Stein [2] and in so doing they presented many other equivalent real-valued function characterizations of the corresponding $H^{p}$ spaces.

In the 1950's [5] Hardy spaces were generalized in other directions and different measures on the boundary $\mathbf{R}=\partial P$ were considered. In this paper we will consider a class of Hardy spaces $H^{p}$ which combines many of the properties of the classical Hardy spaces of the upper half plane and the unit disc. Our $H^{p}$ spaces will consist of functions that are analytic in the upper half plane and yet constrained by a bounded measure on its boundary $\mathbf{R}$. This measure arises naturally [5] in the theory of abstract harmonic analysis, where the unit circle is replaced by any abelian locally compact group $G$ and the set of indices over which one forms a "trigonometric series" is taken to be the dual group of $G$. In our case, the group $\mathbf{R}$ of real numbers endowed with the discrete topology is considered; its dual group can then be identified as $b \mathbf{R}$, the Bohr compactification of $\mathbf{R}$ [3].

The natural measure which arises by considering the space of generalized analytic functions on $b \mathbf{R}$ [5] turns out to define precisely the condition that the space be an amalgam of $L^{p}$ and $l^{q}$ of $\mathbf{R}$ [6].

More explicitly, an analytic function $f=u+i \tilde{u}$ belongs to $H^{p}$ if and only if

$$
\sup _{y>0} \sup _{v \in \mathbf{R}} \frac{1}{\pi} \int_{-\infty}^{\infty}|f(x+i y)|^{p} \frac{d x}{1+(v-x)^{2}}<\infty
$$

When $u$ is harmonic in $P$ its maximal function $u^{*}$ is defined by

$$
u^{*}(t)=\sup \{|u(x+i y)|:|x-t|<y\} .
$$

We shall prove the following three results in connection with characterizing the spaces $H^{p}$ by the maximal function.
(1) If $f=u+i \tilde{u} \in H^{p}, 0<p<\infty$, then

$$
\begin{aligned}
\sup _{v \in \mathbf{R}} \frac{1}{\pi} \int_{-\infty}^{\infty}\left|u^{*}(t)\right|^{p} \frac{d t}{1+(v-t)^{2}} \\
\quad \leq C \sup _{y>0} \sup _{v \in \mathbf{R}} \frac{1}{\pi} \int_{-\infty}^{\infty}|u(x+i y)|^{p} \frac{d x}{1+(v-x)^{2}}
\end{aligned}
$$

where $C_{p}$ is a constant depending only on $p$.
(2) If $u$ is an harmonic function in $P, 0<p<\infty$, and

$$
\sup _{v \in \mathbf{R}} \frac{1}{\pi} \int_{-\infty}^{\infty}\left|u^{*}(t)\right|^{p} \frac{d t}{1+(v-t)^{2}}<\infty
$$

then for every $v^{\prime} \in \mathbf{R}$ there is a conjugate function $\tilde{u}$ of $u$ satisfying

$$
\begin{aligned}
& \sup _{y>0} \frac{1}{\pi} \int_{-\infty}^{\infty}|\tilde{u}(x+i y)|^{p} \frac{d x}{1+\left(v^{\prime}-x\right)^{2}} \\
& \leq C_{p} \sup _{v \in \mathbf{R}} \frac{1}{\pi} \int_{-\infty}^{\infty}\left|u^{*}(t)\right|^{p} \frac{d t}{1+(v-t)^{2}}
\end{aligned}
$$

where $C_{p}$ is a constant depending only on $p$.
(3) If $u$ is harmonic in $P$, if $u^{*}$ satisfies

$$
\sup _{v \in \mathbf{R}} \frac{1}{\pi} \int_{-\infty}^{\infty}\left|u^{*}(t)\right| \frac{d t}{1+(v-t)^{2}}<\infty
$$

and if $x \mapsto \tilde{u}(x+i y)$ belongs to $L^{\infty}(\mathbf{R})$ for some $y>0$, then

$$
\begin{aligned}
& \sup _{y>0} \sup _{v \in \mathbf{R}} \frac{1}{\pi} \int_{-\infty}^{\infty}|\tilde{u}(x+i y)| \frac{d x}{1+(v-x)^{2}} \\
& \leq C \sup _{v \in \mathbf{R}} \frac{1}{\pi} \int_{-\infty}^{\infty}\left|u^{*}(t)\right| \frac{d t}{1+(v-t)^{2}}
\end{aligned}
$$

and we have $u+i \tilde{u} \in H^{1}$.

These results give an extension of the Burkholder, Gundy and Silverstein Theorem to our class of Hardy spaces.
2. Notation and preliminary results. We denote by $P$ the open upper half plane and by $\bar{P}$ its closure. Unless otherwise indicated, $L^{p}$ spaces on subsets of the complex plane are taken with respect to Lebesgue measure on the appropriate subset. A mapping $T$ from $L^{1}$ into the set of measurable functions is said to be of weak type $(1,1)$ if

$$
\lambda(\{x:|T f(x)|>\alpha\}) \leq A \alpha^{-1}\|f\|_{1}, \quad f \in L^{1}
$$

where $A$ is a constant independent of $f$ and $\alpha>0$, and $\lambda(E)$ indicates the Lebesgue measure of a set $E$. In this case we say $T f \in L^{1}$-weak. The space $L_{\text {loc }}^{p}$ will consist of those functions $f$ for which $|f|^{p}$ is integrable over every compact subset.

Suppose $0<p<\infty$ and consider the collection of all pairs $(u, \tilde{u})$ where $u$ is an harmonic function in $P, \tilde{u}$ is a conjugate harmonic function of $u$ and both the following are satisfied:

$$
\begin{equation*}
\|u\|_{p}^{p}=\sup _{y>0} \sup _{v \in \mathbf{R}} \frac{1}{\pi} \int_{-\infty}^{\infty}|u(x+i y)|^{p} \frac{d x}{1+(v-x)^{2}}<\infty, \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\tilde{u}\|_{p}^{p}=\sup _{y>0} \sup _{v \in \mathbf{R}} \frac{1}{\pi} \int_{-\infty}^{\infty}|\tilde{u}(x+i y)|^{p} \frac{d x}{1+(v-x)^{2}}<\infty . \tag{2.2}
\end{equation*}
$$

If $c$ is a constant and $\tilde{u}$ is a conjugate function of $u$ then so is $\tilde{u}+c$. Moreover, if $\tilde{u}$ satisfies (2.2) then so does $\tilde{u}+c$ since the measure $d x / \pi\left(1+(v-x)^{2}\right)$ has total variation equal to 1 . We define the Hardy space $H^{p}$ as the space of equivalence classes, modulo constants, of all pairs ( $u, \tilde{u}+c$ ) satisfying (2.1) and (2.2).

If $(u, \tilde{u}) \in H^{p}$ then $f=u+i \tilde{u}$ is an analytic function in $P$ and we say $f \in H^{p}$. When $p \geq 1$ we define the norm of $f$ to be

$$
\begin{equation*}
\|f\|_{p}^{p}=\sup _{y>0} \sup _{v \in \mathbf{R}} \frac{1}{\pi} \int_{-\infty}^{\infty}|f(x+i y)|^{p} \frac{d x}{1+(v-x)^{2}} \tag{2.3}
\end{equation*}
$$

endowed with this norm, the class of functions $H^{p}$ is a Banach space.
These Hardy spaces have been well-studied and it is known that they display many of the characteristics of the classical Hardy spaces on the disc and the upper half plane. In particular, it is shown in [5] that if $f \in H^{p}, 1 \leq p<\infty$, then the boundary function

$$
f(x)=\lim _{y \rightarrow 0^{+}} f(x+i y)
$$

exists almost everywhere and $f(x+i y)$ can be reproduced as the Poisson integral of $f(x)$. The boundary function $f$ satisfies

$$
\begin{equation*}
\sup _{v \in \mathbf{R}} \int_{-\infty}^{\infty}|f(x)|^{p} \frac{d x}{1+(v-x)^{2}}<\infty \tag{2.4}
\end{equation*}
$$

a fact which can also be seen directly using Fatou's Lemma. Denoting by $f_{v}$ the translated and reflected function

$$
f_{v}(x)=f(v-x), \quad x, v \in \mathbf{R}
$$

we have

$$
\begin{equation*}
\sup _{v \in \mathbf{R}} \int_{-\infty}^{\infty}|f(x)|^{p} \frac{d x}{1+(v-x)^{2}}=\sup _{v \in \mathbf{R}} \int_{-\infty}^{\infty}\left|f_{v}(x)\right|^{p} \frac{d x}{1+x^{2}} \tag{2.5}
\end{equation*}
$$

Let $P_{y}(t)=y / \pi\left(y^{2}+t^{2}\right), y, t \in \mathbf{R}$, denote the Poisson kernel and let $\chi_{I}$ denote the characteristic function of a set $I \subseteq \mathbf{R}$. It is shown in [4] that there exist constants $C_{1}$ and $C_{2}$ such that

$$
\begin{aligned}
C_{1} \sup _{v \in \mathbf{R}} \int_{v}^{v+1}|f(x)|^{p} d x & \leq \sup _{v \in \mathbf{R}} \int_{-\infty}^{\infty}|f(x)|^{p} \frac{d x}{1+(v-x)^{2}} \\
& \leq C_{2} \sup _{v \in \mathbf{R}} \int_{v}^{v+1}|f(x)|^{p} d x
\end{aligned}
$$

so that by replacing $P_{1}(v-t)$ with the box kernel $\chi_{[v, v+1]}$, the condition (2.4) becomes equivalent to the condition

$$
\begin{equation*}
\sup _{v \in \mathbf{R}} \int_{v}^{v+1}|f(x)|^{p} d x<\infty \tag{2.6}
\end{equation*}
$$

Condition (2.6) is usually expressed [6] by saying that $f$ belongs to the amalgam space ( $L^{p}, l^{\infty}$ ), with the quantity on the left hand side of (2.6) denoted by $\|f\|_{p, \infty}^{p}$.

When $u(x+i y)$ is an harmonic function in $P$ satisfying (2.1) and $p \geq 1$, a conjugate function $\tilde{u}$ can be computed explicitly by defining the Hilbert transform on the boundary function $u(x)$. To do this we use the conformal mapping $\psi$ between the unit disc $D$ and the upper half plane given by

$$
\begin{equation*}
\psi(z)=-i\left(\frac{z-1}{z+1}\right), \quad z \in \bar{D}, z \neq-1 \tag{2.7}
\end{equation*}
$$

Via this mapping we can define the Hilbert transform $\mathscr{H} u_{v}$ of each translated function $u_{v}(x)=u(v-x)$, since each $u_{v}$ belonging to $L^{p}(\mathbf{R}$; $\left.d x /\left(1+x^{2}\right)\right)$ is mapped onto a function $u_{v} \circ \psi$ belonging to $L^{p}(\mathbf{T})$ and the usual Hilbert transform $H$ is well-defined on this space $(\mathbf{T}=\partial D$
denotes the unit circle). Explicitly, $\mathscr{H} u_{v}$ is defined as $H\left(u_{v} \circ \psi\right) \circ \psi^{-1}$. Under the conformal mapping $\psi$ however, the translations of $u$ are not preserved; that is, in general $\mathscr{H} u_{v} \neq(\mathscr{H} u)_{v}$. But since (the Poisson integrals of) $\mathscr{H} u_{v}$ and $(\mathscr{H} u)_{v}$ both represent the imaginary part of the same analytic function their difference can only be a constant; we write $\mathscr{H} u_{v}-(\mathscr{H} u)_{v}=c(u, v)$.

A theorem of $\mathbf{M}$. Riesz implies that $\mathscr{H} u_{v} \in L^{p}\left(\mathbf{R} ; d x /\left(1+x^{2}\right)\right)$ whenever $u_{v} \in L^{p}\left(\mathbf{R} ; d x /\left(1+x^{2}\right)\right)$, which entails that for $1<p<\infty$

$$
\begin{aligned}
\int_{-\infty}^{\infty}\left|\mathscr{H} u_{v}(x)\right|^{p} \frac{d x}{1+x^{2}} & \leq C_{p} \cdot \int_{-\infty}^{\infty}\left|u_{v}(x)\right|^{p} \frac{d x}{1+x^{2}} \\
& \leq C_{p} \sup _{v^{\prime} \in \mathbf{R}} \int_{-\infty}^{\infty}\left|u_{v^{\prime}}(x)\right|^{p} \frac{d x}{1+x^{2}}
\end{aligned}
$$

for some constant $C_{p}$ which depends only on $p$. In other words we have
Theorem 1. If $u$ is an harmonic function in $P$ satisfying (2.1) and $1<p<\infty$ then for every $v \in \mathbf{R}$ there is a conjugate function $\tilde{u}$ of $u$ such that

$$
\int_{-\infty}^{\infty}|\tilde{u}(x)|^{p} \frac{d x}{1+(v-x)^{2}} \leq C_{p} \cdot\|u\|_{p, \infty}^{p}
$$

where $C_{p}$ is a constant depending only on $p$.
3. The Main Theorem: Direct half and converse for $p>1$. In view of the Burkholder, Gundy and Silverstein Theorem [1, p. 138] it is natural to ask whether the spaces $H^{p}, 0<p<\infty$, can be characterized by the non-tangential maximal function. For each $t \in \mathbf{R}$ we denote by $\Gamma(t)$ the cone

$$
\Gamma(t)=\{z=x+i y \in P:|x-t|<y\}
$$

and if $u$ is an harmonic function on $P$ we define the non-tangential maximal function $u^{*}$ of $u$ by

$$
u^{*}(t)=\sup _{z \in \Gamma(t)}|u(z)|, \quad t \in \mathbf{R}
$$

In this section we shall prove the following two results.
Theorem 2. If $(u, \tilde{u}) \in H^{p}$ and $0<p<\infty$ then $u^{*} \in\left(L^{p}, l^{\infty}\right)$.
Theorem 3. If $u$ is an harmonic function in $P$ and $u^{*} \in\left(L^{p}, l^{\infty}\right)$, $1<p<\infty$, then for every $v \in \mathbf{R}$ there is a conjugate function $\tilde{u}$ that
satisfies

$$
\int_{-\infty}^{\infty}|\tilde{u}(x)|^{p} \frac{d x}{1+(v-x)^{2}} \leq C_{p}\|u\|_{p}^{p}
$$

where $C_{p}$ is a constant depending only on $p$.
In Theorem 3 the hypothesis that $u^{*} \in\left(L^{p}, l^{\infty}\right)$ certainly implies that $u$ satisfies (2.1) since $u^{*}$ dominates $u$ on $\mathbf{R}$ and the Poisson integral is norm-decreasing [4]. Nevertheless, the Theorem does not state that ( $u, \tilde{u}$ ) $\in H^{p}$ since $\tilde{u}$ does not necessarily satisfy (2.2). In $\S 6$ we will discuss conditions under which (2.2) is satisfied.

To prove Theorem 2 we begin with a lemma.
Lemma 1. If $F$ is analytic in $P$ and

$$
\|F\|_{p}^{p}=\sup _{y>0} \sup _{v \in \mathbf{R}} \int_{-\infty}^{\infty}|F(x+i y)|^{p} \frac{d x}{1+(v-x)^{2}}<\infty
$$

then for every $\varepsilon>0,|F|^{p}$ is bounded on

$$
\bar{P}_{\varepsilon}=\{x+i y \in P: y \geq \varepsilon\} .
$$

Proof. For $p \geq 1$ this is a trivial consequence of the fact that $F$ can be expressed as the Poisson integral of its boundary values.

When $p<1$ we note that $|F|^{p}$ is subharmonic whenever $F$ is analytic. Given $x+i y \in P$ we choose $h<1$ small enough so that the disc $\{\xi+i \eta$ : $\left.(x-\xi)^{2}+(y-\eta)^{2} \leq h\right\} \subseteq P$. Then

$$
\begin{aligned}
|F(x+i y)|^{p} & \leq \frac{C}{h^{2}} \iiint_{(x-\xi)^{2}+(y-\eta)^{2} \leq h}|F(\xi+i \eta)|^{p} d \xi d \eta \\
& =\frac{C}{h^{2}} \iint|F(\xi+i \eta)|^{p} \frac{1+(x-\xi)^{2}}{1+(x-\xi)^{2}} d \xi d \eta \\
& \leq \frac{C}{h^{2}}(1+h) \int_{y-h}^{y+h}\|F\|_{p}^{p} d \eta \leq \frac{C}{h^{2}}(1+h) 2 h\|F\|_{p}^{p}
\end{aligned}
$$

Proof of Theorem 2. Consider the conformal mapping $\psi$ defined by (2.7). Under the inverse of $\psi$, cones

$$
\Gamma_{\alpha}(t)=\{x+i y \in P:|x-t| \leq \alpha y\}
$$
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are mapped onto moon-shaped regions in the disc and as $t \rightarrow \pm \infty$ these regions become smaller. See Figure 1. In the other direction, a Stoltz domain $\Omega_{\alpha}(\theta)$ in the disc, defined as the interior of the smallest convex set containing the disc $\{z:|z|<\alpha\}$ and the point $e^{i \theta}$, is mapped by $\psi$ onto a bounded region in the upper half plane containing the point $i$. See Figure 2. Since $\psi$ is conformal, the angle at the apex is always preserved.

Also under $\psi$, the pair $(u, \tilde{u}) \in H^{p}$ is transformed into a pair of functions $u \circ \psi$ and $\tilde{u} \circ \psi$ satisfying

$$
\begin{aligned}
& \|u \circ \psi\|_{p}^{p}=\sup _{r<1} \frac{1}{2 \pi} \int_{0}^{2 \pi}\left|u \circ \psi\left(r e^{i \theta}\right)\right|^{p} d \theta<\infty \\
& \|\tilde{u} \circ \psi\|_{p}^{p}=\sup _{r<1} \frac{1}{2 \pi} \int_{0}^{2 \pi}\left|\tilde{u} \circ \psi\left(r e^{i \theta}\right)\right|^{p} d \theta<\infty .
\end{aligned}
$$

These relations assert that $(u \circ \psi, \tilde{u} \circ \psi) \in H^{p}(D)$, the classical Hardy space on the unit disc. As $(u \circ \psi)$ is also a conjugate function of $u \circ \psi$ this means $(u \circ \psi,(u \circ \psi) \tilde{)}) \in H^{p}(D)$ and by the Hardy-Littlewood Maximal Theorem [9, Theorem 7.36] we have $(u \circ \psi)^{*} \in L^{p}(\mathbf{T})$ with $\left\|(u \circ \psi)^{*}\right\|_{p}^{p} \leq$ $C_{p}\|u \circ \psi\|_{p}^{p}$.

By Lemma 2 however, $(u \circ \psi)^{*}$ can be calculated by considering $|u \circ \psi(z)|$ for $z$ belonging to a truncated Stoltz domain; so that outside an $\varepsilon$-neighbourhood of the point -1 , the behaviour of $u^{*} \circ \psi$ (which can be determined by considering $|u \circ \psi(z)|$ over truncated moons) is controlled by that of $(u \circ \psi)^{*}$ and we have $u^{*} \circ \psi \in L_{\mathrm{loc}}^{p}(\mathbf{T} \backslash\{-1\})$. Returning to the upper half plane, we see that $u^{*} \in L p_{\partial c}^{p}(\mathbf{R})$.

This implies that for each $v \in \mathbf{R}$ we have

$$
\int_{v}^{v+1}\left|u^{*}(t)\right|^{p} d t \leq K_{p, \varepsilon}\|u\|_{p}^{p}
$$

where $K_{p, \varepsilon}$ is a constant which depends on $p$ and $\varepsilon$ but is independent of $v \in \mathbf{R}$, since $\left(u^{*}\right)_{v}=\left(u_{v}\right)^{*}$. Thus

$$
\sup _{v \in \mathbf{R}} \int_{v}^{v+1}\left|u^{*}(t)\right|^{p} d t \leq K\|u\|_{p}^{p}
$$

and we have proved that $u^{*} \in\left(L^{p}, l^{\infty}\right)$.
Proof of Theorem 3. Suppose $p>1, u$ is an harmonic function in $P$ and $u^{*} \in\left(L^{p}, l^{\infty}\right)$. A trivial consequence of Theorem 1 is that for each $v \in \mathbf{R}$ there is a conjugate function $\tilde{u}$ of $u$ such that

$$
\int_{-\infty}^{\infty}|\tilde{u}(x)|^{p} \frac{d x}{1+(v-x)^{2}} \leq C_{p}\|u\|_{p, \infty}^{p} \leq C_{p}\left\|u^{*}\right\|_{p, \infty}^{p}
$$

where $C_{p}$ is a constant depending only on $p$.
4. The converse: $p=1$. To treat the case $p=1$ we will use certain properties of conformal mappings. Consider a disc $\Delta$ in the plane $\mathbf{C}$ the circumference of which passes through the points 0 and 1 and let $\Omega$ denote that portion of $\Delta$ lying above the real axis. The region $\Omega$ can be mapped conformally onto $D$ by using the function $F=f_{3} \circ f_{2} \circ f_{1}$, where $f_{1}$ and $f_{3}$ are linear fractional transformations and $f_{2}$ is a power; more explicitly, we put

$$
\begin{aligned}
f_{1}(z) & =-z(z-1) \\
f_{2}(z) & =z^{\pi / \alpha} \text { and } \\
f_{3}(z) & =(z-i) /(z+i)
\end{aligned}
$$

where $\alpha$ denotes the angle formed by $f_{1}(\partial \Omega)$.

One can easily check that $F^{-1}$ transforms radii of $D$ into path segments emanating from one point inside $\Omega$ and terminating on $\partial \Omega$. Moreover, the mapping $F^{-1}$ guarantees that each segment will be contained in some Stoltz domain in $\Delta$ and each Stoltz domain can be chosen to have the same opening angle. The $L^{p}$ classes are also preserved under $F$ in the sense that Lebesgue measure on the circle is transformed under $F^{-1}$ to a measure on $\partial \Omega$ which is absolutely continuous with respect to Lebesgue measure.

Theorem 4. If $u$ is harmonic in $P$ and $u^{*} \in\left(L^{1}, l^{\infty}\right)$ then for every $v \in \mathbf{R}$ there is a conjugate function $\tilde{u}$ of $u$ such that

$$
\int_{-\infty}^{\infty}|\tilde{u}(x)| \frac{d x}{1+(v-x)^{2}} \leq C\left\|u^{*}\right\|_{1, \infty}
$$

where $C$ is some universal constant.

To prove this theorem we shall use the following result which appears in [2, p. 170]. When $u$ is an harmonic function in $D$ its radial maximal function $u^{+}$is defined by

$$
u^{+}(\theta)=\sup _{r<1}\left|u\left(r e^{i \theta}\right)\right|, \quad \theta \in \mathbf{T}
$$

Fefferman and Stein showed that $u$ is the real part of some analytic $f \in H^{p}(D), 0<p<\infty$, if and only if $u^{+} \in L^{p}(\mathbf{T})$.

The proof of Theorem 4 is subdivided into a number of lemmas. As before, to define the Hilbert transform we use the conformal mapping $\psi$ defined in (2.7). Putting $v=u \circ \psi$ we see that the hypotheses of the theorem imply that the corresponding maximal function, which we now denote by $v^{*}$, belongs to $L_{\mathrm{loc}}^{1}(\mathbf{T} \backslash\{-1\})$. Consequently, for the disc we have $v \in L^{1}(\mathbf{T})$ and $v^{*} \in L_{\text {loc }}^{1}(\mathbf{T} \backslash\{-1\})$. By the Kolmogorov Theorem [8, p. 187] we know that $\tilde{v}$ is well-defined and in $L_{\text {wcak }}^{1}(\mathbf{T})$.

Lemma 2. Under the hypotheses of Theorem 4,

$$
\tilde{v} \in L_{\mathrm{loc}}^{1}(\mathbf{T} \backslash\{-1\})
$$

Proof. Consider the region $\Sigma$ defined as $D \backslash H$ where $H$ is a small rectangular region centred about the point -1 with sides parallel to the $x$ and $y$ axes, one side forming a chord of $D$. Let $F: \Sigma \rightarrow D$ be a conformal mapping between $\Sigma$ and the unit disc, so that $v \circ F^{-1}$ is harmonic in $D$.

We can dominate the radial maximal function $\left(v \circ F^{-1}\right)^{+}$by the non-tangential maximal function $v^{*}$ since under $F^{-1}$ there is a one to one correspondence between each radius $R(\theta)=\left\{r e^{i \theta}: 0 \leq r<1\right\}, \theta \in \mathbf{T}$, and a corresponding Stoltz domain $\Omega\left(\theta^{\prime}\right), \theta^{\prime} \in \mathbf{T}$. More explicitly,

$$
\begin{aligned}
\left(v \circ F^{-1}\right)^{+}(\theta) & =\sup _{r<1}\left|f\left(F^{-1}\left(r e^{i \theta}\right)\right)\right| \\
& \leq \sup _{r e^{i t} \in \Omega\left(\theta^{\prime}\right)}\left|v\left(r e^{i t}\right)\right|=v^{*}\left(\theta^{\prime}\right)
\end{aligned}
$$

Whenever $N_{\varepsilon}(-1)$ denotes an $\varepsilon$-neighbourhood of -1 contained strictly inside the rectangle $H$ we have $\left(v \circ F^{-1}\right)^{+}(\theta) \leq C$ uniformly in $\theta \in \mathbf{T} \backslash N_{\varepsilon}(-1)$ since, for each $\theta,\left(v \circ F^{-1}\right)^{+}(\theta)$ is calculated by taking the supremum of $|v|$ over some compact subset of $D$. Since $v^{*} \in$ $L_{\mathrm{loc}}^{1}(\mathbf{T} \backslash\{-1\})$ and $\left(v \circ F^{-1}\right)^{+} \leq v^{*}$ we see that $\left(v \circ F^{-1}\right)^{+}$is locally integrable on $\mathbf{T} \backslash\{-1\}$ and uniformly bounded in a neighbourhood of -1. Consequently $\left(v \circ F^{-1}\right)^{+} \in L^{1}(\mathbf{T})$.

By the theorem of Fefferman and Stein [2, p. 17], $\left(v \circ F^{-1}\right)^{\sim} \in L^{1}(\mathbf{T})$ and since $\tilde{v}=\left(v \circ F^{-1}\right) \sim F$ (modulo constants) we conclude that $\tilde{v} \in$ $L_{\text {loc }}^{1}(\mathbf{T} \backslash\{-1\})$. This completes the proof.

Interpreting Lemma 2 in the upper half plane we have the following situation: both $u$ and $u^{*}$ belong to ( $L^{1}, L^{\infty}$ ) and any conjugate $\tilde{u}$ of $u$ is in $L_{\mathrm{loc}}^{1}(\mathbf{R})$. In particular, for every $v \in \mathbf{R}$ there is a conjugate function $\tilde{u}$ of $u$ satisfying

$$
\begin{equation*}
\int_{v}^{v+1}|\tilde{u}(x)| d x \leq K\left\|u^{*}\right\|_{1, \infty} \tag{4.1}
\end{equation*}
$$

where $K$ is a constant independent of $u$. Necessarily, $K$ is also independent of $v \in \mathbf{R}$.

Lemma 3. With the same hypotheses as Theorem 4, condition (4.1) implies

$$
\begin{equation*}
\frac{1}{|I|} \int_{I}|\tilde{u}(x)| d x \leq K\left\|u^{*}\right\|_{1, \infty} \tag{4.2}
\end{equation*}
$$

where $I$ is any interval of integral length and $K$ is a universal constant.
Proof. To determine how the constant $K$ in (4.1) changes when the interval is expanded we suppose without loss of generality that $I=(0, n)$ and define $u^{\#}(x)=u(n x)$. Then

$$
K\left\|\left(u^{\#}\right)^{*}\right\|_{1, \infty} \geq \int_{0}^{1}\left|\tilde{u}^{\#}(x)\right| d x=\int_{0}^{1}|\tilde{u}(n x)| d x=\frac{1}{n} \int_{0}^{n}|\tilde{u}(x)| d x
$$

But

$$
\begin{aligned}
\left\|\left(u^{\#}\right)^{*}\right\|_{1, \infty} & =\sup _{v \in \mathbf{R}} \int_{v}^{v+1}\left|u^{*}(n t)\right| d t=\sup _{v \in \mathbf{R}} \int_{n v}^{n v+n}\left|u^{*}(x)\right| \frac{d x}{n} \\
& =\frac{1}{n} \sup _{v \in \mathbf{R}}\left[\int_{n v}^{n v+1}+\int_{n v+1}^{n v+2}+\cdots+\int_{n v+n-1}^{n v+n}\left|u^{*}(x)\right| d x\right] \\
& \leq\left\|u^{*}\right\|_{1, \infty} .
\end{aligned}
$$

Thus

$$
\frac{1}{n} \int_{0}^{n}|\tilde{u}(x)| d x \leq K\left\|u^{*}\right\|_{1, \infty}
$$

and the proof is complete. Note that we now have a BMO-type condition [4] on $\tilde{u}$ for large intervals.

Lemma 4. Let $n \in \mathbf{N}$ and denote by $\tilde{u}_{n}$ a conjugate function of $u$ that satisfies (4.2) for the interval $\left[2^{n}, 2^{n+1}\right]$. Then

$$
\left|\tilde{u}_{n}-\tilde{u}_{n-1}\right| \leq C\left\|u^{*}\right\|_{1, \infty}
$$

where $C$ is a constant that does not depend on $n$.
Proof. Note first of all that $\tilde{u}_{n}$ and $\tilde{u}_{n-1}$ are both conjugate functions of $u$ so their difference can only be a constant. To begin, we consider the effect of doubling the interval. Let $I_{1}, I_{2}$ and $I_{3}$ be real intervals of the form $I_{1}=(z,(a+b) / 2), I_{2}=((a+b) / 2, b)$ and $I_{3}=(a, b)$ and let $\tilde{u}_{1}$, $\tilde{u}_{2}$ and $\tilde{u}_{3}$ be conjugates on $\tilde{u}$ which satisfy (4.2) for the intervals $I_{1}, I_{2}$ and $I_{3}$ respectively. We have

$$
\begin{align*}
K\left\|u^{*}\right\|_{1, \infty} & \geq \frac{1}{\left|I_{3}\right|} \int_{I_{3}}\left|\tilde{u}_{3}(x)\right| d x  \tag{4.3}\\
& =\frac{1}{\left|I_{3}\right|}\left\{\int_{I_{1}}\left|\tilde{u}_{3}(x)\right| d x+\int_{I_{2}}\left|\tilde{u}_{3}(x)\right| d x\right\} .
\end{align*}
$$

but also

$$
\begin{equation*}
K\left\|u^{*}\right\|_{1, \infty} \geq \frac{1}{2\left|I_{1}\right|} \int_{I_{1}}\left|\tilde{u}_{1}(x)\right| d x+\frac{1}{2\left|I_{2}\right|} \int_{I_{2}}\left|\tilde{u}_{2}(x)\right| d x \tag{4.4}
\end{equation*}
$$

Since each integral is positive (4.3) gives us

$$
\frac{1}{\left|I_{3}\right|} \int_{I_{1}}\left|\tilde{u}_{3}(x)\right| d x \leq K\left\|u^{*}\right\|_{1, \infty}
$$

whilst (4.4) gives

$$
\frac{1}{\left|I_{3}\right|} \int_{I_{1}}\left|\tilde{u}_{1}(x)\right| d x \leq K\left\|u^{*}\right\|_{1, \infty}
$$

so that

$$
\frac{1}{2}\left|\tilde{u}_{3}-\tilde{u}_{1}\right|=\frac{1}{\left|I_{3}\right|} \int_{I_{1}}\left|\tilde{u}_{3}(x)-\tilde{u}_{1}(x)\right| d x \leq 2 K\left\|u^{*}\right\|_{1, \infty} .
$$

In a similar way we find

$$
\frac{1}{2}\left|\tilde{u}_{3}-\tilde{u}_{2}\right| \leq 2 K\left\|u^{*}\right\|_{1, \infty}
$$

As in the hypotheses we now let $\tilde{u}_{n}$ be a conjugate of $u$ associated with the interval $\left[2^{n}, 2^{n+1}\right]$ in (4.2) and let $\tilde{\mu}_{n}$ be a conjugate of $u$ associated with the interval $\left[0,2^{n}\right]$. Using the reasoning employed above we have

$$
\left|\tilde{\mu}_{n}-\tilde{u}_{n}\right| \leq\left|\tilde{\mu}_{n}-\tilde{\mu}_{n+1}\right|+\left|\tilde{\mu}_{n+1}-\tilde{u}_{n}\right| \leq 8 K\left\|u^{*}\right\|_{1, \infty}
$$

and

$$
\left|\tilde{\mu}_{n}-\tilde{u}_{n-1}\right| \leq 4 K\left\|u^{*}\right\|_{1, \infty}
$$

so that finally

$$
\left|\tilde{u}_{n}-\tilde{u}_{n-1}\right| \leq 12 K\left\|u^{*}\right\|_{1, \infty}
$$

and the proof is complete. Note that this means that as the interval is moved from [ 0,1 ] to $\left[2^{n}, 2^{n+1}\right.$ ] a conjugate function $\tilde{u}$ of $u$ is changing at most by a constant which is $O(n)$.

Finally, to fix a conjugate once and for all we denote by $\tilde{u}$ a conjugate of $u$ associated with the interval $(0,1)$, as in (4.2). Using the estimates we have made in Lemmas 3 and 4 we see that

$$
\int_{2^{n}}^{2^{n+1}}|\tilde{u}(x)| \frac{d x}{1+x^{2}} \leq \frac{2^{n} C n+2^{n} K\left\|u^{*}\right\|_{1, \infty}}{2^{2 n}}
$$

where $C$ and $K$ are constants. This shows that $\tilde{u} \in L^{1}\left(\mathbf{R} ; d x /\left(1+x^{2}\right)\right)$. But there is nothing special about the interval $(0,1)$ and the same argument applies with equal validity to any interval $(v, v+1), v \in \mathbf{R}$.

In conclusion, we have shown that there is a constant $C$ such that if $u$ is harmonic in $P$ and $u^{*} \in\left(L^{1}, l^{\infty}\right)$ then for every $v \in \mathbf{R}$ there exists a conjugate function $\tilde{u}$ of $u$ satisfying

$$
\int_{-\infty}^{\infty}|\tilde{u}(x)| \frac{d x}{1+(v-x)^{2}} \leq C\left\|u^{*}\right\|_{1, \infty}
$$

5. The converse: $p<1$. When $p<1$ we can no longer represent the harmonic function $u$ as a Poisson integral of some function on the boundary. Nevertheless, the proof we gave in the case $p=1$ can be adapted to this situation and the key idea is to use the maximal conjugate function. When $f$ is harmonic in $D$ and $\tilde{f}$ is a conjugate of $f$ the maximal conjugate function $\tilde{f}^{*}$ is defined by

$$
(\tilde{f})^{*}(\theta)=\sup _{z \in \Omega(\theta)}|\tilde{f}(z)|, \quad \theta \in \mathbf{T}
$$

Fefferman and Stein showed that if $f$ is an harmonic function such that $f^{*} \in L^{p}(\mathbf{T}), 0<p<\infty$, then there is a conjugate function $\tilde{f}$ such that $\tilde{f}^{*} \in L^{p}(\mathbf{T})$ and

$$
\left\|\tilde{f}^{*}\right\|_{p} \leq C_{p}\left\|f^{*}\right\|_{p}
$$

where $C_{p}$ is a constant depending only on $p$ [4, Ch. 3].
Theorem 5. If $u$ is harmonic in $P$ and $u^{*} \in\left(L^{p}, l^{\infty}\right), 0<p<1$, then for every $v \in \mathbf{R}$ there is a conjugate function $\tilde{u}$ of $u$ such that

$$
\sup _{y>0} \int_{-\infty}^{\infty}|\tilde{u}(x+i y)|^{p} \frac{d x}{1+(v-x)^{2}} \leq C_{p}\left\|u^{*}\right\|_{p, \infty}^{p}
$$

The proof of this theorem follows the same lines as that of Theorem 4 and so we restrict ourselves to an outline, only giving details when differences occur.

Via the conformal mapping $\psi$ we transfer to the unit disc and put $v=u \circ \psi$. Then $v$ is harmonic in $D$ and $v^{*} \in L_{\mathrm{loc}}^{p}(\mathbf{T} \backslash\{-1\})$. We will denote by $\tilde{v}$ a conjugate function of $v$ and by $v_{r}$ the function $v$ restricted to the circle $r \mathbf{T}=\left\{r e^{i \theta}: 0 \leq \theta<2 \pi\right\}$ where $r<1$.

Lemma 5. $\tilde{v}^{+} \in L_{\mathrm{foc}}^{p}(\mathbf{T} \backslash\{-1\})$.
Proof. Arguing as in Lemma 2 we consider the region $\Sigma=D \backslash H$ where $H$ is once again a small rectangular region centred about the point -1 and let $F: \Sigma \rightarrow D$ be a conformal mapping between $\Sigma$ and the unit disc. From a theorem of Fefferman and Stein we deduce that $v \circ F^{-1}$ is the real part of some analytic function in $H^{p}(D)$ and so it follows from the Burkholder, Gundy and Silverstein theorem that $\left(v \circ F^{-1}\right)^{*} \in L^{p}(\mathbf{T})$. This implies that $\left(\widetilde{v \circ F^{-1}}\right)^{*} \in L^{p}(\mathbf{T})$.

Recalling that $\tilde{v}=\left(v \circ F^{-1}\right)^{\sim} \circ F$ (modulo constants) we now calculate $\tilde{v}^{+}(\theta)$ for those $\theta \in \partial \Sigma \cap \mathbf{T}$. As before, a radial segment in $\Sigma$ is transformed under $F$ into a path segment in $D$ contained in some Stoltz domain. So

$$
\begin{aligned}
\tilde{v}^{+}(\theta) & =\sup _{r<1}\left|\left(r e^{i \theta}\right)\right| \\
& =\sup _{r<1}\left|\left(v \circ F^{-1}\right)^{\sim}\left(F\left(r e^{i \theta}\right)\right)\right| \quad \text { (modulo constants) } \\
& \leq\left(\widetilde{v \circ F^{-1}}\right)^{*}(F(\theta))
\end{aligned}
$$

and we conclude that $\tilde{v}^{+} \in L_{\text {loc }}^{p}(\mathbf{T} \backslash\{-1\})$.
Transferring this back to the upper half plane as before we have for every $v \in \mathbf{R}$ the existence of a conjugate function $\tilde{u}$ satisfying

$$
\begin{equation*}
\sup _{y>0} \int_{v}^{v+1}|\tilde{u}(x+i y)|^{p} d x \leq C_{p}\left\|u^{*}\right\|_{p, \infty}^{p} \tag{5.1}
\end{equation*}
$$

where $C$ is a constant depending on $p$.
In the same fashion as Lemma 3 this can be extended to

$$
\begin{equation*}
\sup _{y>0} \frac{1}{|I|} \int_{I}|\tilde{u}(x+i y)|^{p} d x \leq C_{p}\left\|u^{*}\right\|_{p, \infty}^{p} \tag{5.2}
\end{equation*}
$$

where $I$ is any interval of integral length. The conjugate function $\tilde{u}$ depends on the interval $I$ in the sense described in Lemma 4, the proof being identical but for the replacement of the triangle inequality by the inequality $|a+b|^{p} \leq|a|^{p}+|b|^{p}$ which is valid for all $p<1$. This completes the outline of the proof of Theorem 5.
6. A direct classification. We have shown that if $u$ is harmonic in $P$ and $u=\operatorname{Re} f$ for some $f \in H^{p}, 0<p<\infty$, then $u^{*} \in\left(L^{p}, l^{\infty}\right)$; on the other hand, the condition that $u^{*} \in\left(L^{p}, l^{\infty}\right)$ certainly implies $u \in$ ( $L^{p}, l^{\infty}$ ) and consequently that the harmonic extension $u(x+i y)$ satisfies (2.1), but we can only say that for each $v \in \mathbf{R}$ there is a conjugate function $\tilde{u}$ satisfying

$$
\sup _{y>0} \frac{1}{\pi} \int_{-\infty}^{\infty}|\tilde{u}(x+i y)|^{p} \frac{d x}{1+(v-x)^{2}} \leq C_{p}\left\|u^{*}\right\|_{p, \infty}^{p} .
$$

In this section we shall show that the addition of a boundedness condition implies that $\tilde{u}$ actually satisfies (2.2). In this case we can speak of the conjugate function $\tilde{u}$ and state that $(u, \tilde{u}) \in H^{p}$. We treat the case $p=1$.

Theorem 6. Suppose $u$ is harmonic in $P$ and $u^{*} \in\left(L^{1}, l^{\infty}\right)$. If $x \rightarrow$ $\tilde{u}(x+i y)$ belongs to $L^{\infty}(\mathbf{R})$ for some $y>0$ then $\tilde{u} \in\left(L^{1}, l^{\infty}\right)$.

Proof. Choose any $v \in \mathbf{R}$. Using the notation of (4.2) we let $\tilde{u}$ denote a conjugate function of $u$ which satisfies

$$
\int_{0}^{1}|\tilde{u}(x)| d x \leq K\left\|u^{*}\right\|_{1, \infty}
$$

For any $n \geq 1$ there is a constant $\lambda_{n}(v)$ such that

$$
\frac{1}{2^{n-1}} \int_{v+2^{n-1}}^{v+2^{n}}\left|\tilde{u}(x)-\lambda_{n}(v)\right| d x \leq K\left\|u^{*}\right\|_{1, \infty}
$$

and we know $\lambda_{n}(v)=O(n)$. Let $\lambda_{0}(v)$ denote that constant such that $\tilde{u}-\lambda_{0}$ satisfies (4.2) for the interval $[v-1, v+1]$. Then

$$
\begin{aligned}
& \tilde{u}(v+i y)=\int_{-\infty}^{\infty} P_{y}(v-t) \tilde{u}(t) d t \\
& \quad=\int_{-\infty}^{\infty} P_{y}(v-t)\left[\tilde{u}(t)-\lambda_{0}(v)\right] d t+\lambda_{0}(v) \\
& =\sum_{n \in \mathbf{N}} \int_{v-2^{n+1}}^{v-2^{n}}+\int_{v+2^{n}}^{v+2^{n+1}}+\int_{v-1}^{v+1} P_{y}(v-t)\left[\tilde{u}(t)-\lambda_{0}(v)\right] d t+\lambda_{0}(v)
\end{aligned}
$$

Now

$$
\begin{aligned}
\left|\tilde{u}-\lambda_{0}(v)\right| & \leq\left|\tilde{u}-\lambda_{n+1}(v)\right|+\left|\lambda_{n+1}(v)-\lambda_{n}(v)\right|+\cdots+\left|\lambda_{1}(v)-\lambda_{0}(v)\right| \\
& \leq\left|\tilde{u}-\lambda_{n+1}(v)\right|+(n+1) C\left\|u^{*}\right\|_{1, \infty}
\end{aligned}
$$

by Lemma 4, and by (6.1) we have

$$
\int_{v+2^{n}}^{v+2^{n+1}}\left|\tilde{u}(t)-\lambda_{n+1}(v)\right| d t \leq 2^{n} K\left\|u^{*}\right\|_{1, \infty}
$$

so that for any $n \in \mathbf{N}$ we have

$$
\int_{v+2^{n}}^{v+2^{n+1}} P_{y}(v-t)\left|\tilde{u}(t)-\lambda_{0}(v)\right| d t \leq \frac{2^{n} K\left\|u^{*}\right\|_{1, \infty}+(n+1) C\left\|u^{*}\right\|_{1, \infty}}{2^{2 n}}
$$

A similar estimate works over the interval $\left[v-2^{n}, v-2^{n-1}\right]$ so that we deduce

$$
\left|\int_{-\infty}^{\infty} P_{y}(v-t)\left[\tilde{u}(t)-\lambda_{0}(v)\right] d t\right| \leq N<\infty
$$

where $N$ is a constant depending on the constants $K, C$ and $\left\|u^{*}\right\|_{1, \infty}$ but is independent of $v \in \mathbf{R}$.

Now since $v \rightarrow \tilde{u}(v+i y) \in L^{\infty}(\mathbf{R})$ and

$$
\tilde{u}(v+i y)=\int_{-\infty}^{\infty} P_{y}(v-t)\left[\tilde{u}(t)-\lambda_{0}(v)\right] d t+\lambda_{0}(v)
$$

we see that $\lambda_{0}(v)$ must be bounded for all $v \in \mathbf{R}$. In other words, the constants representing the difference between any two conjugates of $u$ are bounded and hence may be disregarded. This implies $\tilde{u} \in\left(L^{1}, l^{\infty}\right)$.
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