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#### Abstract

The lowest possible rate of growth of a meromorphic function $f$ of genus $q$ with zeros and poles restricted to a given finite set of rays through the origin is determined in terms of $q$ and the rays carrying the zeros and poles. For $\alpha>1$ the ratio $T(\alpha r, f) / T(r, f)$ is shown to be bounded as $r$ tends to infinity for all such entire functions, but not for all such meromorphic functions.


1. Introduction. In this paper we are concerned with the rate of growth of the Nevanlinna characteristic of meromorphic functions whose zeros and poles are restricted to lie on a finite number of rays through the origin. We consider the relationship between the order and lower order of such functions as well as upper bounds for $T(\alpha r, f) / T(r, f)$ for $\alpha>1$.

We first specify the class of functions that we will consider. Suppose $X=\left\{\boldsymbol{\theta}_{1}, \boldsymbol{\theta}_{2}, \ldots \boldsymbol{\theta}_{M}\right\}$ and $\left\{Y=\boldsymbol{\theta}_{M+1}, \boldsymbol{\theta}_{M+2}, \ldots \boldsymbol{\theta}_{L}\right\}$ each consist of distinct members of $[0,2 \pi)$, are not both empty, and have an empty intersection. For a nonnegative integer $q$, let $\mathscr{M}_{q}(X, Y)$ be the collection of all functions meromorphic in the complex plane with zeros $z_{\nu}$ and poles $w_{\nu}$ satisfying
(i)

$$
\begin{equation*}
\arg z_{\nu} \in X \tag{1.1}
\end{equation*}
$$

$$
\begin{equation*}
\arg w_{\nu} \in Y \tag{ii}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{\nu} \frac{1}{\left|z_{\nu}\right|^{q}}+\sum_{\nu} \frac{1}{\left|w_{\nu}\right|^{q}}=\infty \tag{iii}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{\nu} \frac{1}{\left|z_{\nu}\right|^{q+1}}+\sum_{\nu} \frac{1}{\left|w_{\nu}\right|^{q+1}}<\infty \tag{iv}
\end{equation*}
$$

For $X \neq \varnothing$, let $\mathscr{E}_{q}(X)$ be the collection of entire functions $\mathscr{M}_{q}(X, \varnothing)$. We note it is immediate from (1.1iii) that $f \in \mathscr{M}_{q}(X, Y)$ has order $\lambda \geq q$.

Our principal result (Theorem 1) enables us to determine the minimum of the lower orders $\mu$ of $f \in \mathscr{M}_{q}(X, Y)$ by applying a certain criterion, essentially geometric in character, to the sets

$$
\begin{equation*}
S_{k}=\left\{e^{-i k \theta_{j}}: 1 \leq j \leq M\right\} \cup\left\{-e^{-i k \theta_{j}}: M+1 \leq j \leq L\right\} \tag{1.2}
\end{equation*}
$$

for $0 \leq k \leq q$. Theorem 1 extends earlier results of Edrei and Fuchs [1, p. 308], Gol'dberg [5] and [6, pp. 338-344], and Steinmetz [11], who obtained the sharp bounds $\mu \geq q$ for $f \in \mathscr{E}_{q}(X)$ if $M=1$ ([1] and [5]) and $\mu \geq \max (0, q-1)$ for $f \in \mathscr{E}_{q}(X)$ if $M=2$ ([5] and [11]).

Theorem 1. Let the nonnegative integer $p=p(q, X, Y)$ be associated with the class $\mathscr{M}_{q}(X, Y)$ in the following way.
(a) If $q=0, p=0$.
(b) Suppose $q \geq 1$. For each integer $m_{0}, 0 \leq m_{0} \leq q$, consider the system of $q-m_{0}+1$ equations

$$
\begin{equation*}
\sum_{j=1}^{M} a_{k j} e^{-i k \theta_{j}}-\sum_{j=M+1}^{L} a_{k j} e^{-i k \theta_{j}}=0, \quad m_{0} \leq k \leq q \tag{1.3}
\end{equation*}
$$

subject to the following conditions:
(i) $\quad a_{k j} \geq 0, \quad m_{0} \leq k \leq q, \quad 1 \leq j \leq L ;$
(ii) $\quad \sum_{j=1}^{L} a_{k j}=1, \quad m_{0} \leq k \leq q ;$
and
(iii) for $1 \leq j \leq L$, if $a_{k_{j}}=0$

$$
\text { then } a_{k^{\prime} j}=0 \text { for } k<k^{\prime} \leq q
$$

If, for every $m_{0}, 0 \leq m_{0} \leq q$, system (1.3) has solutions satisfying conditions (1.4), let $p=0$. Otherwise let $p$ be the largest $m_{0}, 0 \leq m_{0} \leq q$, for which system (1.3) has no solutions satisfying (1.4).

Then for all $f \in \mathscr{M}_{q}(X, Y)$, we have

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \frac{T(r, f)}{r^{p}}=\infty \text { if } p>0 \tag{1.5}
\end{equation*}
$$

and
(ii) $\lim _{r \rightarrow \infty} \frac{T(r, f)}{\log r}=\infty$ if $p=0$.

Furthermore, given $\psi(r) \rightarrow \infty$ as $r \rightarrow \infty$, there exists $f \in \mathscr{M}_{q}(X, Y)$ such that
(i) $\quad \liminf _{r \rightarrow \infty} \frac{T(r, f)}{\psi(r) r^{p}}=0 \quad$ if $p>0$,
and
(ii) $\quad \liminf _{r \rightarrow \infty} \frac{T(r, f)}{\psi(r) \log r}=0 \quad$ if $p=0$.

Clearly (1.5) asserts that $f \in \mathscr{M}_{q}(X, Y)$ has lower growth at least order $p$, maximal type, and (1.6) asserts that this result is best possible. It is trivial that $p=q$ if $Y=\varnothing$ and $M=1$, giving the result for entire
functions with zeros on a single ray in [1] and [5]. If $Y=\varnothing$ and $M=2$, an easy verification gives $p \geq \max (0, q-1)$, in agreement with the result in [5] and [11].

A geometric interpretation can be given to the integer $p$ in most cases. Let us suppose that $p \geq 1$ and note that (1.3), (1.4i), and (1.4ii) express the fact that 0 is in the convex hull of $S_{k}$ (defined in (1.2)) for $m_{0} \leq k \leq q$. For $p \geq 1$ we thus have in the cases where we may ignore the rather technical condition (1.4iii) that $p$ is the largest integer $m_{0} \leq q$ for which 0 does not lie in the convex hull of $S_{m_{0}}$.

It would perhaps be helpful to consider an example in which the above geometric interpretation of $p$ fails, i.e. an example in which condition (1.4iii) plays an essential role. Suppose $X=\{0, \pi / 4, \pi / 3\}$, $Y=\varnothing$, and $q=4$. It is elementary that the only solution of (1.3) with $k=4$ subject to (1.4i) and (1.4ii) is

$$
\begin{equation*}
a_{41}=1 / 2, \quad a_{42}=1 / 2, \quad \text { and } \quad a_{43}=0 \tag{1.7}
\end{equation*}
$$

Similarly the only solution of (1.3) with $k=3$ satisfying (1.4i) and (1.4ii) is

$$
\begin{equation*}
a_{31}=1 / 2, \quad a_{32}=0, \quad \text { and } \quad a_{33}=1 / 2 \tag{1.8}
\end{equation*}
$$

There is no solution of (1.3) with $k=2$ subject to (1.4i) and (1.4ii). Thus from (1.4iii), (1.7), and (1.8), it is clear that $p=3$, even though 2 is the largest integer $m_{0}$ not exceeding 4 for which 0 is not in the convex hull of $S_{m_{0}}$.

Although Theorem 1 gives complete information concerning possible lower growth rates of $f \in \mathscr{M}_{q}(X, Y)$ in terms of $q, X$, and $Y$, it does not give information in terms of $q$ and $L$ alone concerning possible lower growth rates of a function of genus $q$ with zeros and poles restricted to any $L$ distinct rays. It would be of interest to determine

$$
\mu(q, L) \equiv \inf p(q, X, Y)
$$

where $X$ and $Y$ vary over all disjoint sets in $[0,2 \pi)$ whose union has $L$ members, and also to consider only entire functions and to determine

$$
\mu_{e}(q, M) \equiv \inf p(q, X, \varnothing)
$$

where $X$ varies over all sets of $M$ members in $[0,2 \pi)$.
From [1], [5], and [11] we have

$$
\begin{equation*}
\mu_{e}(q, M)=\max (0, q-M+1) \tag{1.9}
\end{equation*}
$$

for $M=1$ or $M=2$. The possibility of extending (1.9) to other values of $M$ is considered in [11]. In particular it is shown there that if $M$ is a positive integer and $X \subset[0,2 \pi)$ consists of $M$ members, then

$$
\inf _{f \in \mathscr{G}_{q}(X)} \mu(f)=\max (0, q-M+1)
$$

where, for general $X, \mathscr{G}_{q}(X)$ is the subclass of $\mathscr{E}_{q}(X)$ consisting of functions with zeros regularly distributed on each ray, and, for sets $X$ whose members are themselves regularly distributed in $[0,2 \pi), \mathscr{G}_{q}(X)=$ $\mathscr{E}_{q}(X)$.

Theorem 1 shows that (1.9) does not hold in general. Suppose, for example, that $X=\{0, \pi / 180, \pi / 90\}$ and $q=120$. Using Theorem 1, we have

$$
\mu_{e}(120,3) \leq p(120, X, \varnothing)=90<120-3+1
$$

The quantity $\mu_{e}(q, M)$ has also been studied by E. V. Gleizer. It is my understanding that Gleizer, in a paper [4] submitted to the Ukrainian Journal of Mathematics simultaneously to the submission of this paper, showed

$$
\mu_{e}(q, 3) \geq \max \left(0, \frac{q}{3}-1\right) .
$$

Gleizer also obtained a result for entire functions very close to Theorem 1 applied to $\mathscr{E}_{q}(X)$.

The estimate

$$
\mu_{e}(q, M) \geq\left[\frac{q}{5^{M}}\right]
$$

appears in [2, p. 25]. (The lower growth of entire functions of infinite order with radially distributed zeros is also dealt with in [2, p. 25].) An exact determination of $\mu(q, L)$ and $\mu_{e}(q, M)$ remains open in the general case, as does the probably easier question of whether or not $\mu(q, L)=$ $\mu_{e}(q, L)$.

We also consider the ratio $T(\alpha r, f) / T(r, f)$ for $f \in \mathscr{M}_{q}(X, Y)$.
Theorem 2. For $\alpha>1$ and $f \in \mathscr{E}_{q}(X)$ of finite order $\lambda$, there exists $K=K(\lambda, \alpha, X)>0$ such that

$$
\begin{equation*}
T(\alpha r, f)<K T(r, f), \quad r>r_{0}(f) \tag{1.10}
\end{equation*}
$$

Theorem 2 generalizes to meromorphic functions in many, but not all, cases. A discussion of the possibility of such a generalization appears in §4.

It is elementary that (1.10) implies

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \frac{T(r+1, f)}{T(r, f)}=1 \tag{1.11}
\end{equation*}
$$

(Compare to Corollary 2 of [5].) In [12] it is shown that (1.11) implies that the Nevanlinna deficiency is independent of the choice of the origin. From Theorem 2 we thus conclude that any entire function of finite order for
which the Nevanlinna deficiency is origin dependent cannot have its zeros restricted to a finite number of rays through any one point. (See for example [8].)

We conclude the Introduction by collecting certain elementary facts needed in the proofs of Theorem 1 and Theorem 2. Our arguments depend heavily on the Fourier series of $\log \left|f\left(\mathrm{re}^{i \theta}\right)\right|$, where $f$ has the form

$$
\begin{equation*}
f(z)=(\exp h(z)) \frac{\Pi_{\nu} E\left(z / z_{\nu}, q\right)}{\Pi E\left(z / w_{\nu}, q\right)}=(\operatorname{exph}(z)) g(z) \tag{1.12}
\end{equation*}
$$

$E(z, q)$ is the Weierstrass factor of genus $q$,

$$
E(z, q)=(1-z) \exp \left(z+z^{2} / 2+\cdots+z^{q} / q\right)
$$

and

$$
h(z)=\sum_{m=1}^{\infty} d_{m} z^{m}, \quad|z|<\infty .
$$

Letting

$$
c_{m}(r, f)=\frac{1}{2 \pi} \int_{0}^{2 \pi} e^{-\mathrm{i} m \theta} \log \left|f\left(\mathrm{re}^{i \theta}\right)\right| d \theta
$$

we have
(i) $c_{0}(r, f)=N(r, 0)-N(r, \infty)$;
(ii) $\quad c_{m}(r, f)=\overline{c_{-m}(r, f)}, \quad m<0$;
(iii) $\quad c_{m}(r, f)=\frac{d_{m}}{2} r^{m}+c_{m}(r, g)$

$$
\begin{aligned}
= & \frac{d_{m}}{2} r^{m}+\frac{1}{2 m}\left\{\sum_{\left|z_{\nu}\right| \leq r}\left(\left(\frac{r}{z_{\nu}}\right)^{m}-\left(\frac{\bar{z}_{\nu}}{r}\right)^{m}\right)\right\} \\
& -\frac{1}{2 m}\left\{\sum_{\left|w_{\nu}\right| \leq r}\left\{\left(\frac{r}{w_{\nu}}\right)^{m}-\left(\frac{\bar{w}_{\nu}}{r}\right)^{m}\right)\right\}
\end{aligned}
$$

$$
1 \leq m \leq q
$$

and
(iv) $\quad c_{m}(r, f)=\frac{d_{m}}{2} r^{m}+c_{m}(r, g)$

$$
\begin{array}{r}
=\frac{d_{m}}{2} r^{m}-\frac{1}{2 m}\left\{\sum_{\left|z_{\nu}\right| \leq r}\left(\frac{\bar{z}_{\nu}}{r}\right)^{m}+\sum_{\left|z_{\nu}\right|>r}\left(\frac{r}{z_{\nu}}\right)^{m}\right\} \\
+\frac{1}{2 m}\left\{\sum_{\left|w_{\nu}\right| \leq r}\left(\frac{\bar{w}_{\nu}}{r}\right)^{m}+\sum_{\left|w_{\nu}\right|>r}\left(\frac{r}{w_{\nu}}\right)^{m}\right\} \\
m \geq q+1
\end{array}
$$

A derivation of these formulas, originally due to F. Nevanlinna [10], can be found in many places, including [9]. Letting $m_{1}(r, f)$ and $m_{2}(r, f)$ denote the $L^{1}$ and $L^{2}$ norms of $\log \left|f\left(\mathrm{re}^{i \theta}\right)\right|$ respectively, we observe trivially from Nevanlinna's first fundamental theorem that for each interger $m$

$$
\begin{equation*}
\frac{\left|c_{m}(r, f)\right|}{2} \leq \frac{m_{1}(r, f)}{2} \leq T(r, f) \leq m_{2}(r, f)+N(r, \infty) . \tag{1.14}
\end{equation*}
$$

We shall need the following elementary lemma.
Lemma A. Suppose $m_{1}<m_{2}<\cdots<m_{k}$ and $n_{1}<n_{2}<\cdots<n_{k}$ are nonnegative integers. If $\pi$ is any permutation of $\{1,2, \ldots, k\}$ other than $\pi(j) \equiv k-j+1,1 \leq j \leq k$, then

$$
\begin{equation*}
\sum_{j=1}^{k} m_{j} n_{k-j+1}<\sum_{j=1}^{k} m_{j} n_{\pi(j)} . \tag{1.15}
\end{equation*}
$$

Proof. Since $\pi(j) \not \equiv k-j+1$, there exist $1 \leq j_{1}<j_{2} \leq k$ with $\pi\left(j_{1}\right)$ $<\pi\left(j_{2}\right)$. Certainly
$m_{j_{1}} n_{\pi\left(j_{1}\right)}+m_{j_{2}} n_{\pi\left(j_{2}\right)}=m_{j_{1}} n_{\pi\left(j_{2}\right)}+m_{j_{2}} n_{\pi\left(j_{1}\right)}+\left(m_{j_{2}}-m_{j_{1}}\right)\left(n_{\pi\left(\rho_{2}\right)}-n_{\pi\left(j_{1}\right)}\right)$.
We have

$$
n_{\pi\left(j_{2}\right)}-n_{\pi\left(j_{1}\right)}>0
$$

since $\pi\left(j_{2}\right)>\pi\left(j_{1}\right)$. Since $m_{j_{2}}>m_{j_{1}}$, we conclude

$$
m_{j_{1}} n_{\pi\left(j_{1}\right)}+m_{j_{2}} n_{\pi\left(j_{2}\right)}>m_{j_{1}} n_{\pi\left(j_{2}\right)}+m_{j_{2}} n_{\pi\left(j_{1}\right)},
$$

proving the permutation $\pi$ is not a permutation that minimizes the right side of (1.15).
2. Proof of Theorem 1. We first prove (1.5). Certainly (1.5ii) is trivial by (1.1iii). We thus restrict our attention to the case $p \geq 1$. With no loss in generality we suppose $f(0)=1$. We let $z_{\nu j}$ denote the zeros of $f$ on $\arg z=\theta_{j}, 1 \leq j \leq M$, and let $z_{\nu j}$ denote the poles of $f$ on $\arg z=\theta_{j}$, $M+1 \leq j \leq L$. For $1 \leq j \leq L$ we let $n_{j}(t)$ be the counting function of $\left\{z_{\nu j}\right\}$ and for $p \leq k \leq q$ define

$$
\begin{align*}
A_{k j}(r) & \equiv \frac{1}{2 k}\left\{\sum_{\left|z_{\nu}\right| \leq r}\left(\left(\frac{r}{\left|z_{\nu j}\right|}\right)^{k}-\left(\frac{\left|z_{\nu j}\right|}{r}\right)^{k}\right)\right\}  \tag{2.1}\\
& =\frac{1}{2} \int_{0}^{r}\left(\left(\frac{r}{t}\right)^{k}+\left(\frac{t}{r}\right)^{k}\right) \frac{n_{j}(t)}{t} d t
\end{align*}
$$

For $0 \leq n \leq q$ we let

$$
\begin{equation*}
C_{n}=\left\{j: 1 \leq j \leq M \text { and } \sum_{\nu} \frac{1}{\left|z_{\nu j}\right|^{n}}<\infty\right\} \tag{2.2}
\end{equation*}
$$

(ii) $\quad X_{n}=\left\{\boldsymbol{\theta}_{j}: j \in C_{n}\right\}$,
(iii) $\quad D_{n}=\left\{j: M+1 \leq j \leq L\right.$ and $\left.\sum_{\nu} \frac{1}{\left|z_{\nu j}\right|^{n}}<\infty\right\}$,
and

$$
\text { (iv) } \quad Y_{n}=\left\{\theta_{j}: j \in D_{n}\right\}
$$

Certainly

$$
\begin{equation*}
X_{n} \subset X_{n+1} \quad \text { and } \quad Y_{n} \subset Y_{n+1}, \quad 0 \leq n \leq q-1 \tag{2.3}
\end{equation*}
$$

We note by (1.1iii) that $X_{q} \cup Y_{q} \subsetneq X \cup Y$.
For $0 \leq n \leq q$, let

$$
\begin{equation*}
p_{n} \equiv p\left(q, X-X_{n}, Y-Y_{n}\right) \tag{2.4}
\end{equation*}
$$

where $p(q, \tilde{X}, \tilde{Y})$ is the function defined in the statement of Theorem 1. It follows easily from (2.3) and (2.4) that

$$
\begin{equation*}
p \leq p_{n} \leq p_{n+1} \leq q, \quad 0 \leq n \leq q-1 \tag{2.5}
\end{equation*}
$$

From (2.5) we conclude there exists $n_{0}, p \leq n_{0} \leq q$, such that $p_{n_{0}}=n_{0}$. We select such an $n_{0}$ and set $p^{\prime}=p_{n_{0}}, C^{\prime}=\{1,2, \ldots, M\}-C_{n_{0}}$, $X^{\prime}=X-X_{n_{0}}, D^{\prime}=\{M+1, M+2, \ldots, L\}-D_{n_{0}}$, and $Y^{\prime}=Y-Y_{n_{0}}$. We establish the following lemma.

Lemma B. The equation

$$
\begin{equation*}
\sum_{j \in C^{\prime}} a_{p^{\prime} j} e^{-i p^{\prime} \theta_{j}}-\sum_{j \in D^{\prime}} a_{p^{\prime} j} e^{-i p^{\prime} \theta_{j}}=0 \tag{2.6}
\end{equation*}
$$

has no solutions satisfying
(i) $a_{p^{\prime} j}>0, \quad j \in C^{\prime} \cup D^{\prime}$,
and
(ii) $\quad \sum_{j \in C^{\prime} \cup D^{\prime}} a_{p^{\prime} j}=1$.

Proof of Lemma B. Since $p^{\prime} \geq p \geq 1$, the definition of $p^{\prime}$ implies that $p^{\prime}$ is the largest integer $m_{0} \leq q$ for which the system

$$
\begin{equation*}
\sum_{j \in C^{\prime}} a_{k j} e^{-i k \theta_{j}}-\sum_{j \in D^{\prime}} a_{k j} e^{-i k \theta_{j}}=0, \quad m_{0} \leq k \leq q \tag{2.8}
\end{equation*}
$$

has no solutions satisfying
(i) $\quad a_{k j} \geq 0, \quad j \in C^{\prime} \cup D^{\prime}, m_{0} \leq k \leq q ;$
(ii) $\sum_{j \in C^{\prime} \cup D^{\prime}} a_{k_{J}}=1, \quad m_{0} \leq k \leq q$;
and
(iii) for $j \in C^{\prime} \cup D^{\prime}$, if $a_{k j}=0$
then $a_{k^{\prime} j}=0$ for $k<k^{\prime} \leq q$.
If $p^{\prime}=q$, the truth of Lemma B is immediate from the definition of $p^{\prime}$. If $p^{\prime}<q$, we let

$$
\begin{equation*}
\left\{a_{k j}: p^{\prime}+1 \leq k \leq q, j \in C^{\prime} \cup D^{\prime}\right\} \tag{2.10}
\end{equation*}
$$

be a solution of (2.8) with $m_{0}=p^{\prime}+1$ satisfying (2.9). If solutions $\left\{a_{p_{j}^{\prime},}\right.$ : $\left.j \in C^{\prime} \cup D^{\prime}\right\}$ of (2.6) exist satisfying (2.7), the combination of $\left\{a_{p^{\prime},}\right.$ : $\left.j \in C^{\prime} \cup D^{\prime}\right\}$ with $\left\{a_{k j}\right\}$ given by (2.10) yields a solution of (2.8) with $m_{0}=p^{\prime}$ satisfying conditions (2.9), including (2.9iii). This contradicts the definition of $p^{\prime}$ and proves Lemma B.

Returning to the proof of Theorem 1, we conclude from Lemma B that

$$
\tilde{S}_{p^{\prime}} \equiv\left\{e^{-i p^{\prime} \theta_{j}}: j \in C^{\prime}\right\} \cup\left\{-e^{-i p^{\prime} \theta_{j}}: j \in D^{\prime}\right\}
$$

lies in a closed halfplane $H$ with boundary line $l$ passing through the origin and that there exists $j_{0} \in C^{\prime} \cup D^{\prime}$ with $e^{-i p^{\prime} \theta_{j 0}} \notin l$. If $e^{i \alpha} \in l$ for some real $\alpha$ we have

$$
\begin{equation*}
\sin \left(p^{\prime} \boldsymbol{\theta}_{j_{0}}+\alpha\right) \neq 0 \tag{2.11}
\end{equation*}
$$

and, since $\tilde{S}_{p^{\prime}} \subset H$,

$$
\begin{align*}
& \left|\sum_{j \in C^{\prime}} A_{p^{\prime} J}(r) e^{-\imath p^{\prime} \theta_{j}}-\sum_{j \in D^{\prime}} A_{p^{\prime} J}(r) e^{-i p^{\prime} \theta_{j}}\right|  \tag{2.12}\\
& \geq A_{p^{\prime} J_{0}}(r)\left|\sin \left(p^{\prime} \theta_{J_{0}}+\alpha\right)\right|
\end{align*}
$$

We represent $f$ in form (1.12) and note from (1.13iii) and (2.1) that

$$
\begin{equation*}
c_{p^{\prime}}(r, g)=\sum_{J=1}^{M} A_{p^{\prime} J}(r) e^{-\iota p^{\prime} \theta_{J}}-\sum_{j=M+1}^{L} A_{p^{\prime} J}(r) e^{-i p^{\prime} \theta_{J}} . \tag{2.13}
\end{equation*}
$$

From (2.1), (2.2) with $n=n_{0}$, and the fact that $p^{\prime}=n_{0}$, we conclude

$$
\begin{equation*}
\text { (i) } \quad A_{p^{\prime} j}=O\left(r^{p^{\prime}}\right), \quad j \notin C^{\prime} \cup D^{\prime} \tag{2.14}
\end{equation*}
$$

and
(ii) $\lim _{r \rightarrow \infty} \frac{A_{p^{\prime} j}(r)}{r^{p^{\prime}}}=\infty, \quad j \in C^{\prime} \cup D^{\prime}$.

From (2.11), (2.12), (2.13), and (2.14) we have

$$
\begin{equation*}
\frac{\left|c_{p^{\prime}}(r, g)\right|}{r^{p^{\prime}}} \geq \frac{A_{p^{\prime} j_{0}}(r)\left|\sin \left(p^{\prime} \theta_{j_{0}}+\alpha\right)\right|}{r^{p^{\prime}}}+O(1) \rightarrow \infty \tag{2.15}
\end{equation*}
$$

as $r \rightarrow \infty$. From (1.13iii), (1.14), and (2.15) we conclude

$$
\frac{T(r, f)}{r^{p}} \geq \frac{T(r, f)}{r^{p^{\prime}}} \geq \frac{\left|c_{p^{\prime}}(r, f)\right|}{2 r^{p^{\prime}}} \geq \frac{\left|c_{p^{\prime}}(r, g)\right|}{2 r^{p^{\prime}}}-\frac{\left|d_{p^{\prime}}\right|}{4} \rightarrow \infty
$$

as $r \rightarrow \infty$, finishing the proof of (1.5).
We now turn to the proof of (1.6). The case $p=q$ is comparatively simple and we set it aside for later. We take the case $p<q$ and consider system (1.3) with $m_{0}=p+1$ and with solutions $a_{k j}$ satisfying conditions (1.4). Such solutions exist by the definition of $p$. Let

$$
I=\left\{(k, j): p+1 \leq k \leq q, 1 \leq j \leq L, \text { and } a_{k_{J}}>0\right\}
$$

and define

$$
\begin{equation*}
Q \equiv \frac{\max a_{k j}}{\min a_{k j}} \geq 1 \tag{2.16}
\end{equation*}
$$

where $(k, j)$ varies throughout $I$. Let $\varepsilon>0$ be such that

$$
\begin{equation*}
4 Q(q-p)!\varepsilon^{1 / 2}<1 \tag{2.17}
\end{equation*}
$$

We select $j, 1 \leq j \leq L$, such that

$$
\begin{equation*}
a_{p+1, j}>0 \tag{2.18}
\end{equation*}
$$

and define $q^{\prime}=q^{\prime}(j)$ by

$$
\begin{equation*}
q^{\prime} \equiv \max \left\{k: p+1 \leq k \leq q \text { and } a_{k j}>0\right\} \tag{2.19}
\end{equation*}
$$

Thus $q \geq q^{\prime}>p$.
We consider the system of $q^{\prime}-p$ linear equations in $q^{\prime}-p$ unknowns given in matrix form by

$$
\begin{equation*}
A U_{j}=B_{j} \tag{2.20}
\end{equation*}
$$

where the $(i, k)$ entry of the $\left(q^{\prime}-p\right) \times\left(q^{\prime}-p\right)$ matrix $A$ is

$$
\begin{equation*}
\varepsilon^{\left(q-q^{\prime}+k-1\right)\left(q^{\prime}-i+1\right)}, \quad 1 \leq i \leq q^{\prime}-p, 1 \leq k \leq q^{\prime}-p \tag{2.21}
\end{equation*}
$$

the entry in the $i$ th row, $1 \leq i \leq q^{\prime}-p$, of the column matrix $U_{J}$ is denoted by $u_{q^{\prime}-i+1}^{0}(j)$, and the entry in the $i$ th row of the column matrix $B_{J}$ is

$$
\begin{equation*}
a_{q^{\prime}-i+1, j} \varepsilon^{-\left(q-q^{\prime}+i-1\right)^{2} / 2} \tag{2.22}
\end{equation*}
$$

Our first objective is to show that the (unique) solution $U_{j}$ of (2.20) has all positive entries. Since the only entry of $U_{J}$ is clearly positive if $q^{\prime}=p+1$, we temporarily (through equation (2.35)) suppose $q^{\prime}>p+1$.

Certainly the determinant of $A$ is positive. Lemma A and (2.21) imply that among the $\left(q^{\prime}-p\right)$ ! terms comprising $\operatorname{det} A$, the dominant one is the product of the entries on the principal diagonal and that in fact

$$
\begin{align*}
0 & <1-\left(\left(q^{\prime}-p\right)!-1\right) \varepsilon \leq \frac{\operatorname{det} A}{\varepsilon^{h}}  \tag{2.23}\\
& \leq 1+\left(\left(q^{\prime}-p\right)!-1\right) \varepsilon
\end{align*}
$$

where

$$
h=\sum_{i=1}^{q^{\prime}-p}\left(q-q^{\prime}+i-1\right)\left(q^{\prime}-i+1\right)
$$

We shall use Cramer's Rule to solve for the $k$ th entry $u_{q-k+1}^{0}(j)$ of $U_{j}, 1 \leq k \leq q^{\prime}-p$. For $1 \leq k \leq q^{\prime}-p$, let $A_{k}$ be $A$ with the $k$ th column replaced by $B_{j}$. Thus, by (2.22),

$$
\begin{equation*}
\operatorname{det} A_{k}=\sum_{i=1}^{q^{\prime}-p}(-1)^{i+k} a_{q^{\prime}-\imath+1, j} \varepsilon^{-\left(q-q^{\prime}+\iota-1\right)^{2} / 2} H_{\imath k} \tag{2.24}
\end{equation*}
$$

where $H_{i k}$ is the $(i, k)$ minor of $A$.
Let $\varepsilon^{h_{i k}}$ be the largest of the moduli of the $\left(q^{\prime}-p-1\right)$ ! terms of $H_{i k}$. Lemma A implies that if $i \geq k$, then

$$
\begin{align*}
h_{\imath k}= & \sum_{n=1}^{k-1}\left(q-q^{\prime}+n-1\right)\left(q^{\prime}-n+1\right)  \tag{2.25}\\
& +\sum_{n=k}^{i-1}\left(q-q^{\prime}+n\right)\left(q^{\prime}-n+1\right) \\
& +\sum_{n=i+1}^{q^{\prime}-p}\left(q-q^{\prime}+n-1\right)\left(q^{\prime}-n+1\right)
\end{align*}
$$

where of course a given sum is omitted if its lower limit of summation exceeds its upper limit (for instance the second sum if $i=k$ or the third sum if $i=q^{\prime}-p$ ). Elementary algebra leads from (2.25) to

$$
\begin{equation*}
h_{i k}=D\left(q, q^{\prime}, k, p\right)+\frac{i^{2}}{2}-\frac{i}{2}+i\left(q-q^{\prime}\right) \tag{2.26}
\end{equation*}
$$

for some function $D\left(q, q^{\prime}, k, p\right)$ independent of $i$.

Similarly, for $i \leq k$, we have by Lemma A

$$
\begin{align*}
h_{i k}= & \sum_{n=1}^{i-1}\left(q-q^{\prime}+n-1\right)\left(q^{\prime}-n+1\right)  \tag{2.27}\\
& +\sum_{n=i+1}^{k}\left(q-q^{\prime}+n-2\right)\left(q^{\prime}-n+1\right) \\
& +\sum_{n=k+1}^{q^{\prime}-p}\left(q-q^{\prime}+n-1\right)\left(q^{\prime}-n+1\right) \\
= & D\left(q, q^{\prime}, k, p\right)+k+\frac{i^{2}}{2}-\frac{3 i}{2}+i\left(q-q^{\prime}\right) .
\end{align*}
$$

Direct calculation from (2.26) and (2.27) shows for $i \geq k$ that

$$
\begin{equation*}
h_{t k}-\frac{1}{2}\left(q-q^{\prime}+i-1\right)^{2}=D_{1}\left(q, q^{\prime}, k, p\right)+i / 2 \tag{2.28}
\end{equation*}
$$

for some function $D_{1}\left(q, q^{\prime}, k, p\right)$ independent of $i$ and for $i \leq k$ that

$$
\begin{equation*}
h_{i k}-\frac{1}{2}\left(q-q^{\prime}+i-1\right)^{2}=D_{1}\left(q, q^{\prime}, k, p\right)+k-i / 2 . \tag{2.29}
\end{equation*}
$$

From (2.28) and (2.29) we conclude for $1 \leq k \leq q^{\prime}-p$ that

$$
\begin{align*}
\frac{1}{2}+h_{k k} & -\frac{1}{2}\left(q-q^{\prime}+k-1\right)^{2}  \tag{2.30}\\
& =\min _{\substack{1 \leq i \leq q^{\prime}-p \\
i \neq k}}\left(h_{i k}-\frac{1}{2}\left(q-q^{\prime}+i-1\right)^{2}\right) .
\end{align*}
$$

Certainly for $1 \leq i \leq q^{\prime}-p$ and $1 \leq k \leq q^{\prime}-p$ we have

$$
\left|H_{i k}\right| \leq\left(q^{\prime}-p-1\right)!\varepsilon^{h_{1 k}}
$$

and thus by (2.30) for $1 \leq i \leq q^{\prime}-p, i \neq k$,

$$
\begin{equation*}
\varepsilon^{-\left(q-q^{\prime}+i-1\right)^{2} / 2}\left|H_{i k}\right| \leq\left(q^{\prime}-p-1\right)!\varepsilon^{1 / 2+h_{k k}-\left(q-q^{\prime}+k-1\right)^{2} / 2} . \tag{2.31}
\end{equation*}
$$

From (2.16), (2.17), and (2.31) we conclude for $1 \leq k \leq q^{\prime}-p$ that

$$
\begin{align*}
& \left|\begin{array}{|l}
\mid \sum_{\substack{i=1 \\
i \neq k}}^{q^{\prime}-p}(-1)^{i+k} a_{q-i+1, J^{\prime}} \varepsilon^{-\left(q-q^{\prime}+i-1\right)^{2} / 2} H_{i k}
\end{array}\right|  \tag{2.32}\\
& \quad \leq\left(q^{\prime}-p\right)!Q a_{q^{\prime}-k+1, J} \varepsilon^{1 / 2+h_{k k}-\left(q-q^{\prime}+k-1\right)^{2} / 2} \\
& \quad<a_{q^{\prime}-k+1, \varepsilon^{h_{k k}}-\left(q-q^{\prime}+k-1\right)^{2} / 2} / 4 .
\end{align*}
$$

The reasoning leading to (2.23), applied to $H_{k k}$ rather than $\operatorname{det} A$, yields

$$
\begin{align*}
\frac{1}{2} & <1-\left(\left(q^{\prime}-p-1\right)!-1\right) \varepsilon  \tag{2.33}\\
& \leq \frac{H_{k k}}{\varepsilon^{h_{k k}}} \leq 1+\left(\left(q^{\prime}-p-1\right)!-1\right) \varepsilon .
\end{align*}
$$

Upon combining (2.24), (2.32), and (2.33), we conclude

$$
\begin{equation*}
\operatorname{det} A_{k}>a_{q^{\prime}-k+1, j} \varepsilon^{h_{k k}-\left(q-q^{\prime}+k-1\right)^{2} / 2} / 4>0 . \tag{2.34}
\end{equation*}
$$

Cramer's Rule in conjunction with (2.23) and (2.34) thus yields

$$
\begin{equation*}
u_{q^{\prime}-k+1}^{0}(j)=\frac{\operatorname{det} A_{k}}{\operatorname{det} A}>0, \quad 1 \leq k \leq q^{\prime}-p . \tag{2.35}
\end{equation*}
$$

Certainly this conclusion also holds in the trivial case $q^{\prime}=p+1$, when (2.20) is a $1 \times 1$ system. We remark that an examination of (2.23), (2.24), (2.32), and (2.33) shows that for small $\varepsilon>0$ the solution of (2.20) is approximately the solution of the system (2.20) with $A$ modified so that its entries off the principal diagonal are 0 .

We next modify the linear system (2.20) in such a way that the solutions are in fact positive integers. For $p+1 \leq m \leq q^{\prime}$ we consider the system of equations

$$
\begin{align*}
& F_{m}\left(b_{1}, b_{2}, \ldots, b_{q^{\prime}-p}, u_{q^{\prime}}, u_{q^{\prime}-1}, \ldots, u_{p+1}\right)  \tag{2.36}\\
& \quad \equiv \sum_{k=1}^{q^{\prime}-p} b_{k}^{m} u_{q^{\prime}-k+1}-a_{m, j} \varepsilon^{-(q-m)^{2} / 2}=0 .
\end{align*}
$$

We do not indicate the dependence of $F_{m}$ upon $j$ in the notation.
We let $P_{0}(j)$ be the point in $2\left(q^{\prime}-p\right)$ dimensional Euclidean space given by

$$
P_{0}(j)=\left(\varepsilon^{q-q^{\prime}}, \varepsilon^{q-q^{\prime}+1}, \ldots, \varepsilon^{q-p-1}, u_{q^{\prime}}^{0}(j), u_{q^{\prime}-1}^{0}(j), \ldots, u_{p+1}^{0}(j)\right) .
$$

From (2.20) we have

$$
F_{m}\left(P_{0}(j)\right)=0, \quad p+1 \leq m \leq q^{\prime} .
$$

We also have
(2.37) $\left.\quad \frac{\partial\left(F_{p+1}, F_{p+2}, \ldots, F_{q^{\prime}}\right)}{\partial\left(b_{1}, b_{2}, \ldots, b_{q^{\prime}-p}\right)}\right|_{P_{0}(j)}=\frac{q^{\prime}!}{p!} u_{q^{\prime}}^{0}(j) \cdots u_{p+1}^{0}(j) \Delta$,
where $\Delta$ is the determinant of the $\left(q^{\prime}-p\right) \times\left(q^{\prime}-p\right)$ matrix whose $(i, k)$ entry is $b_{k}^{p+i-1}$ with

$$
b_{k}=\varepsilon^{q-q^{\prime}+k-1}
$$

Evidently we have

$$
\begin{equation*}
\Delta=\left(\prod_{k=1}^{q^{\prime}-p} b_{k}^{p}\right) V \neq 0 \tag{2.38}
\end{equation*}
$$

where $V$ is the van der Monde determinant associated with the distinct numbers $b_{k}, 1 \leq k \leq q^{\prime}-p$.

In view of (2.37) and (2.38), we may apply the Implicit Function Theorem to assert the existence of $\delta>0$ independent of $j$, a cube $E_{j}$ of side $\delta$ in $q^{\prime}-p$ dimensional Euclidean space centered at

$$
\left(u_{q^{\prime}}^{0}(j), u_{q^{\prime}-1}^{0}(j), \ldots, u_{p+1}^{0}(j)\right)
$$

and positive $C^{1}$ functions $\varphi_{1}, \varphi_{2}, \ldots, \varphi_{q^{\prime}-p}$ defined on $E_{j}$ such that if $p+1 \leq m \leq q^{\prime}$, then

$$
\begin{align*}
& F_{m}\left(\varphi_{1}\left(u_{q^{\prime}}, \ldots, u_{p+1}\right), \varphi_{2}\left(u_{q^{\prime}}, \ldots, u_{p+1}\right), \ldots,\right.  \tag{2.39}\\
& \left.\varphi_{q^{\prime}-p}\left(u_{q^{\prime}}, \ldots, u_{p+1}\right), u_{q^{\prime}}, u_{q^{\prime}-1}, \ldots, u_{p+1}\right) \equiv 0
\end{align*}
$$

for $\left(u_{q^{\prime}}, u_{q^{\prime}-1}, \ldots, u_{p+1}\right) \in E_{j}$.
For a positive integer $\nu$, let $R_{\nu}>0$ independent of $j$ be such that

$$
\begin{equation*}
\delta R_{\nu}^{p+1}>1 \tag{2.40}
\end{equation*}
$$

Select $\beta \in(0,1)$ and then let $\left(u_{q^{\prime}}, u_{q^{\prime}-1}, \ldots, u_{p+1}\right) \in E_{j}$ be such that

$$
\begin{equation*}
n_{q^{\prime}-k+1}=R_{\nu}^{q^{\prime}+\beta} u_{q^{\prime}-k+1}, \quad 1 \leq k \leq q^{\prime}-p \tag{2.41}
\end{equation*}
$$

is a positive integer. This choice is possible by (2.40).

## Let

$$
\begin{equation*}
\alpha_{k}=\varphi_{k}\left(u_{q^{\prime}}, u_{q^{\prime}-1}, \ldots, u_{p+1}\right), \quad 1 \leq k \leq q^{\prime}-p \tag{2.42}
\end{equation*}
$$

Let $g_{j}$ be the Weierstrass product of genus $q^{\prime}$ having a zero of multiplicity $n_{q^{\prime}-k+1}$ at $t_{k} e^{i \theta_{j}}$, where

$$
\begin{equation*}
t_{k}=R_{\nu} \alpha_{k}^{-1}, \quad 1 \leq k \leq q^{\prime}-p \tag{2.43}
\end{equation*}
$$

(We suppress the dependence of $g_{j}$ on $\nu$ in the notation as well as the dependence of $n_{q^{\prime}-k+1}$ and $t_{k}$ on both $j$ and $\nu$.)

For $p+1 \leq m \leq q^{\prime}$, we calculate the quantity

$$
\begin{align*}
c_{m j} & \equiv \sum_{k=1}^{q^{\prime}-p} \frac{n_{q^{\prime}-k+1}}{t_{k}^{m}}=R_{\nu}^{q^{\prime}+\beta-m} \sum_{k=1}^{q^{\prime}-p} \alpha_{k}^{m} u_{q^{\prime}-k+1}  \tag{2.44}\\
& =R_{\nu}^{q^{\prime}+\beta-m} a_{m, j} \varepsilon^{-(q-m)^{2} / 2}
\end{align*}
$$

where in the first step we use (2.41) and (2.43) and in the second step we use (2.36), (2.39), and (2.42).

From (1.13iii) and (2.44) for all $r>t_{k}=t_{k}(j), 1 \leq k \leq q^{\prime}-p$, we have for $p+1 \leq m \leq q^{\prime}$,

$$
\begin{align*}
c_{m}\left(r, g_{j}\right) & =\frac{r^{m}}{2 m} c_{m j} e^{-i m \theta_{j}}+O\left(n\left(r, 0, g_{j}\right)\right)  \tag{2.45}\\
& =\frac{R_{\nu}^{q^{\prime}+\beta}}{2 m}\left(\frac{r}{R_{\nu}}\right)^{m} a_{m, j} \varepsilon^{-(q-m)^{2} / 2} e^{-i m \theta_{j}}+O\left(n\left(r, 0, g_{j}\right)\right)
\end{align*}
$$

From (1.13iv), (2.19), and (2.45) we see that in fact

$$
\begin{align*}
c_{m}\left(r, g_{j}\right)= & \frac{R_{\nu}^{q^{\prime}+\beta}}{2 m}\left(\frac{r}{R_{\nu}}\right)^{m} a_{m, j} \varepsilon^{-(q-m)^{2} / 2} e^{-i m \theta_{j}}  \tag{2.46}\\
& +O\left(n\left(r, 0, g_{j}\right)\right)
\end{align*}
$$

for $r>t_{k}(j), 1 \leq k \leq q^{\prime}-p$, for all $m, p+1 \leq m \leq q$, and for all $j$ satisfying (2.18).

For $j$ not satisfying (2.18), we let $g_{j}=1$. Thus (2.46) holds for all $j$, $1 \leq j \leq L$, all $m, p+1 \leq m \leq q$, and all large $r$.

Recalling that $g_{j}$ in general depends on $\nu$, we define

$$
f_{\nu}=\prod_{j=1}^{M} g_{j} / \prod_{j=M+1}^{L} g_{j}
$$

Letting $n\left(r, f_{\nu}\right)=n\left(r, 0, f_{\nu}\right)+n\left(r, \infty, f_{\nu}\right)$, we then have by (2.46) for all large $r$ and $p+1 \leq m \leq q$,

$$
\begin{aligned}
c_{m}\left(r, f_{\nu}\right)= & \frac{R_{\nu}^{q^{\prime}+\beta}}{2 m}\left(\frac{r}{R_{\nu}}\right)^{m} \varepsilon^{-(q-m)^{2} / 2} \\
& \cdot\left\{\sum_{j=1}^{M} a_{m_{J}} e^{-i m \theta_{J}}-\sum_{j=M+1}^{L} a_{m_{J}} e^{-i m \theta_{j}}\right\}+O\left(n\left(r, f_{\nu}\right)\right) .
\end{aligned}
$$

From (1.3) we conclude for large $r$ that

$$
\begin{equation*}
c_{m}\left(r, f_{\nu}\right)=O\left(n\left(r, f_{\nu}\right)\right) \leq \frac{r^{p}(\psi(r))^{1 / 2}}{8 \sqrt{q} \nu^{2}}, \quad p+1 \leq m \leq q \tag{2.47}
\end{equation*}
$$

We now suppose $p \geq 1$ and let

$$
A_{p}\left(r, f_{\nu}\right)=\frac{1}{2} \int_{0}^{r}\left(\left(\frac{r}{t}\right)^{p}+\left(\frac{t}{r}\right)^{p}\right) \frac{n\left(t, f_{\nu}\right)}{t} d t
$$

(Compare to (2.1).) From (1.13iii) we have for $1 \leq m \leq p$ and sufficiently large $r$

$$
\begin{equation*}
\left|c_{m}\left(r, f_{\nu}\right)\right| \leq A_{p}\left(r, f_{\nu}\right) \leq r^{p}(\psi(r))^{1 / 2} / 8 \sqrt{p} \nu^{2} \tag{2.48}
\end{equation*}
$$

From (1.13iv) we have

$$
\begin{equation*}
\left|c_{m}\left(r, f_{\nu}\right)\right| \leq \frac{n\left(r, f_{\nu}\right)}{2 m} \leq \frac{r^{\dot{p}}(\psi(r))^{1 / 2}}{8 m \nu^{2}} \tag{2.49}
\end{equation*}
$$

for $m \geq q+1$ and sufficiently large $r$. Certainly

$$
\begin{equation*}
N\left(r, f_{\nu}\right)<r^{p}(\psi(r))^{1 / 2} / 8 \nu^{2} \tag{2.50}
\end{equation*}
$$

for large $r$. From Parseval's formula, (1.14), (2.47), (2.48), (2.49), and (2.50) we have

$$
\begin{equation*}
T\left(r, f_{\nu}\right) \leq N\left(r, f_{\nu}\right)+m_{2}\left(r, f_{\nu}\right)<\frac{r^{p}(\psi(r))^{1 / 2}}{2 \nu^{2}} \tag{2.51}
\end{equation*}
$$

for sufficiently large $r$.
The proof in the case $0<p<q$ is completed by taking

$$
f=\prod_{\nu=1}^{\infty} f_{\nu}
$$

where $f_{\nu}$ is a function of the sort just constructed and the sequence $R_{\nu}$ tends to infinity very rapidly. (The product converges by (2.41) and (2.43).) We consider a sequence $r_{\nu} \rightarrow \infty$ such that

$$
R_{\nu} \ll r_{\nu} \ll R_{\nu+1} .
$$

If the $R_{\nu}$ 's are sufficiently widely spaced, we easily calculate from (1.13iv) that

$$
\begin{equation*}
T\left(r_{\nu}, \prod_{k=\nu+1}^{\infty} f_{k}\right) \leq m_{2}\left(r_{\nu}, \prod_{k=\nu+1}^{\infty} f_{k}\right) \leq 1 \tag{2.52}
\end{equation*}
$$

From (2.51) we have (since $r_{\nu} \gg R_{\nu}$ ) that

$$
\begin{equation*}
T\left(r_{\nu}, \prod_{k=1}^{\nu} f_{k}\right) \leq \sum_{k=1}^{\nu} T\left(r_{\nu}, f_{k}\right)+\log \nu<r_{\nu}^{p}\left(\psi\left(r_{\nu}\right)\right)^{1 / 2} \tag{2.53}
\end{equation*}
$$

The combination of (2.52) with (2.53) completes the proof of (1.6i) in the case $p<q$.

In the case $0=p<q$, the discussion following (2.47) applies with only the trivial modifications that (2.48) is omitted, $r^{p}$ is replaced by $\log r$ in (2.50) and (2.51), and $r_{\nu}^{p}$ is replaced by $\log r_{\nu}$ in (2.53). This proves (1.6ii) in the case $p<q$.

The construction is much simpler if $p=q$. We assume without loss of generality that $X \neq \varnothing$. In this case $f$ can in fact be taken to be entire with zeros only on the ray $\arg z=\theta_{1} \in X$. We choose a sequence $R_{\nu}$ increasing rapidly to infinity. We select $\beta \in(0,1)$ and let $f_{\nu}$ be the $\left[R_{\nu}^{q+\beta}\right]$ power of the Weierstrass factor of genus $q$ with zero at $R_{\nu} e^{i \theta_{1}}$. If $p>0$, the discussion from (2.48) through (2.53) applies to yield (1.6i). Note this case is far simpler than the $p<q$ case since no reference need be made to (2.47). Finally, if $0=p=q$, we again omit (2.48), replace $r^{p}$ by $\log r$ in (2.50) and (2.51), and replace $r_{v}^{p}$ by $\log r_{\nu}$ in (2.53). This completes the proof of Theorem 1.

An examination of the proof of (1.6) shows the function we have constructed has order $q+\beta$ where $0<\beta<1$. By letting $\beta$ vary with $\nu$, a function of any order in $[q, q+1]$ can be produced satisfying (1.6).
3. Proof of Theorem 2. Without loss of generality we may presume $\alpha=2$ and $f(0)=1$. It follows from a theorem of Weyl [13, Satz 16] that there exists $p>\lambda \geq q$ such that

$$
\begin{equation*}
\cos p \theta_{j}>\sqrt{1 / 2}, \quad 1 \leq j \leq M \tag{3.1}
\end{equation*}
$$

Details of the argument establishing the existence of such a $p$ appear in [3] or [7]. As before we let $\left\{z_{\nu}\right\}$ denote the zeros of $f$ and write $n(r)=n(r, 0)$. We represent $f$ in the form

$$
f(z)=(\operatorname{exph}(z)) \prod_{\nu} E\left(\frac{z}{z_{\nu}}, q\right)
$$

where the polynomial $h$ is given by

$$
h(z)=\sum_{m=1}^{k} d_{m} z^{m}
$$

If $k \geq q+1$ and $d_{k} \neq 0$, it is elementary that

$$
T(r, f) \sim \frac{\left|d_{k}\right|}{\pi} r^{k}=\frac{\left|d_{k}\right|}{\pi} r^{\lambda}
$$

implying

$$
\begin{equation*}
T(2 r, f)<2^{\lambda+1} T(r, f), \quad r>r_{0}(f) \tag{3.2}
\end{equation*}
$$

Thus we suppose $k \leq q$.

From (1.13iii) and (1.13iv) we have
(i) $\quad c_{m}\left(\frac{r}{2}, f\right)=\frac{d_{m}}{2}\left(\frac{r}{2}\right)^{m}$

$$
\begin{array}{r}
+\frac{1}{2 m}\left\{\sum_{\left|z_{v}\right| \leq r / 2}\left(\left(\frac{r}{2 z_{\nu}}\right)^{m}-\left(\frac{2 \bar{z}_{\nu}}{r}\right)^{m}\right)\right\}  \tag{3.3}\\
1 \leq m \leq q
\end{array}
$$

(ii) $\quad c_{m}(2 r, f)=\frac{d_{m}}{2}(2 r)^{m}$

$$
\begin{array}{r}
+\frac{1}{2 m}\left\{\sum_{\left|z_{l}\right| \leq 2 r}\left(\left(\frac{2 r}{z_{\nu}}\right)^{m}-\left(\frac{\bar{z}_{\nu}}{2 r}\right)^{m}\right)\right\}, \\
1 \leq m \leq q ;
\end{array}
$$

$$
\begin{array}{r}
c_{m}\left(\frac{r}{2}, f\right)=-\frac{1}{2 m}\left\{\sum_{\left|z_{\nu}\right| \leq r / 2}\left(\frac{2 \bar{z}_{v}}{r}\right)^{m}+\sum_{\left|z_{2}\right|>r / 2}\left(\frac{r}{2 z_{\nu}}\right)^{m}\right\},  \tag{iii}\\
m \geq q+1 ;
\end{array}
$$

and
(iv) $\quad c_{m}(2 r, f)=-\frac{1}{2 m}\left\{\sum_{\left|z_{z}\right| \leq 2 r}\left(\frac{\bar{z}_{\nu}}{2 r}\right)^{m}+\sum_{\left|z_{z}\right|>2 r}\left(\frac{2 r}{z_{\nu}}\right)^{m}\right\}$,

$$
m \geq q+1
$$

Critical to our argument is the following inequality (3.4), which bounds the number of zeros near $|z|=r$ in terms of $T(r, f)$. We have, by (1.14), (3.1), and (3.3iii),

$$
\begin{aligned}
& \frac{2^{-p}}{2 p}\left(n(2 r)-n\left(\frac{r}{2}\right)\right) \leq \frac{1}{2 p} \sum_{r / 2<\left|z_{\nu}\right| \leq 2 r}\left(\frac{r}{\left|z_{\nu}\right|}\right)^{p} \\
& \left.\quad \leq \frac{1}{2 p} \sum_{\left|z_{\nu}\right|>r / 2}\left(\frac{r}{\left|z_{\nu}\right|}\right)^{p}<\left.\frac{1}{p}\right|_{\left|z_{\nu}\right|>r / 2}\left(\frac{r}{z_{\nu}}\right)^{p} \right\rvert\, \\
& \quad=2\left|2^{p} c_{p}\left(\frac{r}{2}, f\right)+\frac{4^{p}}{2 p} \sum_{\left|z_{\nu}\right| \leq r / 2}\left(\frac{\bar{z}_{\nu}}{r}\right)^{p}\right| \\
& \quad \leq 2^{p+1}\left|c_{p}\left(\frac{r}{2}, f\right)\right|+2^{p} n\left(\frac{r}{2}\right) \\
& \quad \leq 2^{p+3} T(r, f)
\end{aligned}
$$

We conclude that

$$
\begin{equation*}
n(2 r)-n(r / 2) \leq p 2^{2 p+4} T(r, f) \tag{3.4}
\end{equation*}
$$

Since $n(r / 2) \leq 2 T(r, f)$, we see that in fact

$$
\begin{equation*}
n(2 r)<p 2^{2^{p}+5} T(r, f) . \tag{3.5}
\end{equation*}
$$

Using (3.3i) we have for $1 \leq m \leq q$ and $r>0$

$$
\begin{align*}
& 4^{-m}\left(\frac{d_{m}}{2}(2 r)^{m}+\frac{1}{2 m} \sum_{\left|z_{\nu}\right| \leq r / 2}\left(\frac{2 r}{z_{\nu}}\right)^{m}\right)  \tag{3.6}\\
&=\frac{d_{m}}{2}\left(\frac{r}{2}\right)^{m}+\frac{1}{2 m} \sum_{\left|z_{\nu}\right| \leq r / 2}\left(\frac{r}{2 z_{\nu}}\right)^{m} \\
& \quad=c_{m}\left(\frac{r}{2}, f\right)+\frac{1}{2 m} \sum_{\left|z_{\nu}\right| \leq r / 2}\left(\frac{2 \bar{z}_{\nu}}{r}\right)^{m} .
\end{align*}
$$

We conclude from (1.14), (3.3ii), (3.5), and (3.6) that for $1 \leq m \leq q$ and $r>0$

$$
\begin{align*}
\left|c_{m}(2 r, f)\right| & \leq\left|\frac{d_{m}}{2}(2 r)^{m}+\frac{1}{2 m} \sum_{\left|z_{\nu}\right| \leq 2 r}\left(\frac{2 r}{z_{\nu}}\right)^{m}\right|+\frac{n(2 r)}{m}  \tag{3.7}\\
& \leq 4^{m}\left|c_{m}\left(\frac{r}{2}, f\right)\right|+\frac{4^{m}}{2 m} n\left(\frac{r}{2}\right)+p 2^{2 p+5} T(r, f) \\
& \leq\left(2^{2 m+2}+p 2^{2 p+5}\right) T(r, f) \leq p 2^{2 p+6} T(r, f)
\end{align*}
$$

We next consider $m \geq q+1$ and let

$$
B=B(r, m)=-\frac{1}{2 m} \sum_{\left|z_{1}\right|>2 r}\left(\frac{2 r}{z_{v}}\right)^{m} .
$$

We distinguish two cases. First suppose $p+1 \leq m$. From (1.14), (3.1), and (3.3iii) we conclude

$$
\begin{align*}
2 m|B| & \leq \sum_{\left|z_{\nu}\right|>2 r}\left(\frac{2 r}{\left|z_{\nu}\right|}\right)^{p}  \tag{3.8}\\
& \leq 2^{2 p+1}\left|\sum_{\left|z_{\nu}\right|>2 r}\left(\frac{r}{2 z_{\nu}}\right)^{p}\right| \leq 2^{2 p+1}\left|\sum_{\left|z_{\nu}\right|>r / 2}\left(\frac{r}{2 z_{\nu}}\right)^{p}\right| \\
& =2^{2 p+1}\left|2 p c_{p}\left(\frac{r}{2}, f\right)+\sum_{\left|z_{\nu}\right| \leq r / 2}\left(\frac{2 \bar{z}_{\nu}}{r}\right)^{p}\right| \\
& \leq 2^{2 p+1}(4 p T(r, f)+n(r / 2))<p 2^{2 p+4} T(r, f)
\end{align*}
$$

Next suppose $q+1 \leq m \leq p$. We have

$$
B=-\frac{1}{2 m} \sum_{\left|z_{\nu}\right|>r / 2}\left(\frac{2 r}{z_{\nu}}\right)^{m}+\frac{1}{2 m} \sum_{r / 2<\left|z_{\nu}\right| \leq 2 r}\left(\frac{2 r}{z_{\nu}}\right)^{m}=B_{1}+B_{2} .
$$

Certainly

$$
\begin{align*}
4^{-m}\left|B_{1}\right| & =\left|c_{m}\left(\frac{r}{2}, f\right)+\frac{1}{2 m} \sum_{\left|z_{\nu}\right| \leq r / 2}\left(\frac{2 \bar{z}_{\nu}}{r}\right)^{m}\right|  \tag{3.9}\\
& \leq 2 T(r, f)+n(r / 2) / 2 m \leq 3 T(r, f)
\end{align*}
$$

By (3.4) we have

$$
\begin{equation*}
\left|B_{2}\right|=\frac{4^{p}}{2 m}\left(n(2 r)-n\left(\frac{r}{2}\right)\right) \leq \frac{p}{m} 2^{4 p+3} T(r, f) \tag{3.10}
\end{equation*}
$$

Combining (3.9) and (3.10) we conclude for $q+1 \leq m \leq p$ that

$$
\begin{equation*}
|B| \leq \frac{p}{m} 2^{4 p+4} T(r, f) . \tag{3.11}
\end{equation*}
$$

From (3.8) and (3.11) we have for all $m \geq q+1$ that

$$
\begin{equation*}
|B| \leq \frac{p}{m} 2^{4 p+4} T(r, f) \tag{3.12}
\end{equation*}
$$

From (3.3iv), (3.5), and (3.12) we conclude

$$
\begin{equation*}
\left|c_{m}(2 r, f)\right| \leq|B|+\frac{n(2 r)}{2 m} \leq \frac{p}{m} 2^{4 p+5} T(r, f) \tag{3.13}
\end{equation*}
$$

for $m \geq q+1$ and $r>0$.
Certainly for $r>0$ by (3.5)

$$
\begin{align*}
N(2 r) & =N(r)+(N(2 r)-N(r))  \tag{3.14}\\
& \leq T(r, f)+n(2 r) \leq p 2^{2 p+6} T(r, f) .
\end{align*}
$$

From (3.7), (3.13), and (3.14) we conclude

$$
\begin{align*}
& m_{2}(2 r, f)^{2}=\sum_{m=-\infty}^{\infty}\left|c_{m}(2 r, f)\right|^{2}  \tag{3.15}\\
& \quad \leq\left(p^{2} 2^{4 p+12}+2 q p^{2} 2^{4 p+12}+4 p^{2} 2^{8 p+10}\right) T(r, f)^{2}
\end{align*}
$$

Since $T(2 r, f) \leq m_{2}(2 r, f)$ for the entire function $f,(1.10)$ follows from (3.2) and (3.15) with

$$
\begin{equation*}
K=K(\lambda, 2, X)=\max \left(2^{\lambda+1}, p 2^{4 p+5}(5+2 \lambda)^{1 / 2}\right) \tag{3.16}
\end{equation*}
$$

We observe that $p$ depends on $\lambda$ and $X$, as in turn does the entire right side of (3.16). This completes the proof of Theorem 2.
4. Concluding remarks. The conclusion of Theorem 2 holds for the class $\mathscr{M}_{q}(X, Y)$ provided the numbers $\theta_{1}, \theta_{2}, \ldots, \theta_{L}$ are linearly independent over the integers. It follows in this case from Weyl's theorem [13, Satz 16] that there exists $p>\lambda$ such that

$$
\cos p \theta_{j}>\sqrt{1 / 2}, \quad 1 \leq j \leq M
$$

and

$$
\cos p \theta_{j}<-\sqrt{1 / 2}, \quad M+1 \leq j \leq L
$$

The proof given in $\S 3$ may be adapted in this situation to $f \in \mathscr{M}_{q}(X, Y)$ with only trivial modifications.

If $X \cup Y$ is linearly dependent over the integers, the conclusion of Theorem 2 may fail for the class $\mathscr{M}_{q}(X, Y)$. For example, let $X=\left\{\theta_{1}\right\}$ where $\theta_{1}=0$ and let $Y=\left\{\theta_{2}, \theta_{3}, \theta_{4}, \theta_{5}\right\}$ where $\theta_{j}=2 \pi(j-1) / 5,2 \leq j$ $\leq 5$. Trivially there exist $a_{k j}>0$ for $1 \leq j \leq 5$ and all positive integers $k$ such that

$$
\begin{equation*}
a_{k 1} e^{-i k \theta_{1}}-\sum_{j=2}^{5} a_{k j} e^{-i k \theta_{j}}=0 \tag{4.1}
\end{equation*}
$$

Suppose $q$ and $J_{n}$ are arbitrary integers subject only to the condition $1 \leq q \leq J_{n}$. By a construction based on our proof of (1.6), we may produce $R_{n} \rightarrow \infty, \beta_{n} \rightarrow \infty$, and

$$
\begin{equation*}
f_{n}(z)=\prod_{\nu} E\left(\frac{z}{z_{\nu}}, q\right) / \prod_{\nu} E\left(\frac{z}{w_{\nu}}, q\right) \tag{4.2}
\end{equation*}
$$

having the following properties:
(i) $\arg z_{\nu} \in X$,
(ii) $\arg w_{\nu} \in Y$,
(iii) $\quad R_{n} \leq\left|z_{\nu}\right| \leq \beta_{n} R_{n}$,
(iv) $\quad R_{n} \leq\left|w_{\nu}\right| \leq \beta_{n} R_{n}$,
(v) $\quad c_{m}\left(R_{n}, f_{n}\right)=0, \quad q+1 \leq m \leq J_{n}$,
and
(vi) $\left|c_{m}\left(R_{n}, f_{n}\right)\right| \leq \frac{n\left(2 R_{n}, f_{n}\right)}{m}, \quad m>J_{n}$,
where $n\left(r, f_{n}\right)=n\left(r, 0, f_{n}\right)+n\left(r, \infty, f_{n}\right)$.
Only minor adaptations of the construction of the $f_{\nu}$ 's used in the proof of (1.6) are needed to produce $f_{n}$ 's satisfying (4.3). In the present context, $J_{n}$ plays the role of $q$ in the proof of (1.6) and $q+1$ plays the role of $p+1$. The careful placement (using (4.1) for $q+1 \leq k \leq J_{n}$ ) of the $z_{\nu}$ 's and $w_{\nu}$ 's as in the proof of (1.6) yields (4.3v); rough estimates on the resulting function $n\left(t, f_{n}\right)$ combined with (1.13iv) yield (4.3vi).

From (1.13iii), (4.3iii), and (4.3iv) it is immediate that

$$
\begin{equation*}
c_{m}\left(R_{n}, f_{n}\right)=0, \quad 0 \leq m \leq q . \tag{4.4}
\end{equation*}
$$

From (4.3) and (4.4) we have

$$
\begin{equation*}
T\left(R_{n}, f_{n}\right) \leq m_{2}\left(R_{n}, f_{n}\right) \leq \frac{n\left(2 R_{n}, f_{n}\right)}{J_{n}^{1 / 2}} \tag{4.5}
\end{equation*}
$$

Trivially we have

$$
\begin{equation*}
n\left(2 R_{n}, f_{n}\right)<4 T\left(4 R_{n}, f_{n}\right) \tag{4.6}
\end{equation*}
$$

Finally we produce $f \in \mathscr{M}_{q}(X, Y)$ by setting

$$
f=\prod_{n=1}^{\infty} f_{n}
$$

where the $f_{n}$ 's are associated with a widely spaced sequence $R_{n}$ and $J_{n}$ tends to infinity. Using (4.5) and (4.6) we are able to conclude

$$
\limsup _{r \rightarrow \infty} \frac{T(2 r, f)}{T(r, f)}=\infty
$$

We omit the rather lengthy details of this argument.
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