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#### Abstract

In this paper we develop necessary and sufficient conditions for certain differential operator rings to be simple. We do this for a ring with finitely many commuting derivations and for a ring with a commuting Schmidt higher derivation of finite length. Also we give a correspondence between finite sets of derivations and Schmidt higher derivations.


In this first section we deal with the simplicity of a differential operator ring over a ring with finitely many commuting derivations. Many of the results of this section overlap those of others, among them Jordan [8], Hauger [5] and Voskoglou [11]. The second section deals with the construction of a Schmidt higher derivation from a set of derivations, and vice versa. The correspondence is the same as that of Heerema [6] but we give a different construction. The third section deals with simplicity of a differential operator ring over a ring with a Schmidt higher derivation. All rings are considered to be associative with unit. This research will form part of the author's Ph.D. dissertation at the University of Utah. The author wishes to thank K. R. Goodearl for his help and suggestions.

1. Let $\delta_{1}, \ldots, \delta_{k}$ be derivations on a ring $R$. A $\left(\delta_{1}, \ldots, \delta_{k}\right)$-ideal of $R$ is any ideal $I$ of $R$ such that $\delta_{i}(I) \subseteq I$ for all $i$. The ring $R$ is said to be ( $\delta_{1}, \ldots, \delta_{k}$ )-simple if $R$ is nonzero and the only ( $\delta_{1}, \ldots, \delta_{k}$ )-ideals of $R$ are 0 and $R$. The elements $r \in R$ such that $\delta_{i}(r)=0$ for all $i$ are called $\left(\delta_{1}, \ldots, \delta_{k}\right)$-constants and form a subring of $R$.
If $\delta_{1}, \ldots, \delta_{k}$ are commuting derivations on $R$, the formal linear differential operator ring

$$
T=R\left[\Theta_{1}, \ldots, \Theta_{k} ; \delta_{1}, \ldots, \delta_{k}\right]
$$

is the free left $R$-module generated by the symbols

$$
\Theta_{k}^{n(k)} \ldots \Theta_{1}^{n(1)}
$$

with each $n(i)$ a nonnegative integer and given a ring structure by the relations

$$
\begin{gathered}
\Theta_{i} \Theta_{j}=\Theta_{j} \Theta_{i} \\
\Theta_{i} r=r \Theta_{i}+\delta_{i}(r)
\end{gathered}
$$

for all $i, j$, all $r \in R$, together with the usual multiplication in $R$. It is convenient to think of the elements of $T$ as polynomials, with left coefficients in $R$, in the $\Theta$ 's. For a $k$-tuple $I=(i(k), \ldots, i(1))$, with each $i(j)$ a nonnegative integer, let

$$
|I|=i(k)+\cdots+i(1)
$$

and

$$
\Theta^{I}=\Theta_{k}^{i(k)} \cdots \Theta_{1}^{i(1)}
$$

and call $I$ the order of $\Theta^{I}$. Let $N=(n(k), \ldots, n(1))$ and $M=$ $(m(k), \ldots, m(1))$. We say the order of $\Theta^{N}$ is greater than that of $\Theta^{M}$ if $|N|>|M|$ or, if $|N|=|M|$, if there exists $j \in\{1, \ldots, k\}$ such that $n(i)=m(i)$ for $i>j$ and $n(j)>m(j)$. Otherwise the order of $\Theta^{N}$ is less than or equal to that of $\Theta^{M}$.

For nonzero $t \in T$, the leading coefficient of $t$ is the coefficient (in $R$ ) of the monomial of highest order in $t$ with nonzero coefficient. We will usually denote an element $t \in T$ by

$$
t=\sum \alpha_{I} \Theta^{I}
$$

with $\alpha_{I} \in R$. If $\alpha_{J}$ is the leading coefficient of $t$, the order of $t$ is said to be $J$. One should note that for nonzero $t, s \in T$, the leading coefficient of $t s$ is the product of the leading coefficients of $t$ and $s$ unless that product is zero. When $k=1$, the order will be denoted by a lower case letter.

Lemma 1. Let $\delta_{1}, \ldots, \delta_{k}$ be commuting derivations on a ring $R$ and $F$ the subring of central $\left(\delta_{1}, \ldots, \delta_{k}\right)$-constants of $R$. If the differential operator ring

$$
T=R\left[\Theta_{1}, \ldots, \Theta_{k} ; \delta_{1}, \ldots, \delta_{k}\right]
$$

is simple then the center of $T$ is $F$ and $R$ is $\left(\delta_{1}, \ldots, \delta_{k}\right)$-simple.

Proof. Certainly $F$ is contained in the center of $T$ and any element of $R$ central in $T$ is in $F$. So it will be enough to show that the center of $T$ is contained in $R$ to show $F$ is the center of $T$.

If $A$ is a proper nonzero $\left(\delta_{1}, \ldots, \delta_{k}\right)$-ideal of $R$, then $A T$ is a proper nonzero ideal of $T$. Hence, $T$ simple implies $R$ is $\left(\delta_{1}, \ldots, \delta_{k}\right)$-simple.

As $R$ is $\left(\delta_{1}, \ldots, \delta_{k}\right)$-simple, any nonzero central $\left(\delta_{1}, \ldots, \delta_{k}\right)$-constant is invertible and therefore $F$ is a field.

Suppose $t=\sum \alpha_{I} \boldsymbol{\Theta}^{I} \neq 0$ is central in $T$ with leading coefficient $\alpha_{J}$ and order $J$. Since $\Theta_{i} t-t \Theta_{i}=0$ for all $i$ and $r t-t r=0$ for all $r \in R$, we get $\alpha_{J} \in F$. Since $T$ is simple, $t$ is invertible. If $|J|>0$, and the leading coefficient of $t^{-1}$ is $\beta_{N}$, then $\beta_{N} \alpha_{J}=0$ implying $\beta_{N}=0$, a contradiction. Therefore $|J|=0$ and $t \in R$.

We can think of the derivations $\delta_{1}, \ldots, \delta_{k}$ being defined on $T$ such that for $t \in T$

$$
\delta_{i}(t)=\Theta_{i} t-t \Theta_{i} .
$$

Note that this implies $\delta_{i}\left(\boldsymbol{\Theta}_{j}\right)=0$ for all $i, j$ and if $t=\sum \alpha_{I} \boldsymbol{\Theta}^{I}$, then $\delta_{i}(t)=\sum \delta_{i}\left(\alpha_{I}\right) \Theta^{I}$. Also note that Leibniz' rule holds:

$$
\delta_{j}^{n}(a b)=\sum_{i=0}^{n}\binom{n}{i} \delta_{j}^{i}(a) \delta_{j}^{n-i}(b)
$$

and also

$$
\Theta_{j}^{n} a=\sum_{i=0}^{n}\binom{n}{i} \delta_{j}^{i}(a) \Theta_{j}^{n-i}
$$

for all $i, j$, all $a, b \in R$.
The ring $R$ can also be considered as a left $T$-module with a $T$ module multiplication $*$ under which $\Theta_{j} * r=\delta_{j}(r)$ and $s * r=s r$ for all $j$, all $s, r \in R$. With this module structure, right multiplication in $R$ by a ( $\delta_{1}, \ldots, \delta_{k}$ )-constant is a left $T$-module endomorphism of $R$, and these are the only left $T$-module endomorphisms of $R$.

The next theorem has been proved in [5] and [11, Theorems 3.3, 3.4]. We supply a proof to indicate the difference between the $\mathbf{Q}$ algebra case and the $(\mathbf{Z} / p \mathbf{Z})$-algebra case. The case where $k=1$ was originally proved by Amitsur [1].

Theorem 2. Let $R$ be a $\mathbf{Q}$-algebra, $\delta_{1}, \ldots, \delta_{k}$ commuting derivations on $R$ and $F$ the subring of central $\left(\delta_{1}, \ldots, \delta_{k}\right)$-constants of $R$. Then the ring

$$
T=R\left[\Theta_{1}, \ldots, \Theta_{k} ; \delta_{1}, \ldots, \delta_{k}\right]
$$

is simple if and only if $R$ is $\left(\delta_{1}, \ldots, \delta_{k}\right)$-simple and no nontrivial $F$ linear combination of $\delta_{1}, \ldots, \delta_{k}$ is an inner derivation by a $\left(\delta_{1}, \ldots, \delta_{k}\right)$ constant. In this case the center of $T$ is $F$.

Proof. If $T$ is simple, $R$ is $\left(\delta_{1}, \ldots, \delta_{k}\right)$-simple and the center of $T$ is $F$ by Lemma 1. If $\alpha_{1}, \ldots, \alpha_{k} \in F$ and

$$
\left(\alpha_{1} \delta_{1}+\cdots+\alpha_{k} \delta_{k}\right)(r)=a r-r a
$$

for all $r \in R$ and some $\left(\delta_{1}, \ldots, \delta_{k}\right)$-constant $a$, then, for

$$
s=\alpha_{1} \Theta_{1}+\cdots+\alpha_{k} \Theta_{k}-a,
$$

we have $s * r=r(-a)$. So multiplication by $s$ is a left $T$-module endomorphism of $R$. Then for any $t \in T$, the commutator $s t-t s$ is in the annihilator of ${ }_{T} R$. Since $T$ is simple, ${ }_{T} R$ is faithful. This forces $s$ to be central in $T$ and so $s \in F$ by Lemma 1. Therefore $\alpha_{i}=0$ for all $i$.

For the converse we will use induction on $k$. If $k=1$, let $A$ be a nonzero ideal of $T=R[\Theta ; \delta]$. If $n$ is the minimal order of nonzero elements of $A$, then the set
$J=\left\{a \in R \mid a \Theta^{n}+a_{n-1} \Theta^{n-1}+\cdots+a_{0} \in A\right.$ for some $\left.a_{n-1}, \ldots, a_{0} \in R\right\}$
is a nonzero $\delta$-ideal of $R$. Since $R$ is $\delta$-simple, $1 \in J$, and so we can choose $q \in A$,

$$
q=\sum_{j=0}^{n} a_{j} \Theta^{j}
$$

with $a_{n}=1$. For any $r \in R$, we have $q r-r q \in A$ of smaller order than $n$, so $q r-r q=0$. Similarly $\Theta q-q \Theta=0$, so each $a_{j}$ is a $\delta$-constant. If $n>0$,

$$
0=q r-r q=\left(n \delta(r)+a_{n-1} r-r a_{n-1}\right) \Theta^{n-1}+\text { terms of lower order, }
$$

implying $n \delta(r)+a_{n-1} r-r a_{n-1}=0$ for all $r \in R$, a contradiction. Therefore $n=0$ and $q=1 \in A$. Thus $A=T$ and $T$ is simple.

Suppose $k>1$ and the theorem is true for fewer than $k$ derivations. Now

$$
T=R\left[\Theta_{1}, \ldots, \Theta_{k} ; \delta_{1}, \ldots, \delta_{k}\right] \cong S\left[\Theta_{2}, \ldots, \Theta_{k} ; \delta_{2}, \ldots, \delta_{k}\right]
$$

where $S=R\left[\Theta_{1} ; \delta_{1}\right]$. By induction, $T$ is simple if $S$ is $\left(\delta_{2}, \ldots, \delta_{k}\right)$ simple and no nontrivial linear combination of $\delta_{2}, \ldots, \delta_{k}$ by central $\left(\delta_{2}, \ldots, \delta_{k}\right)$-constants of $S$ is an inner derivation on $S$ by a $\left(\delta_{2}, \ldots, \delta_{k}\right)$ constant of $S$. If

$$
\alpha=\sum_{i=0}^{n} a_{i} \Theta_{1}^{i}
$$

is a central $\left(\delta_{2}, \ldots, \delta_{k}\right)$-constant of $S$ with $a_{n} \neq 0$, then

$$
\delta_{j}(\alpha)=\sum_{i=0}^{n} \delta_{j}\left(a_{i}\right) \Theta_{1}^{i}=0
$$

for $j \geq 2$ and

$$
\Theta_{1} \alpha-\alpha \Theta_{1}=\sum_{i=0}^{n} \delta_{1}\left(a_{i}\right) \Theta_{1}^{i}=0
$$

So each $a_{j}$ is a $\left(\delta_{1}, \ldots, \delta_{k}\right)$-constant. If $n>0$, then for any $r \in R$,

$$
0=\alpha r-r \alpha=\left(a_{n} r-r a_{n}\right) \Theta_{1}^{n}+\left(n a_{n} \delta_{1}(r)+a_{n-1} r-r a_{n-1}\right) \Theta_{1}^{n-1}
$$

+ terms of lower order.
The vanishing of the $\Theta_{1}^{n}$ term yields $a_{n} \in F$, and then from the vanishing of the $\Theta_{1}^{n-1}$ term we get a contradiction. Therefore $n=0$ and all central $\left(\delta_{2}, \ldots, \delta_{k}\right)$-constants of $S$ are in $F$.

Suppose $\alpha_{2} \delta_{2}+\cdots+\alpha_{k} \delta_{k}=\delta_{b}$, the inner derivation on $S$ by the $\left(\delta_{2}, \ldots, \delta_{k}\right)$-constant $b=b_{0}+\cdots+b_{m} \Theta_{1}^{m}$, with $b_{m} \neq 0$ and the $\alpha_{i} \in F$. Since

$$
0=\left(\alpha_{2} \delta_{2}+\cdots+\alpha_{k} \delta_{k}\right)\left(\Theta_{1}\right)=b \Theta_{1}-\Theta_{1} b=\sum_{i=0}^{m}-\delta_{1}\left(b_{i}\right) \Theta_{1}^{i}
$$

and $b$ is a $\left(\delta_{2}, \ldots, \delta_{k}\right)$-constant, we have that each $b_{j}$ is a $\left(\delta_{1}, \ldots, \delta_{k}\right)$ constant. Now

$$
\delta_{b}(R)=\left(\alpha_{2} \delta_{2}+\cdots+\alpha_{k} \delta_{k}\right)(R) \subseteq R
$$

so for all $r \in R$, the element

$$
\begin{aligned}
b r-r b= & \left(b_{m} r-r b_{m}\right) \Theta_{1}^{m}+\left(m b_{m} \delta_{1}(r)+b_{m-1} r-r b_{m-1}\right) \Theta_{1}^{m-1} \\
& + \text { terms of lower order }
\end{aligned}
$$

is in $R$. If $m \geq 2$, then $b_{m} \in F$ and we get a contradiction from the vanishing of the $\Theta_{1}^{m-1}$ term. Therefore $m \leq 1$ and $b=b_{0}+b_{1} \Theta_{1}$ (here $b_{1}$ may be 0). As before $b_{1} \in F$ and for any $r \in R$,

$$
\left(\alpha_{2} \delta_{2}+\cdots+\alpha_{k} \delta_{k}\right)(r)=b r-r b=b_{1} \delta_{1}(r)+b_{0} r-r b_{0}
$$

Hence each $\alpha_{i}=0$. Therefore no nontrivial linear combination of $\delta_{2}, \ldots, \delta_{k}$ by central $\left(\delta_{2}, \ldots, \delta_{k}\right)$-constants of $S$ is an inner derivation on $S$ by a $\left(\delta_{2}, \ldots, \delta_{k}\right)$-constant of $S$.

Suppose $S$ has a nonzero $\left(\delta_{2}, \ldots, \delta_{k}\right)$-ideal $B$. Let $l$ be the minimal order of nonzero elements of $B$. Then the set
$J=\left\{a \in R \mid a \Theta_{1}^{l}+a_{l-1} \Theta_{1}^{l-1}+\cdots+a_{0} \in B\right.$ for some $\left.a_{l-1}, \ldots, a_{0} \in R\right\}$ is a nonzero $\left(\delta_{1}, \ldots, \delta_{k}\right)$-ideal of $R$. Since $R$ is $\left(\delta_{1}, \ldots, \delta_{k}\right)$-simple, $1 \in J$, and so there is an operator

$$
s=\Theta_{1}^{l}+s_{l-1} \Theta_{1}^{l-1}+\cdots+s_{0} \in B
$$

Since $\delta_{j}(s) \in B$ for $j \geq 2$ and $\delta_{1}(s)=\Theta_{1} s-s \Theta_{1} \in B$, we have $\delta_{j}(s)=0$ for all $j$ since these operators have lower order than $l$. Therefore each $s_{j}$ is a $\left(\delta_{1}, \ldots, \delta_{k}\right)$-constant. Also, if $l>0$, for any $r \in R$, we obtain
$0=s r-r s=\left(l \delta_{1}(r)+s_{l-1} r-r s_{l-1}\right) \Theta_{1}^{l-1}+$ terms of lower order and the vanishing of the $\Theta_{1}^{l-1}$ term yields a contradiction. Therefore $l=0$ and $1 \in B$ proving that $S$ is $\left(\delta_{2}, \ldots, \delta_{k}\right)$-simple.

The induction hypothesis is now verified, and thus $T$ is simple.
When $R$ is a $(\mathbf{Z} / p \mathbf{Z})$-algebra for some prime $p$, if $\delta$ is a derivation on $R$, then

$$
\delta^{p}, \delta^{p^{2}}, \ldots
$$

are all derivations on $R$. This complicates the simplicity criteria for the differential operator ring in the positive characteristic case.

Lemma 3. Let $R$ be a $(\mathbf{Z} / p \mathbf{Z})$-algebra, $p$ a prime, $\delta_{1}, \ldots, \delta_{k}$ commuting derivations on $R$ and $F$ the subring of central $\left(\delta_{1}, \ldots, \delta_{k}\right)$-constants of $R$. Assume that no nontrivial $F$-linear combination of

$$
\delta_{1}, \delta_{1}^{p}, \delta_{1}^{p^{2}}, \ldots
$$

is an inner derivation by a $\left(\delta_{1}, \ldots, \delta_{k}\right)$-constant. Set $S=R\left[\Theta_{1} ; \delta_{1}\right]$ and let $b \in S$ be a $\left(\delta_{1}, \ldots, \delta_{k}\right)$-constant.
(a) If $b r-r b \in R$ for all $r \in R$, then

$$
b=a+\sum_{j=0}^{m} a_{j} \Theta_{1}^{p^{\prime}}
$$

for some $\left(\delta_{1}, \ldots, \delta_{k}\right)$-constant $a \in R$ and some $a_{0}, \ldots, a_{m} \in F$.
(b) If $b$ is central in $S$, then $b \in F$.

Proof. (a) Write out

$$
b=\sum_{i=0}^{n} b_{i} \Theta_{1}^{i}
$$

and suppose $b_{n} \neq 0$. Since $b$ is a $\left(\delta_{1}, \ldots, \delta_{k}\right)$-constant, each $b_{i}$ is a $\left(\delta_{1}, \ldots, \delta_{k}\right)$-constant. From assumption (a), if $n>0$ we get $b_{n} \in F$. If $n \leq 1$, we are done. If $n>1$ and if $p$ does not divide $n$, then, for all $r \in R$,

$$
\begin{aligned}
b r-r b= & \left(b_{n} r-r b_{n}\right) \Theta_{1}^{n}+\left(n b_{n} \delta_{1}(r)+b_{n-1} r-r b_{n-1}\right) \Theta_{1}^{n-1} \\
& + \text { terms of lower order. }
\end{aligned}
$$

Since $b r-r b \in R$, we get a contradiction from the vanishing of the $\Theta_{1}^{n-1}$ term.

If $p \mid n$, set

$$
t=\max \left\{i \mid b_{i} \neq 0 \text { and } p \text { does not divide } i\right\}
$$

or 0 if no such $i$ exists. Let

$$
A=\left\{j \mid b_{j} \neq 0 \text { and } n \geq j>t\right\}
$$

Note that $n \in A$, and that for $j \in A$, we have

$$
j=p^{l(j)} m_{j}
$$

with $\left(m_{j}, p\right)=1$ and $l(j) \geq 1$. Let

$$
s=\max \left(\{t-1\} \cup\left\{p^{l(j)}\left(m_{j}-1\right) \mid j \in A\right\}\right)
$$

and

$$
C=\left\{j \in A \mid p^{l(j)}\left(m_{j}-1\right)=s\right\} \cup\{t \text { if } t-1=s\} .
$$

If $t \in C$, let $m_{t}=t$ and $l(t)=0$, so that each $j \in C$ can be written as

$$
j=p^{l(j)} m_{j}
$$

Let

$$
B=\left\{b_{j} \mid j \in C\right\} .
$$

Since $b r-r b \in R$ for all $r \in R$, we have $B \subseteq F$.
If $s>0$, evaluating the coefficient of $\Theta_{1}^{s}$ in $b r-r b$, we have

$$
\sum_{j \in C} m_{j} b_{j} \delta_{1}^{p^{\prime(1)}}(r)+b_{s} r-r b_{s}=0
$$

for all $r \in R$. Since $m_{j} b_{j} \neq 0$ for all $j \in C$, this gives a contradiction. Therefore $s=0$, and hence $t \leq 1$ and $m_{j}=1$ for all $j \in A$. This proves (a).
(b) If $b$ is central, then $b r-r b=0 \in R$ for all $r \in R$, so by part (a) we have

$$
b=a+\sum_{j=0}^{m} a_{j} \Theta_{1}^{p^{\prime}}
$$

for some $\left(\delta_{1}, \ldots, \delta_{k}\right)$-constant $a \in R$ and some $a_{0}, \ldots, a_{m} \in F$. But

$$
0=b r-r b=\sum_{j=0}^{m} a_{j} \delta_{1}^{p^{\prime}}(r)+a r-r a
$$

for all $r \in R$, implying $a_{j}=0$ for all $j$. Then $a$ is central in $R$ and so $b \in F$.

The next theorem was proved for $k=1$ in [8, Thm. 4.1.6]. The case where $k=1$ and $R$ is commutative was considered in [2, Thm. 3.2a] and [3, Thm. 2.3]. There are related results in [5] and [11, Thm. 3.5]; in particular, Voskoglou proves that the given conditions are necessary for $T$ to be simple.

Theorem 4. Let $R$ be a $(\mathbf{Z} / p \mathbf{Z})$-algebra, $p$ a prime, $\delta_{1}, \ldots, \delta_{k}$ commuting derivations on $R$ and $F$ the subring of central $\left(\delta_{1}, \ldots, \delta_{k}\right)$ constants of $R$. Then the ring

$$
T=R\left[\Theta_{1}, \ldots, \Theta_{k} ; \delta_{1}, \ldots, \delta_{k}\right]
$$

is simple if and only if $R$ is $\left(\delta_{1}, \ldots, \delta_{k}\right)$-simple and no nontrivial $F$ linear combination of

$$
\left\{\delta_{i}^{p^{\prime}} \mid i=1, \ldots, k, j=0,1, \ldots\right\}
$$

is an inner derivation by a $\left(\delta_{1}, \ldots, \delta_{k}\right)$-constant. In this case the center of $T$ is $F$.

Proof. If $T$ is simple, $R$ is $\left(\delta_{1}, \ldots, \delta_{k}\right)$-simple and the center of $T$ is $F$ by Lemma 1. If there are some $\alpha_{i j} \in F$ such that

$$
\sum \alpha_{i j} \delta_{i}^{p^{\prime}}
$$

is an inner derivation by the $\left(\delta_{1}, \ldots, \delta_{k}\right)$-constant $a$, then

$$
s=\sum \alpha_{i j} \Theta_{i}^{p^{\prime}}-a
$$

acts on ${ }_{T} R$ as right multiplication by $-a$. For any $t \in T$, we get that $s t-t s$ is in the annihilator of ${ }_{T} R$. Then $T$ being simple implies $s$ is central in $T$. By Lemma 1, we have $s \in F$ and so each $\alpha_{i j}=0$.

For the converse we use induction on $k$. If $k=1$ and $A$ is a nonzero ideal of $T=R[\Theta ; \delta]$ with $n$ the minimal order of nonzero elements of $A$, the set
$J=\left\{a \in R \mid a \Theta^{n}+a_{n-1} \Theta^{n-1}+\cdots+a_{0} \in A\right.$ for some $\left.a_{n-1}, \ldots, a_{0} \in R\right\}$
is a nonzero $\delta$-ideal of $R$. Since $R$ is $\delta$-simple, $1 \in J$, and we can pick $q \in A$,

$$
q=\sum_{i=0}^{n} a_{i} \Theta^{i}
$$

with $a_{n}=1$. Since $\Theta q-q \Theta \in A$ and this operator is of lower order than $n$, we get $\Theta q-q \Theta=0$ and so each $a_{i}$ is a $\delta$-constant. Also
$q r-r q=0$ for all $r \in R$, and so $q$ is central in $T$. By Lemma 3, we have $q \in F$. Therefore $n=0$ and $1 \in A$, and so $T$ is simple.

Suppose $k>1$ and the theorem is true for fewer than $k$ derivations. Now

$$
T=R\left[\Theta_{1}, \ldots, \Theta_{k} ; \delta_{1}, \ldots, \delta_{k}\right] \cong S\left[\Theta_{2}, \ldots, \Theta_{k} ; \delta_{2}, \ldots, \delta_{k}\right]
$$

where $S=R\left[\Theta_{1} ; \delta_{1}\right]$. By induction $T$ is simple if $S$ is $\left(\delta_{2}, \ldots, \delta_{k}\right)$ simple and no nontrivial linear combination of

$$
\left\{\delta_{i}^{p^{j}} \mid i=2, \ldots, k, j=0,1, \ldots\right\}
$$

by central $\left(\delta_{2}, \ldots, \delta_{k}\right)$-constants of $S$ is an inner derivation by a $\left(\delta_{2}, \ldots, \delta_{k}\right)$-constant of $S$.

Suppose there exist $\alpha_{i j}$, with $i>1$, central $\left(\delta_{2}, \ldots, \delta_{k}\right)$-constants of $S$ such that

$$
\sum \alpha_{i j} \delta_{i}^{p^{\prime}}
$$

is inner by the $\left(\delta_{2}, \ldots, \delta_{k}\right)$-constant

$$
b=\sum_{i=0}^{n} b_{i} \Theta_{1}^{i} .
$$

Since the $\alpha_{i j}$ are central in $S$, they are also $\delta_{1}$-constants and so each $\alpha_{i j} \in F$ by Lemma 3. For all $r \in R$,

$$
b r-r b=\sum \alpha_{i j} \delta_{i}^{p^{\prime}}(r) \in R .
$$

So, by Lemma 3,

$$
b=a+\sum_{j=0}^{m} a_{j} \Theta_{1}^{p^{\prime}}
$$

for some $\left(\delta_{1}, \ldots, \delta_{k}\right)$-constant $a \in R$ and some $a_{0}, \ldots, a_{m} \in F$. Then, for any $r \in R$,

$$
\sum \alpha_{i j} \delta_{i}^{p^{j}}(r)-\sum_{j=0}^{m} a_{j} \delta_{1}^{p^{\prime}}(r)=a r-r a
$$

and so each $\alpha_{i j}=0$.
If $S$ has a nonzero $\left(\delta_{2}, \ldots, \delta_{k}\right)$-ideal $B$, let $n$ be the minimal order of nonzero elements of $B$. Then the set $J=\left\{a \in R \mid a \Theta_{1}^{n}+a_{n-1} \Theta_{1}^{n-1}+\cdots+a_{0} \in B\right.$ for some $\left.a_{n-1}, \ldots, a_{0} \in R\right\}$ is a nonzero $\left(\delta_{1}, \ldots, \delta_{k}\right)$-ideal of $R$. Therefore there is a $q \in B$ with

$$
q=\sum_{i=0}^{n} a_{i} \Theta_{1}^{i}
$$

and $a_{n}=1$. Also the operators $\Theta_{1} q-q \Theta_{1}=\delta_{1}(q)$, as well as $\delta_{i}(q)$ for $i>1$ and $q r-r q$ for all $r \in R$ are in $B$, have lower order than $n$, and so are 0 . Therefore $q$ is a central $\left(\delta_{1}, \ldots, \delta_{k}\right)$-constant of $S$ and so $q \in F$ by Lemma 3. Then $n=0$ and $1 \in B$, proving that $S$ is $\left(\delta_{2}, \ldots, \delta_{k}\right)$-simple.

The induction hypothesis is now established, and therefore $T$ is simple.

As an example to satisfy the hypotheses of Theorem 4 , let $K$ be a field of characteristic $p>0$ and let $\left\{x_{i j} \mid i=1, \ldots, k, j=1,2, \ldots\right\}$ be independent indeterminates over $K$. Set $R=K\left(\left\{x_{i j}\right\}\right)$. Define commuting $K$-linear derivations $\delta_{1}, \ldots, \delta_{k}$ on $R$ by

$$
\delta_{i}\left(x_{i j}\right)=x_{i, j+1} \quad \text { and } \quad \delta_{i}\left(x_{m j}\right)=0
$$

for all $m \neq i$.
First we show the set

$$
\left\{\delta_{i}^{j} \mid i=1, \ldots, k, j=1,2, \ldots\right\}
$$

is linearly independent over $R$. Suppose there exists some $\alpha_{i j} \in R$ such that

$$
\sum \alpha_{i j} \delta_{i}^{j}=0
$$

For fixed $n$, pick $l$ such that no term $x_{n, l+i}$, for $i>0$, is involved in any of the $\alpha_{n, j}$. Then

$$
0=\sum \alpha_{i j} \delta_{i}^{j}\left(x_{n l}\right)=\sum_{j} \alpha_{n j} x_{n, l+j}
$$

which implies each $\alpha_{n j}=0$. Since $n$ was arbitrary we have $\alpha_{i j}=0$ for all $i, j$.

Therefore the set

$$
\left\{\delta_{i}^{p^{j}} \mid i=1, \ldots, k, j=0,1, \ldots\right\}
$$

is linearly independent over the central $\left(\delta_{1}, \ldots, \delta_{k}\right)$-constants of $R$. As $R$ is simple, the differential operator ring $T$ is simple.
2. A finite Schmidt higher derivation (S.h.d.) on a ring $R$ is a set of additive maps $d_{0}, d_{1}, \ldots, d_{k}$ on $R$ such that $d_{0}$ is the identity map and

$$
d_{i}(a b)=\sum_{j=0}^{i} d_{j}(a) d_{i-j}(b)
$$

for all $a, b \in R$ and $i=1, \ldots, k$. Infinite S.h.d.'s were first used in [4] and [10]. For example, if $\delta$ is a derivation on a Q-algebra $R$, then the maps

$$
d_{i}=\delta^{i} / i!
$$

define a S.h.d. on $R$. For another example, let $K$ be any field and $K[x]$ a polynomial ring over $K$. Define $K$-linear maps $d_{0}, d_{1}, \ldots, d_{k}$ on $K[x]$ such that

$$
d_{i}\left(x^{j}\right)=\binom{j}{i} x^{j-i}
$$

for all $i, j$. Then $d_{0}, d_{1}, \ldots, d_{k}$ is a S.h.d. on $K[x]$, with $d_{0}=$ identity map and $d_{1}=d / d x$. If $\operatorname{char}(K)=2$, then

$$
d_{2}\left(x^{2 n}\right)=n x^{2 n-2}
$$

and

$$
d_{2}\left(x^{2 n+1}\right)=n x^{2 n-1}
$$

Let $d_{0}, d_{1}, \ldots, d_{k}$ be a S.h.d. on a ring $R$ and observe that $d_{i}(1)=0$ for $i=1, \ldots, k$. A $\left(d_{0}, d_{1}, \ldots, d_{k}\right)$-ideal of $R$ is any ideal $A$ of $R$ such that $d_{i}(A) \subseteq A$ for all $i$. The ring $R$ is said to be $\left(d_{0}, d_{1}, \ldots, d_{k}\right)$ simple if $R$ is nonzero and the only $\left(d_{0}, \ldots, d_{k}\right)$-ideals of $R$ are 0 and $R$. The elements $r \in R$ such that $d_{i}(r)=0$ for all $i>0$ are called $\left(d_{1}, \ldots, d_{k}\right)$-constants and form a subring of $R$. For $d_{0}, d_{1}, \ldots, d_{k}$ a commuting S.h.d. on $R$, we can form a differential operator ring over $R$, analogous to the differential operator rings of the previous section, as in the following theorem. We first fix some notation.

Let

$$
\begin{aligned}
& M=\{(l(0), \ldots, l(k) \mid l(0)=-\infty \text { and } \\
& \quad l(i) \text { is a nonnegative integer for } i>0\}
\end{aligned}
$$

and observe that $M$ is an additive semigroup with zero element $e(0)=$ $(-\infty, 0, \ldots, 0)$. For $i>0$, let $e(i)=(l(0), \ldots, l(k)) \in M$ with $l(i)=1$ and $l(j)=0$ for all other $j>0$. We have for $L=(l(0), \ldots, l(k)) \in M$ and a nonnegative integer $j$,

$$
L+j e(i)=(l(0), \ldots, l(i)+j, \ldots, l(k))
$$

for $i>0$, while

$$
L+j e(0)=L
$$

Theorem 5. Let $d_{0}, d_{1}, \ldots, d_{k}$ be a commuting S.h.d. on $R$. Then there is a differential operator ring $S$ generated by $R$ and elements $D_{0}, D_{1}, \ldots, D_{k}$ with relations

$$
D_{i} D_{j}=D_{j} D_{i}, \quad D_{0}=1, \quad D_{j} r=\sum_{i=0}^{j} d_{i}(r) D_{j-i}
$$

for all $i, j$ and all $r \in R$, such that $S$ is free as a left $R$-module with the monomials

$$
D_{k}^{n(k)} \cdots D_{1}^{n(1)}
$$

for $n(i) \geq 0$ forming a basis.
Proof. Let $U$ be a free left $R$-module with basis

$$
\left\{u_{L} \mid L=(l(0), \ldots, l(k)) \in M\right\} .
$$

Let

$$
E=\operatorname{End}_{\mathbf{Z}}(U)
$$

There is an injective ring map $R \rightarrow E$ under which any element $r \in R$ corresponds to left multiplication by $r$ on $U$. We identify $R$ with its image under this map so that $R$ is now a subring of $E$.

Since $U$ is the direct sum of the subgroups $R u_{L}$, we may define maps $D_{j} \in E$, for $0 \leq j \leq k$, such that

$$
D_{j}\left(r u_{L}\right)=\sum_{i=0}^{j} d_{j}(r) u_{L+e(j-i)}
$$

for $r \in R$. Let $S$ be the subring of $E$ generated by $D_{0}, D_{1}, \ldots, D_{k}$ and $R$.

Given $r \in R$ and $L \in M$,

$$
\begin{aligned}
D_{i} D_{j}\left(r u_{L}\right) & =\sum_{m=0}^{i} \sum_{n=0}^{j} d_{m}\left(d_{n}(r)\right) u_{L+e(j-n)+e(i-m)} \\
& =\sum_{n=0}^{j} \sum_{m=0}^{i} d_{n}\left(d_{m}(r)\right) u_{L+e(i-m)+e(j-n)}=D_{j} D_{i}\left(r u_{L}\right) .
\end{aligned}
$$

Thus $D_{i} D_{j}=D_{j} D_{i}$ for all $i, j$.
Given $r, s \in R$,

$$
\begin{aligned}
D_{j}\left(r s u_{L}\right) & =\sum_{i=0}^{j} d_{i}(r s) u_{L+e}(j-i)=\sum_{i=0}^{j}\left(\sum_{n=0}^{i} d_{i-n}(r) d_{n}(s)\right) u_{L+e(j-i)} \\
& =\sum_{i=0}^{j} \sum_{n=0}^{j-i} d_{i}(r) d_{n}(s) u_{L+e(j-i-n)}=\sum_{i=0}^{j} d_{i}(r) D_{j-i}\left(s u_{L}\right) .
\end{aligned}
$$

Thus

$$
D_{j} r=\sum_{i=0}^{j} d_{i}(r) D_{j-i}
$$

It follows that if

$$
D^{L}=D_{k}^{l(k)} \cdots D_{1}^{l(1)}
$$

for $L=(l(0), \ldots, l(k)) \in M$, then

$$
\sum_{L \in M} R D^{L}
$$

is closed under multiplication and so

$$
S=\sum_{L \in M} R D^{L}
$$

Thus $S$ is generated as a left $R$-module by

$$
\left\{D^{L} \mid L \in M\right\}
$$

Since $d_{i}(1)=0$ for $i>0$, we have

$$
D_{j} u_{L}=u_{L+e(j)} \quad \text { and } \quad D_{j}^{i} u_{L}=u_{L+i e(j)}
$$

To show the $D^{L}$ are left linearly independent over $R$, let $r_{0}, \ldots, r_{n} \in$ $R$ such that

$$
r_{0}+r_{1} D^{L(1)}+\cdots+r_{n} D^{L(n)}=0
$$

for distinct $L(i) \in M$. Then
$0=\left(r_{0}+r_{1} D^{L(1)}+\cdots+r_{n} D^{L(n)}\right) u_{e(0)}=r_{0} u_{e(0)}+r_{1} u_{L(1)}+\cdots+r_{n} u_{L(n)}$, implying $r_{0}=r_{1}=\cdots=r_{n}=0$. Thus $S$ is free as a left $R$-module with the monomials $D^{L}$ forming a basis.

We denote the differential operator ring constructed in Theorem 5 by

$$
S=R\left[D_{1}, \ldots, D_{k} ; d_{0}, d_{1}, \ldots, d_{k}\right]
$$

It is also convenient to define leading coefficients for elements of $S$. For $L=(l(0), \ldots, l(k)) \in M$, set

$$
|L|=l(1)+2 l(2)+\cdots+k l(k) \quad \text { and } \quad D^{L}=D_{k}^{l(k)} \cdots D_{1}^{l(1)}
$$

and call $L$ the weighted order of $D^{L}$. Let $N=(n(0), \ldots, n(k)) \in M$. We say the weighted order of $D^{N}$ is greater than that of $D^{L}$ if $|N|>|L|$ or, if $|N|=|L|$, if there exists $j \in\{1, \ldots, k\}$ such that $n(i)=l(i)$ for $i>j$ and $n(j)>l(j)$. Otherwise the weighted order of $D^{N}$ is less than or equal to that of $D^{L}$.

For nonzero $s \in S$, the leading coefficient of $s$ is the coefficient of the monomial of highest weighted order in $s$ with nonzero coefficient. We will usually denote an element $s \in S$ by

$$
s=\sum \alpha_{L} D^{L}
$$

with $\alpha_{L} \in R$. If $\alpha_{J}$ is the leading coefficient of $s$, the weighted order of $s$ is said to be $J$. One should note that for nonzero $t, s \in S$, the leading coefficient of $t s$ is the product of the leading coefficients unless that product is zero. Although we could have defined order as in the last section, weighted order is useful in Theorem 11.

Before developing criteria for the simplicity of these rings, we note a case when $S$ is noetherian and we give a construction of a S.h.d. from derivations and vise versa.

Theorem 6. Let $d_{0}, d_{1}, \ldots, d_{k}$ be a commuting S.h.d. on a ring $R$. If $R$ is right (left) noetherian, the ring

$$
S=R\left[D_{1}, \ldots, D_{k} ; d_{0}, d_{1}, \ldots, d_{k}\right]
$$

is right (left) noetherian.
Proof. Set

$$
T=R\left[D_{1}, \ldots, D_{k-1} ; d_{0}, d_{1}, \ldots, d_{k-1}\right] .
$$

Note that for $t \in T$, we have $\delta(t)=D_{k} t-t D_{k} \in T$. Therefore, $\delta$ defines a derivation on $T$. Also $S \cong T[\Theta ; S]$. Then, by induction on $k$, and by [ 9 , Thm. 2, p. 65], we have $R$ right (left) noetherian implies $S$ is right(left) noetherian.

For the rest of this section, we fix some notation. Given derivations $\delta_{1}, \ldots, \delta_{r}$ and $i=1, \ldots, r$, let

$$
\delta_{(i, r)}=\sum \delta_{j(1)} \cdots \delta_{j(i)}
$$

where the sum is over all formally distinct $i$-tuples $(j(1), \ldots, j(i))$ with each $j(l)$ a positive integer and $j(1)+\cdots+j(i)=r$. For example,

$$
\delta_{(2,4)}=\delta_{1} \delta_{3}+\delta_{3} \delta_{1}+\delta_{2} \delta_{2} .
$$

We define $\Theta_{(i, r)}$ similarly. Also, given a S.h.d. $d_{0}, d_{1}, \ldots, d_{k}$, we define $d_{(i, r)}$ and $D_{(i, r)}$ in a similar manner.

Lemma 7. Let $k \in \mathbf{N}$, let $R$ be a ring in which $k$ ! is invertible, let $\delta_{1}, \ldots, \delta_{k}$ be derivations on $R$, let $R[t]$ be a polynomial ring over $R$, and set

$$
R[s]=R[t] /\left(t^{k+1}\right)
$$

Extend each $\delta_{i}$ to a derivation on $R[s]$ where $\delta_{i}(s)=0$, and set

$$
\partial=s \delta_{1}+s^{2} \delta_{2}+\cdots+s^{k} \delta_{k} .
$$

(a) $\partial^{n}=\sum_{j=0}^{k-n} s^{n+j} \delta_{(n, n+j)}$ for $1 \leq n \leq k$.
(b) $\sigma=\sum_{n=0}^{k} \partial^{n} / n!$ is a ring endomorphism of $R[s]$.

Proof. (a) If $n=1$,

$$
\sum_{j=0}^{k-1} s^{j+1} \delta_{(1, j+1)}=\sum_{j=0}^{k-1} s^{j+1} \delta_{j+1}=\partial .
$$

Suppose $n>1$ and (a) is true for $n-1$. Then

$$
\begin{aligned}
\partial^{n} & =\partial^{n-1} \partial=\left(\sum_{j=0}^{k-n+1} s^{n-1+j} \delta_{(n-1, n-1+j)}\right)\left(s \delta_{1}+\cdots+s^{k} \delta_{k}\right) \\
& =\sum_{i=0}^{k-n} s^{n+i}\left(\sum_{j=0}^{i} \delta_{(n-1, n+j-1)} \delta_{i-j+1}\right)=\sum_{i=0}^{k-n} s^{n+i} \delta_{(n, n+i)} .
\end{aligned}
$$

(b) Set $d=\delta_{1}+s \delta_{2}+\cdots+s^{k-1} \delta_{k}$. Then $\partial=s d$ and $d$ is a derivation on $R[s]$. For $a, b \in R[s]$,

$$
\begin{aligned}
\sigma(a) \sigma(b) & =\left(\sum_{n=0}^{k} s^{n} d^{n}(a) / n!\right)\left(\sum_{i=0}^{k} s^{i} d^{i}(b) / i!\right) \\
& =\sum_{n=0}^{k} s^{n}\left(\sum_{i=0}^{n} d^{n-i}(a) d^{i}(b) /(n-i)!i!\right) \\
& =\sum_{n=0}^{k} s^{n}\left(\sum_{i=0}^{n}\binom{n}{i} d^{n-i}(a) d^{i}(b) / n!\right) \\
& =\sum_{n=0}^{k} s^{n} d^{n}(a b) / n!=\sigma(a b) .
\end{aligned}
$$

Clearly $\sigma$ is additive, so $\sigma$ is a ring endomorphism.

Lemma 8. Let $k \in \mathbf{N}$, let $R$ be a ring in which $k$ ! is invertible, let $d_{0}, d_{1}, \ldots, d_{k}$ be a S.h.d. on $R$, let $R[t]$ be a polynomial ring over $R$, and set

$$
R[s]=R[t] /\left(t^{k+1}\right) .
$$

Extend $d_{0}, d_{1}, \ldots, d_{k}$ to a S.h.d. on $R[s]$ where $d_{i}(s)=0$ for $i=1, \ldots, k$.
(a) $\phi=\sum_{i=0}^{k} s^{i} d_{i}$ is a ring endomorphism of $R[s]$.
(b) If $\rho=\phi-1$, then

$$
\rho^{n}(a b)=\sum_{i=0}^{n} \sum_{j=0}^{n-i}\binom{n}{i}\binom{n-i}{j} \rho^{n-i}(a) \rho^{n-j}(b)
$$

for $1 \leq n \leq k$ and all $a, b \in R[s]$.
(c) $\rho^{n}=\sum_{j=0}^{k-n} s^{n+j} d_{(n, n+j)}$ for $1 \leq n \leq k$.

Proof. (a) Clearly $\phi$ is additive. For $a, b \in R$,

$$
\begin{aligned}
\phi(a) \phi(b) & =\left(\sum_{i=0}^{k} s^{i} d_{i}(a)\right)\left(\sum_{j=0}^{k} s^{j} d_{j}(b)\right) \\
& =\sum_{i=0}^{k} s^{i}\left(\sum_{j=0}^{i} d_{j}(a) d_{i-j}(b)\right) \\
& =\sum_{i=0}^{k} s^{i} d_{i}(a b)=\phi(a b)
\end{aligned}
$$

Hence $\phi$ is a ring endomorphism.
(b) If $n=1$,

$$
\begin{aligned}
\sum_{i=0}^{1} & \sum_{j=0}^{1-i}\binom{1}{i}\binom{1-i}{j} \rho^{1-i}(a) \rho^{1-j}(b) \\
& =\rho(a) \rho(b)+\rho(a) b+a \rho(b) \\
& =(\phi(a)-a)(\phi(b)-b)+(\phi(a)-a) b+a(\phi(b)-b) \\
& =\phi(a) \phi(b)-a b=\phi(a b)-a b=\rho(a b) .
\end{aligned}
$$

Suppose $n>1$ and (b) is true for $i<n$. Then

$$
\begin{aligned}
\rho^{n}(a b)= & \rho \rho^{n-1}(a b) \\
= & \rho\left(\sum_{i=0}^{n-1} \sum_{j=0}^{n-1-i}\binom{n-1}{i}\binom{n-1-i}{j} \rho^{n-1-i}(a) \rho^{n-1-j}(b)\right) \\
= & \sum_{i=0}^{n-1} \sum_{j=0}^{n-1-i}\binom{n-1}{i}\binom{n-1-i}{j} \\
& \times\left[\rho^{n-i}(a) \rho^{n-j}(b)+\rho^{n-i}(a) \rho^{n-j-1}(b)+\rho^{n-i-1}(a) \rho^{n-j}(b)\right] \\
= & \sum_{j=0}^{n}\left[\binom{n-1}{j}+\binom{n-1}{j-1}\right] \rho^{n}(a) \rho^{n-j}(b) \\
& +\sum_{i=1}^{n}\left[\binom{n-1}{i}+\binom{n-1}{i-1}\right] \rho^{n-i}(a) \rho^{n}(b) \\
& +\sum_{i=1}^{n} \sum_{j=1}^{n-i}\left[\binom{n-1}{i}\binom{n-1-i}{j}+\binom{n-1}{i}\binom{n-1-i}{j-1}\right. \\
= & \sum_{i=0}^{n} \sum_{j=0}^{n-i}\binom{n}{i}\binom{n-i}{j} \rho^{n-i}(a) \rho^{n-j}(b) .
\end{aligned}
$$

(c) Since $\rho=\phi-1=s d_{1}+\cdots+s^{k} d_{k}$, the proof is similar to Lemma 7(a).

Lemma 9. For integers $l, m>0$,

$$
\sum_{i=l}^{l+m}(-1)^{i+1}\binom{i}{i-l}\binom{l}{i-m} / i=0 .
$$

Proof.

$$
\begin{aligned}
& \sum_{i=l}^{l+m}(-1)^{i+1}\binom{i}{i-l}\binom{l}{i-m} / i \\
& \quad=\sum_{j=0}^{m}(-1)^{j+l+1}\binom{j+l}{j}\binom{l}{j+l-m} /(j+l) \\
& \quad=\sum_{j=0}^{m}(-1)^{j+l+1}(j+l-1)!/ j!(m-j)!(j+l-m)!
\end{aligned}
$$

which is the coefficient for $x^{m}$ in the power series expansion of $f g$ where

$$
f(x)=(-1)^{l+1}(1+x)^{-l}
$$

and

$$
g(x)=(1+x)^{l} / l .
$$

Since $f g$ is constant, this coefficient is 0 for $m>0$.
Theorem 10. Let $k \in \mathbf{N}$ and $R$ a ring in which $k!$ is invertible.
(a) If $\delta_{1}, \ldots, \delta_{k}$ are (commuting) derivations on $R$, then the rules

$$
\begin{aligned}
& d_{0}=\text { identity map } \\
& d_{r}=\sum_{i=1}^{r} \delta_{(i, r)} / i!
\end{aligned}
$$

define a (commuting) S.h.d. $d_{0}, d_{1}, \ldots, d_{k}$ on $R$.
(b) If $d_{0}, d_{1}, \ldots, d_{k}$ is a (commuting) S.h.d. on $R$ then the rules

$$
\partial_{r}=\sum_{j=1}^{r}(-1)^{j+1} d_{(j, r)} / j
$$

define (commuting) derivations $\partial_{1}, \ldots, \partial_{k}$ on $R$.
(c) If $\delta_{1}, \ldots, \delta_{k}$ are derivations on $R$ and $d_{0}, d_{1}, \ldots, d_{k}$ the S.h.d. constructed in (a), then the derivations $\partial_{1}, \ldots, \partial_{k}$ constructed in (b) equal $\delta_{1}, \ldots, \delta_{k}$.
(d) If $d_{0}^{\prime}, d_{1}^{\prime}, \ldots, d_{k}^{\prime}$ is a S.h.d. on $R$ and $\partial_{1}, \ldots, \partial_{k}$ the derivations constructed in (b), then the S.h.d. $d_{0}, d_{1}, \ldots, d_{k}$ constructed in (a) is equal to $d_{0}^{\prime}, d_{1}^{\prime}, \ldots, d_{k}^{\prime}$.

Proof. (a) For the ring endomorphism $\sigma$ defined in Lemma 7,

$$
\begin{aligned}
\sigma & =\sum_{n=0}^{k} \partial^{n} / n!=1+\sum_{n=1}^{k} \sum_{j=0}^{k-n} s^{n+j} \delta_{(n, n+j)} / n! \\
& =1+\sum_{n=1}^{k} s^{n} \sum_{i=1}^{n} \delta_{(i, n)} / i!
\end{aligned}
$$

For any ring homomorphism

$$
d=\sum_{i=0}^{k} s^{i} d_{i}: R \rightarrow R[s]
$$

where $d_{i}: R \rightarrow R$, the maps $d_{0}, d_{1}, \ldots, d_{k}$ form a S.h.d. on $R$. Hence (a) is proved.
(b) Using the map $\rho$ defined in Lemma 8, set

$$
\delta=\sum_{n=1}^{k}\left((-1)^{n+1} / n\right) \rho^{n}
$$

We have, for any $a, b \in R[s]$,

$$
\begin{aligned}
\delta(a b) & =\sum_{n=1}^{k}\left((-1)^{n+1} / n\right) \rho^{n}(a b) \\
& =\sum_{n=1}^{k} \sum_{i=0}^{n} \sum_{j=0}^{n-1}\left((-1)^{n+1} / n\right)\binom{n}{i}\binom{n-i}{j} \rho^{n-i}(a) \rho^{n-j}(b)
\end{aligned}
$$

Note that $\rho^{l}(a) \rho^{m}(b)=0$ whenever $l+m>k$. The coefficient of a particular term $\rho^{l}(a) \rho^{m}(b)$ above for $l \geq m>0$ and $l+m \leq k$ is

$$
\sum_{i=l}^{l+m}\left((-1)^{i+1} / i\right)\binom{i}{i-l}\binom{l}{i-m}
$$

which is 0 by Lemma 9. Similarly, for $m \geq l>0$ and $l+m \leq k$, the coefficient of $\rho^{l}(a) \rho^{m}(b)$ in the above is 0 . The coefficient of a term $\rho^{l}(a) b$ (or $\left.a \rho^{l}(b)\right)$ is $(-1)^{l+1} / l$. Hence, $\delta(a b)=\delta(a) b+a \delta(b)$ and $\delta$ is a derivation on $R[s]$.

If $\beta$ is any derivation from $R$ to $R[s]$ and

$$
\beta=\sum_{i=0}^{k} s^{i} \beta_{i}
$$

with each $\beta_{i}: R \rightarrow R$, then each $\beta_{i}$ is a derivation on $R$. Now, by Lemma 8,

$$
\begin{aligned}
\delta & =\sum_{n=1}^{k}\left((-1)^{n+1} / n\right) \rho^{n}=\sum_{n=1}^{k} \sum_{j=0}^{k-n}\left((-1)^{n+1} / n\right) s^{n+j} d_{(n, n+j)} \\
& =\sum_{n=1}^{k} s^{n} \sum_{j=1}^{n}\left((-1)^{j+1} / j\right) d_{(j, n)}=\sum_{n=1}^{k} s^{n} \partial_{n}
\end{aligned}
$$

so each $\partial_{n}$ is a derivation on $R$.
(c) If $\partial=s \delta_{1}+\cdots+s^{k} \delta_{k}$ and $\rho=s d_{1}+\cdots+s^{k} d_{k}$, we have

$$
\sum_{n=0}^{k} \partial^{n} / n!=\rho+1
$$

as in the proof of (a) and

$$
\sum_{n=1}^{k}\left((-1)^{n+1} / n\right) \rho^{n}=\sum_{n=1}^{k} s^{n} \partial_{n}
$$

as in the proof of (b). Hence,

$$
\sum_{n=1}^{k}\left((-1)^{n+1} / n\right)\left(\sum_{i=1}^{k} \partial^{i} / i!\right)^{n}=\sum_{n=1}^{k} s^{n} \partial_{n}
$$

But

$$
\partial=\sum_{n=1}^{k}\left((-1)^{n+1} / n\right)\left(\sum_{i=1}^{k} \partial^{i} / i!\right)^{n}
$$

since the coefficient of a term $\partial^{j}$ for $j \leq k$ is the coefficient of $x^{j}$ in the power series expansion of $\log e^{x}$ and $\partial^{j}=0$ for $j>k$.

So $\partial=s \delta_{1}+\cdots+s^{k} \delta_{k}=s \partial_{1}+\cdots+s^{k} \partial_{k}$ and $\partial_{i}=\delta_{i}$ for all $i$.
(d) For $\sigma=d_{0}^{\prime}+s d_{1}^{\prime}+\cdots+s^{k} d_{k}^{\prime}$,

$$
\sigma=\sum_{n=0}^{k}\left(\sum_{i=1}^{k}\left((-1)^{i+1} / i\right)(\sigma-1)^{i}\right)^{n} / n!
$$

since the coefficient of $\sigma^{j}$ for $j \leq k$ is the coefficient of $x^{j}$ in the power series expansion of $e^{\log x}$ and $\sigma^{j}=0$ for $j>k$.

On the other hand,

$$
\sum_{i=1}^{k}\left((-1)^{i+1} / i\right)(\sigma-1)^{i}=\sum_{n=1}^{k} s^{n} \partial_{n}
$$

as in the proof of $(b)$. If we denote this map by $\partial$, then as in the proof of (a),

$$
\sum_{n=0}^{k} \partial^{n} / n!=1+\sum_{n=1}^{k} s^{n} \sum_{i=1}^{n} \partial_{(i, n)} / i!=1+s d_{1}+\cdots+s^{k} d_{k}
$$

Since the left hand side equals $\sigma$ (as shown above) we obtain $d_{i}^{\prime}=d_{i}$ for all $i$.

Theorem 11. Let $k \in \mathbf{N}$, and let $R$ be a ring in which $k$ ! is invertible. Let $d_{0}, d_{1}, \ldots, d_{k}$ be a commuting S.h.d. on $R$ and $\delta_{1}, \ldots, \delta_{k}$ the corresponding commuting derivations as in Theorem 10(b). Then the rings

$$
S=R\left[D_{1}, \ldots, D_{k} ; d_{0}, d_{1}, \ldots, d_{k}\right] \quad \text { and } \quad T=R\left[\Theta_{1}, \ldots, \Theta_{k} ; \delta_{1}, \ldots, \delta_{k}\right]
$$

are isomorphic. Moreover, there is an isomorphism that is the identity on $R$ and preserves leading coefficients.

Proof. Define $\overline{\boldsymbol{\Theta}}_{1}, \ldots, \overline{\boldsymbol{\Theta}}_{k}$ by

$$
\bar{\Theta}_{n}=\sum_{i=1}^{n}\left((-1)^{i+1} / i\right) D_{(i, n)} .
$$

Note that $\overline{\boldsymbol{\Theta}}_{i} \overline{\boldsymbol{\Theta}}_{j}=\overline{\boldsymbol{\Theta}}_{j} \overline{\boldsymbol{\Theta}}_{i}$ for all $i, j$. Let $R[t]$ be a polynomial ring over $R$ and set

$$
R[s]=R[t] /\left(t^{k+1}\right) .
$$

Set

$$
D=s D_{1}+\cdots+s^{k} D_{k} \quad \text { and } \quad \rho=s d_{1}+\cdots+s^{k} d_{k} .
$$

As in the proof of Lemma 7(a)

$$
D^{n}=\sum_{j=0}^{k-n} s^{n+j} D_{(n, n+j)}
$$

for $1 \leq n \leq k$. Hence

$$
\begin{aligned}
\sum_{n=1}^{k}\left((-1)^{n+1} / n\right) D^{n} & =\sum_{n=1}^{k} \sum_{j=0}^{k-n} s^{n+j}\left((-1)^{n+1} / n\right) \boldsymbol{D}_{(n, n+j)} \\
& =\sum_{n=1}^{k} s^{n} \sum_{j=1}^{n}\left((-1)^{j+1} / j\right) D_{(j, n)}=\sum_{n=1}^{k} s^{n} \overline{\boldsymbol{\Theta}}_{n} .
\end{aligned}
$$

Now for $1 \leq n \leq k$ and $a \in R[s]$ we show that

$$
D^{n} a=\sum_{i=0}^{n} \sum_{j=0}^{n-i}\binom{n}{i}\binom{n-i}{j} \rho^{n-i}(a) D^{n-j} .
$$

To see this note that

$$
D a=\rho(a) D+a D+\rho(a),
$$

which is the above with $n=1$. Then by induction,

$$
\begin{aligned}
D^{n} a= & D^{n-1} D a=D^{n-1}(\rho(a) D+a D+\rho(a)) \\
= & \sum_{i=0}^{n-1} \sum_{j=0}^{n-1-i}\binom{n-1}{i}\binom{n-1-i}{j} \\
= & \sum_{i=1}^{n} \sum_{j=1}^{n-i}\left[\binom{n-1}{i}\binom{n-1-i}{j}+\binom{n-1}{i}\binom{n-1-i}{j-1}\right. \\
& \left.+\binom{n-1}{i-1}\binom{n-i}{j}\right] \rho^{n-i}(a) D^{n-j} \\
& +\sum_{j=0}^{n}\left[\binom{n-1}{j}+\binom{n-1}{j-1}\right] \rho^{n}(a) D^{n-j} \\
& +\sum_{i=1}^{n}\left[\binom{n-1}{i}+\binom{n-1}{i-1}\right] \rho^{n-i}(a) D^{n} \\
= & \sum_{i=0}^{n} \sum_{j=0}^{n-i}\binom{n}{i}\binom{n-i}{j} \rho^{n-i}(a) D^{n-j} .
\end{aligned}
$$

Set

$$
\Theta=\sum_{n=1}^{k} s^{n} \overline{\boldsymbol{\Theta}}_{n}=\sum_{n=1}^{k}\left((-1)^{n+1} / n\right) D^{n} .
$$

Then for $a \in R$ we get

$$
\begin{aligned}
\Theta a & =\sum_{n=1}^{k} \sum_{i=0}^{n} \sum_{j=0}^{n-i}\left((-1)^{n+1} / n\right)\binom{n}{i}\binom{n-i}{j} \rho^{n-i}(a) D^{n-j} \\
& =a \Theta+\sum_{n=1}^{k} s^{n} \delta_{n}(a)
\end{aligned}
$$

as in the proof of Theorem $10(\mathrm{~b})$. Hence,

$$
\overline{\boldsymbol{\Theta}}_{n} a=a \overline{\boldsymbol{\Theta}}_{n}+\delta_{n}(a),
$$

for $1 \leq n \leq k$ and all $a \in R$.
Consequently, there exists a unique ring homomorphism $\phi: T \rightarrow S$ such that $\phi$ is the identity on $R$ and $\phi\left(\Theta_{n}\right)=\overline{\boldsymbol{\Theta}}_{n}$ for all $n$.

If

$$
0 \neq \sum r_{L} \Theta^{L} \in T
$$

with leading coefficient $r_{J}$, then

$$
\phi\left(\sum r_{L} \Theta^{L}\right) \in S
$$

also has leading coefficient $r_{J}$. To see this, note that the highest weighted order monomial of $\bar{\Theta}_{n}$ is $D_{n}$. Therefore

$$
\sum r_{L} \Theta^{L} \neq 0
$$

implies

$$
\phi\left(\sum r_{L} \Theta^{L}\right) \neq 0
$$

and hence $\phi$ is injective.
As in the proof of Theorem 10(d), we have

$$
\sum_{n=0}^{k}\left(\sum_{i=1}^{k}\left((-1)^{i+1} / i\right) D^{i}\right)^{n} / n!=D+1 .
$$

Therefore

$$
\begin{aligned}
D+1 & =\sum_{n=0}^{k}\left(\sum_{i=1}^{k} s^{i} \overline{\boldsymbol{\Theta}}_{i}\right)^{n} / n! \\
& =1+\sum_{n=1}^{k}\left(\sum_{j=0}^{k-n} s^{n+j} \overline{\boldsymbol{\Theta}}_{(n, n+j)}\right) / n!=1+\sum_{n=1}^{k} s^{n} \sum_{i=1}^{n} \overline{\boldsymbol{\Theta}}_{(i, n)} / i!
\end{aligned}
$$

and it follows that

$$
D_{n}=\sum_{i=1}^{n} \overline{\boldsymbol{\Theta}}_{(i, n)} / i!=\phi\left(\sum_{i=1}^{n} \boldsymbol{\Theta}_{(i, n)} / i!\right)
$$

for $1 \leq n \leq k$. Hence $\phi$ is also surjective and therefore an isomorphism.

We end this section with two lemmas that allow us to extend a S.h.d.
Lemma 12. Let $d_{0}, d_{1}, \ldots, d_{k}$ be a S.h.d. on a ring $R$ and let $C$ be a right denominator set in $R$. Then $d_{0}, d_{1}, \ldots, d_{k}$ can be uniquely extended to a S.h.d. on $R\left[C^{-1}\right]$.

Proof. Let $R[t]$ be a polynomial ring over $R$ and set

$$
R[s]=R[t] /\left(t^{k+1}\right)
$$

Note that $d=d_{0}+s d_{1}+\cdots+s^{k} d_{k}$ defines a ring homomorphism $d: R \rightarrow R[s]$. Let $\phi: R \rightarrow R\left[C^{-1}\right]$ and $\phi^{\prime}: R[s] \rightarrow R\left[C^{-1}\right][s]$ be the natural maps. For any $c \in C$,

$$
\begin{aligned}
\phi^{\prime} d(c) & =\phi^{\prime}\left(d_{0}(c)+s d_{1}(c)+\cdots+s^{k} d_{k}(c)\right) \\
& =\phi^{\prime}(c)+s \phi^{\prime}\left(d_{1}(c)\right)+\cdots+s^{k} \phi^{\prime}\left(d_{k}(c)\right)
\end{aligned}
$$

Since $\phi^{\prime}(c)^{-1}$ exists in $R\left[C^{-1}\right][s]$, we can inductively solve for coefficients of a right or left inverse for $\phi^{\prime}(d(c))$. Therefore, there exists $\phi^{\prime}(d(c))^{-1}$ in $R\left[C^{-1}\right][s]$ for all $c \in C$.

Hence, there exists a unique ring homomorphism

$$
d^{\prime}: R\left[C^{-1}\right] \rightarrow R\left[C^{-1}\right][s]
$$

such that $d^{\prime} \phi=\phi^{\prime} d$. If we write $d^{\prime}=d_{0}^{\prime}+s d_{1}^{\prime}+\cdots+s^{k} d_{1}^{\prime}$ with each $d_{i}^{\prime}: R\left[C^{-1}\right] \rightarrow R\left[C^{-1}\right], d_{0}^{\prime}, d_{1}^{\prime}, \ldots, d_{k}^{\prime}$ is a S.h.d. on $R\left[C^{-1}\right]$ which uniquely extends $d_{0}, d_{1}, \ldots, d_{k}$.

Lemma 13. Let $d_{0}, d_{1}, \ldots, d_{k}$ be a S.h.d. on a ring $R$. Given $f_{1}, \ldots, f_{k}$ central elements of the polynomial ring $R[x]$, there is a unique extension of $d_{0}, d_{1}, \ldots, d_{k}$ to a S.h.d. on $R[x]$ such that $d_{i}(x)=f_{i}$ for $1 \leq i \leq k$.

Proof. Let $R[t]$ be a polynomial ring over $R$ and set

$$
R[s]=R[t] /\left(t^{k+1}\right)
$$

Then we have a ring homomorphism

$$
d=d_{0}+s d_{1}+\cdots+s^{k} d_{k}: R \rightarrow R[s] .
$$

This extends uniquely to a ring homomorphism

$$
d^{\prime}: R[x] \rightarrow R[x][s]
$$

such that

$$
d^{\prime}(x)=x+s f_{1}+\cdots+s^{k} f_{k}
$$

because $x+s f_{1}+\cdots+s^{k} f_{k}$ is central in $R[x][s]$. If

$$
d^{\prime}=d_{0}^{\prime}+s d_{1}^{\prime}+\cdots+s^{k} d_{k}^{\prime}
$$

with each $d_{i}^{\prime}: R[x] \rightarrow R[x]$, then $d_{0}^{\prime}, d_{1}^{\prime}, \ldots, d_{k}$ is a S.h.d. on $R[x]$ extending $d_{0}, d_{1}, \ldots, d_{k}$. The uniqueness is clear.
3. We develop some necessary and sufficient conditions for simplicity of differential operator rings coming from a S.h.d. The proof of the next lemma is similar to that of Lemma 1.

Lemma 14. Let $d_{0}, d_{1}, \ldots, d_{k}$ be a commuting S.h.d. on a ring $R$ and let $F$ be the subring of central $\left(d_{1}, \ldots, d_{k}\right)$-constants of $R$. If the ring

$$
S=R\left[D_{1}, \ldots, D_{k} ; d_{0}, d_{1}, \ldots, d_{k}\right]
$$

is simple then the center of $S$ is $F$ and $R$ is $\left(d_{0}, \ldots, d_{k}\right)$-simple.
If $d_{0}, d_{1}, \ldots, d_{k}$ is a commuting S.h.d. on a ring $R$, then $R$ can be made into a left module over the ring

$$
S=R\left[D_{1}, \ldots, D_{k} ; d_{0}, d_{1}, \ldots, d_{k}\right]
$$

using an $S$-module multiplication $*$ by which $D_{i} * r=d_{i}(r)$ and $s * r=s r$ for all $i$ and all $s, r \in R$. With this left module structure, right multiplication in $R$ by a $\left(d_{1}, \ldots, d_{k}\right)$-constant is a left $S$-module endomorphism of $R$.

Theorem 15. Let $R$ be a $\mathbf{Q}$-algebra, $d_{0}, d_{1}, \ldots, d_{k}$ a commuting S.h.d. on $R$ and $F$ the subring of central $\left(d_{1}, \ldots, d_{k}\right)$-constants of $R$. Then the ring

$$
S=R\left[D_{1}, \ldots, D_{k} ; d_{0}, d_{1}, \ldots, d_{k}\right]
$$

is simple if and only if $R$ is $\left(d_{0}, d_{1}, \ldots, d_{k}\right)$-simple and no nontrivial $F$-linear combination of

$$
\left\{d_{k}^{i(k)} \cdots d_{1}^{i(1)} \mid i(j) \geq 0 \text { and } 0<i(1)+2 i(2)+\cdots+k i(k) \leq k\right\}
$$

is an inner derivation by a $\left(d_{1}, \ldots, d_{k}\right)$-constant. In this case the center $S$ is $F$.

Proof. If $S$ is simple then the center of $S$ is $F$ and $R$ is $\left(d_{0}, \ldots, d_{k}\right)$ simple by Lemma 14. In a manner similar to that of Theorem 2, no nontrivial $F$-linear combination of

$$
\left\{d_{k}^{i(k)} \cdots d_{1}^{i(1)} \mid i(j) \geq 0 \text { and } 0<i(1)+2 i(2)+\cdots+k i(k) \leq k\right\}
$$

is an inner derivation by a $\left(d_{1}, \ldots, d_{k}\right)$-constant.
Conversely, using the construction of Theorem 10 and Theorem 11, we have

$$
S \cong T=R\left[\Theta_{1}, \ldots, \Theta_{k} ; \delta_{1}, \ldots, \delta_{k}\right]
$$

for commuting derivations $\delta_{1}, \ldots, \delta_{k}$ related to $d_{0}, d_{1}, \ldots, d_{k}$ as in Theorem 10. Then $R$ being $\left(d_{0}, d_{1}, \ldots, d_{k}\right)$-simple implies $R$ is $\left(\delta_{1}, \ldots, \delta_{k}\right)$ simple. No nontrivial $F$-linear combinations of

$$
\left\{d_{k}^{i(k)} \cdots d_{1}^{i(1)} \mid i(j) \geq 0 \text { and } 0<i(1)+2 i(2)+\cdots+k i(k) \leq k\right\}
$$

being inner by a $d_{1}, \ldots, d_{k}$-constant implies no nontrivial $F$-linear combination of $\delta_{1}, \ldots, \delta_{k}$ is inner by a $\left(\delta_{1}, \ldots, \delta_{k}\right)$-constant. Since $F$ is also the subring of central $\left(\delta_{1}, \ldots, \delta_{k}\right)$-constants of $R$, by Theorem 2 the ring $S$ is simple.

Lemma 16. Let $d_{0}, d_{1}, \ldots, d_{k}$ be a commuting S.h.d. on a ring $R$ and I a nonzero ideal of the ring

$$
S=R\left[D_{1}, \ldots, D_{k} ; d_{0}, d_{1}, \ldots, d_{k}\right]
$$

If $q=\sum r_{L} D^{L} \in I$, then $d_{i}(q)=\sum d_{i}\left(r_{L}\right) D^{L} \in I$ for all $i$.
Proof. If $i=1$ then $\sum d_{1}\left(r_{L}\right) D^{L}=D_{1} q-q D_{1} \in I$. If $i>1$, suppose the lemma is true for all $j<i$. Then

$$
\sum d_{i}\left(r_{L}\right) D^{L}=D_{i} q-\sum_{j=0}^{i-1} d_{j}(q) D_{i-j} \in I
$$

Theorem 17. Let $d_{0}, d_{1}, \ldots, d_{k}$ be a commuting S.h.d. on a ring $R$ and $F$ the subring of central $\left(d_{1}, \ldots, d_{k}\right)$-constants of $R$. Then the ring

$$
S=R\left[D_{1}, \ldots, D_{k} ; d_{0}, d_{1}, \ldots, d_{k}\right]
$$

is simple if and only if $R$ is $\left(d_{0}, d_{1}, \ldots, d_{k}\right)$-simple and no nontrivial $F$-linear combination of

$$
\left\{d_{k}^{n(k)} \cdots d_{1}^{n(1)} \mid n(i) \geq 0 \text { and } n(k)+\cdots+n(1)>0\right\}
$$

is an inner derivation by a $\left(d_{1}, \ldots, d_{k}\right)$-constant. In this case the center of $S$ is $F$.

Proof. If $S$ is simple, the proof is similar to that of Theorem 15. Conversely, assume that $R$ is $\left(d_{0}, d_{1}, \ldots, d_{k}\right)$-simple and no nontrivial $F$-linear combination of

$$
\left\{d_{k}^{n(k)} \cdots d_{1}^{n(1)} \mid n(i) \geq 0 \text { and } n(k)+\cdots+n(1)>0\right\}
$$

is inner by $\mathbf{a}\left(d_{1}, \ldots, d_{k}\right)$-constant.
If $A$ is a nonzero ideal of $S$, let $J$ be the minimal weighted order of nonzero elements of $A$. Using Lemma 16, the set of 0 together with those $r \in R$ that are leading coefficient of elements of $A$ of weighted order $J$ forms a $\left(d_{0}, d_{1}, \ldots, d_{k}\right)$-ideal of $R$. Hence, we have $q \in A$ of weighted order $J$ with leading coefficient 1 . Using Lemma 16 again, all other coefficients of $q$ are $\left(d_{1}, \ldots, d_{k}\right)$-constants. Also, $q r-r q=0$ for any $r \in R$.

If $q=\sum r_{L} D^{L}$, let $I$ denote the highest weighted order such that $r_{I} \notin F$ (or if all $r_{L} \in F$ let $I=e(0)$ ). For all $r \in R$, the coefficient of $D^{I}$ in $q r-r q$ is 0 . If $|J|>0$, then from the vanishing of these coefficients we get some $F$-linear combination of

$$
\left\{d_{k}^{n(k)} \cdots d_{1}^{n(1)} \mid n(i) \geq 0 \text { and } n(k)+\cdots+n(1)>0\right\}
$$

being an inner derivation by a $\left(d_{1}, \ldots, d_{k}\right)$-constant. Therefore $|J|=0$, whence $q=1$ and so $A=S$. Thus $S$ is simple.

As an example to satisfy the hypotheses of Theorem 17 , let $K$ be a field of characteristic 2 and let $x_{1}, x_{2}, \ldots$ be independent indeterminates over $K$. By Lemma 13, there exists a unique $K$-linear S.h.d. $d_{0}, d_{1}, d_{2}$ on $K\left[\left\{x_{i}\right\}\right]$ such that

$$
d_{1}\left(x_{i}\right)=x_{i+1} \quad \text { and } \quad d_{2}\left(x_{i}\right)=0
$$

for all $i$. Then Lemma 12 implies that $d_{0}, d_{1}, d_{2}$ extends uniquely to a S.h.d. on $R=K\left(\left\{x_{i}\right\}\right)$.

Note that $d_{1}\left(x_{i}^{2}\right)=0$ and $d_{2}\left(x_{i}^{2}\right)=x_{i+1}^{2}$ for all $i$. As $R$ is a field, we only have to show that the set

$$
\left\{d_{1}^{n(1)} d_{2}^{n(2)} \mid n(i) \geq 0 \text { and } n(1)+n(2)>0\right\}
$$

is linearly independent over the subring of central $\left(d_{1}, d_{2}\right)$-constants of $R$. Actually, we show this set is linearly independent over $R$.

If we have some $\alpha_{i j} \in R$ such that

$$
\sum_{i, j} \alpha_{i j} d_{1}^{j} d_{2}^{j}=0
$$

find $l$ such that $x_{l+h}$ is not involved in any of the $\alpha_{i j}$ for $h \geq 0$. Then

$$
\begin{aligned}
0 & =\sum_{i, j} \alpha_{i j} d_{1}^{j} d_{2}^{j}\left(x_{l}^{3}\right)=\sum_{i, j} \alpha_{i j} d_{1}^{i} d_{2}^{j}\left(x_{l} x_{l}^{2}\right) \\
& =\sum_{i, j} \alpha_{i j} d_{1}^{i}\left(x_{l} x_{l+j}^{2}\right)=\sum_{i, j} \alpha_{i j} x_{l+i} x_{l+j}^{2}
\end{aligned}
$$

Therefore each $\alpha_{i j}=0$ and the set

$$
\left\{d_{1}^{n(1)} d_{2}^{n(2)} \mid n(i) \geq 0 \text { and } n(1)+n(2)>0\right\}
$$

is linearly independent over $R$. Thus the ring $R\left[D_{1}, D_{2} ; d_{0}, d_{1}, d_{2}\right]$ is simple.
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