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#### Abstract

We introduce an equivalence relation on maximal elements (i.e., $D\langle 1,-x\rangle$ is maximal). We present a form theoretic proof of Marshall's classification of reduced Witt rings, thus providing a possible outline for proving the full elementary type conjecture. The same relation restricted to elements of index two yields characterizations of Witt rings with a factor either of local type or a group ring extension of a totally degenerate Witt ring.


( $R, G, q$ ) will denote a finitely generated (abstract) Witt ring $R$, its associated group of one-dimensional forms $G$ and the associated quaternionic mapping $q$. As in [7, 8] we use the abstract Witt ring as defined by Marshall-Yucas [13] rather than Marshall's modification in [12]. The technique introduced here is the formation of equivalence classes of maximal elements ( $x \in G$ with $D\langle 1,-x\rangle$ maximal). While forming classes is not combinatorial, it does blend well with the techniques of the previous two papers in this series.

We start by discussing a four step approach to the elementary type conjecture, two of which are statements about classes of maximal elements. The four steps can be verified when $R$ is reduced, thus giving a new, form-theoretic, proof of Marshall's classification theorem [11]. Each step is valid for Witt rings of elementary type (as opposed to the main steps in Marshall's proof or in the proofs for $|G| \leq 32$ ). And, when restricted to maximal elements with $[G: D\langle 1,-x\rangle]=2$, the proposed approach leads to new results clarifying the structure of such Witt rings. The first section concludes with a verification (with some details omitted) of the four steps when $R$ is reduced. Of interest here is the identification, when $R$ is reduced, of the quotient structure defined in [8] with a Pfister quotient as defined by Marshall in [12].

For non-reduced $R$, maximal elements and their classes are difficult to handle. In the second section we consider only elements of index two ( $x \in G$ with $i_{G} D\langle 1,-x\rangle=2$ ). The restricted equivalence classes behave well and occur in two types. Using classes of type 1 , we slightly
improve the characterization of local type factors in [6]. Working with classes of type 2 yields an analogous result for factors which are group rings over totally degenerate Witt rings (called $S$-rings here).

The last section takes up two extreme cases. First we consider the case where there are two classes of elements of index 2 , one of each type, which generate $B \equiv q(G, G)$. We show $R$ is then a product of two Witt rings, one of local type and the other an $S$-ring. Then, since many of the previous results involve conditions of the form $Q(x) \cap$ $Q(y)=1$, we consider the case where some $Q(x)$ is contained in all $Q(y)$. Under quite general conditions (satisfied if $x$ has index 2 , for example) we show $R$ is of local type.

The notation is the same as in [7, 8]. Thus for any group $H$, $H^{\cdot}$ denotes $H-\{1\}$. For $a \in G, Q(a)=\{q(a, x) \mid x \in G\}$ and $Y_{R}=\left\{Q(a) \mid a \in G^{*}\right\} . B$ denotes the image of $q, q(G, G)$. The value set of $\langle 1,-x\rangle$ is $D\langle 1,-x\rangle=\{y \in G \mid q(x, y)=1\}$. The radical of $G$ is $\operatorname{rad}(G)=\{x \in G \mid D\langle 1,-x\rangle=G\}$. We say $R$ is degenerate if $\operatorname{rad} G \neq\{1\}$ and totally degenerate if $\operatorname{rad} G=G$. We will assume throughout that $R$ is non-degenerate.
$R$ is of local type if $|B|=2$. We let $\Delta_{n}$ denote the group of exponent two and order $2^{n}$. The group ring $R\left[\Delta_{n}\right]$ is again a Witt ring. The direct product in the category of Witt rings is the fiber product over $\mathbb{Z}_{2}$, which we will denote by the usual product symbol. Thus:

$$
R_{1} \times R_{2}=\left\{\left(r_{1}, r_{2}\right) \mid r_{i} \in R_{i} \text { and } \operatorname{dim} r_{1} \equiv \operatorname{dim} r_{2}(2)\right\} .
$$

$R$ is of elementary type if it can be built from $\mathbb{Z}_{2}, \mathbb{Z}_{4}$ and Witt rings of local type by a succession of group ring extensions and products. We will often use orthogonal decompositions as defined in [3]. Subgroups $H_{1}, \ldots, H_{n}$ of $G$ yield an orthogonal decomposition (denoted $H_{1} \perp$ $\left.\cdots \perp H_{n}\right)$ if $G=H_{1} \times \cdots \times H_{n}$ and $x_{i} \in D\left\langle 1,-x_{j}\right\rangle$ for all $X_{i} \in H_{i}$, $x_{j} \in H_{j}, i \neq j$.

1. Reduced Witt rings. The two notions which form the basis for all three sections are:

Definition. An element $m \in G^{\cdot}$ is maximal if $D\langle 1,-m\rangle \subset$ $D\langle 1,-x\rangle$ implies $x=1$ or $D\langle 1,-m\rangle=D\langle 1,-x\rangle$. The collection of maximal elements of $G$ will be denoted by $M$.

Definition. For $a, b \in M$ write $a \sim b$ if $a=b$ or $a b \in M$. We say $a$ and $b$ are equivalent, and write $a \approx b$, if there exist $c_{1}, \ldots, c_{k} \in M$ such that: $a \sim c_{1} \sim c_{2} \sim \cdots \sim c_{k} \sim b$.

Equivalence is clearly an equivalence relation. Denote by $C(a)$ the equivalence class of $a \in M$. Let $H(a)$ be the subgroup of $G$ generated by $C(a)$.

Recall the quotient structure of [8]. For $g \in G^{*}$ let $Q(g)=$ $\{q(g, h) \mid h \in G\}$ and $H(Q(g))=\{h \in G \mid Q(h) \subset Q(g)\}$. Set $G / g=$ $G / H(Q(g))$ and define:

$$
\begin{aligned}
q_{g}: G / g \times G / g & \rightarrow B / Q(g), \\
(a H, b H) & \mapsto q(a, b) Q(g) .
\end{aligned}
$$

If $q_{g}$ is linked the resulting Witt ring is denoted $R / g$. We consider a possible outline for proving the elementary type conjecture:
(a) $G$ is generated by $M$.
(b) If $a \not \not \nsim b$, where $a, b \in M$, and if $x \in H(a), y \in H(b)$ then $x \in D\langle 1,-y\rangle$.
(c) $q_{a}$ is linked for all $a \in M$.
(d) If $G=H(a)$ for some $a \in M$ and if $R / b$ is of elementary type for all $b \in M$ then $R$ is of local type or a group ring.

Proving these four steps would prove the elementary type conjecture. The first two steps show there is an orthogonal decomposition (cf. [3]) $G=H\left(a_{1}\right) \perp \cdots \perp H\left(a_{t}\right)$, where $C\left(a_{1}\right), \ldots, C\left(a_{t}\right)$ are the distinct equivalence classes. Each $H(a)$ generates a Witt ring, if each of these Witt rings is of elementary type then so is $R[3,3.8]$. We may thus assume $G=H(a)$ for some $a \in M$. Steps (c) and (d) constitute an induction argument on $|G|$ which completes the proof.

There is some evidence for the truth of the elementary type conjecture. It holds if $R$ is reduced (proven for abstract Witt rings by Marshall [11], simplified in [12]; cf. [2], [4], [9] for the field case) and if $|G| \leq 32$ (proven by a variety of unrelated counting arguments). There is also some evidence that (1.1) will yield a proof of the elementary type conjecture. First, the four steps of (1.1) can be proven if $R$ is reduced, thus given a new proof of Marshall's result. Second, each of the four statements of (1.1) are true for Witt rings of elementary type. This may appear to be an insignificant advantage. However, none of the intermediate results in Marshall's proof of the reduced case are valid for non-reduced Witt rings. Only reduced Witt rings are determined by their space of orderings. Also, very few of the counting arguments used for $|G| \leq 32$ yield information about larger Witt rings. Third, (1.1) can be followed partially for maximal elements with $[G: D\langle 1,-x\rangle]=2$ yielding significant improvements over previous results (see $\S 2,3$ ). Unfortunately, we have been unable to prove any new cases of the elementary type conjecture via (1.1).

The remainder of this section is devoted to sketching the proofs of (1.1)(a)-(d) if $R$ is reduced. Thus for this section ( $R, G, q$ ) will denote a finitely generated, reduced Witt ring. Then $D\langle 1,1\rangle=\{1\}$ and as a result, if $a \in D\langle 1, b\rangle$ then $D\langle 1, a\rangle \subset D\langle 1, b\rangle$.

Lemma 1.2. Let $a, b \in G$.
(i) If $D\langle 1, a\rangle=D\langle 1, b\rangle$ then $a=b$.
(ii) $a$ is maximal iff $a$ is rigid.
(iii) For any $g \in G^{*}, g$ is a product of elements of $D\langle 1, g\rangle \cap M$. In particular, $G$ is generated by $M$.

Proof. (i) $D\langle 1, a\rangle=D\langle 1, b\rangle \subset D\langle 1,-a b\rangle$. Thus $a, b,-a b$, and hence -1 , lie in $D\langle 1,-a b\rangle . R$ reduced implies $a b=1$.
(ii) $\{x \in G \mid D\langle 1,-a\rangle \subset D\langle 1,-x\rangle\}=\{x \in G \mid x \in D\langle 1, a\rangle\}$ since $R$ is reduced. Then $a$ is maximal iff this set is $\{1, a\}$ iff $a$ is rigid.
(iii) If $|D\langle 1, g\rangle|=2$ then $g \in M$ by (ii). If $|D\langle 1, g\rangle|>2$ write $D\langle 1, q\rangle=\left\{1, g, x_{3}, \ldots, x_{t}\right\}$. Then $g=x_{3} \cdots x_{t} . D\left\langle 1, x_{i}\right\rangle \subsetneq$ $D\langle 1, g\rangle$ by (i), so by induction each $x_{i}$ is a product of elements in $M \cap D\left\langle 1, x_{i}\right\rangle \subset M \cap D\langle 1, g\rangle$.

Lemma 1.3. Let $a, b \in M$. Then either:
(i) $D\langle 1,-a b\rangle=D\langle 1,-a\rangle \cap D\langle 1,-b\rangle$,
or
(ii) $a \approx b$.

In particular, if $a \not \approx b, x \in H(a)$ and $y \in H(b)$ then $x \in D\langle 1,-y\rangle$.
Proof. Suppose first that $1 \in D\langle a, b\rangle$. Then $a, b \in D\langle 1, a b\rangle$ and $-a b \in D\langle 1,-a\rangle \cap D\langle 1,-b\rangle$. We obtain (i), since $R$ is reduced. Next suppose that $1 \notin D\langle a, b\rangle$. Then $D\langle a, b\rangle \subset M$ by [1, I 1.2] and (1.2)(ii). We may choose $c \in M \cap D\langle 1, a b\rangle$ by (1.2)(iii). Hence $c \in M$ and $a c, b c \in D\langle a, b\rangle \subset M$. So $a \sim c \sim b$.

The following is of some interest independent of (1.1). We show that when $R$ is reduced, the quotient defined in [8] is the same as the Pfister quotient defined by Marshall in [12].

Lemma 1.4. Let $a \in M$. Then:
(i) $H(Q(a))=\{1, a\}=D\langle 1, a\rangle$,
(ii) $R / a$ is well defined, and
(iii) $R / a$ is reduced.

Proof. (i) Let $h \in H(Q(a))$. Then $q(-1, h) \in Q(h) \subset Q(a)$. By linkage (on $G$ ) there exists $z \in G$ with:

$$
q(-1, h)=q(-1, z)=q(a, z) .
$$

Thus $h \in z D\langle 1,1\rangle=\{z\}$ and $z \in D\langle 1, a\rangle$. So $H(Q(a)) \subset D\langle 1, a\rangle=$ $\{1, a\}$. We have equality since clearly $1, a \in H(Q(a))$.
(ii) Let $I$ be the fundamental ideal of $R$. Since $R$ is reduced we may assume [12, 3.23] that $q: G \times G \rightarrow I^{2} / I^{3}$ is given by $q(x, y)=$ $\langle\langle-x,-y\rangle\rangle+I^{3}$. Thus $Q(a)=\langle 1,-a\rangle I+I^{3}$ and by (i):

$$
\begin{aligned}
& q_{a}: G / D\langle 1, a\rangle \times G / D\langle 1, a\rangle \rightarrow I^{2} /\langle 1,-a\rangle I+I^{3}, \\
& q_{a}(\bar{x}, \bar{y})=\langle\langle-x, y\rangle\rangle+\left(\langle 1,-a\rangle I+I^{3}\right) .
\end{aligned}
$$

There is a well-defined Pfister quotient $R / \operatorname{ann}\langle 1, a\rangle$ [12, 4.24] which is reduced $[12,6.10]$. Note that

$$
\operatorname{ann}\langle 1, a\rangle=(\{\langle 1,-x\rangle \mid x \in D\langle 1, a\rangle\})=(\langle 1,-a\rangle) .
$$

Set $J=I /(\langle 1,-a\rangle)$. The quaternionic map for $R / \operatorname{ann}\langle 1, a\rangle$ is:

$$
\begin{aligned}
& q^{*}: G / D\langle 1, a\rangle \times G / D\langle 1, a\rangle \rightarrow J^{2} / J^{3} \\
& q^{*}(\bar{x}, \bar{y})=\langle\langle-x,-y\rangle\rangle+(\langle 1,-a\rangle)+J^{3} .
\end{aligned}
$$

Map $\alpha: I^{2} \rightarrow J^{2} / J^{3}$ by $\alpha(\varphi)=\varphi+(\langle 1,-a\rangle)+J^{3}$. This is clearly a surjective homomorphism with $\langle 1,-a\rangle I+I^{3} \subset \operatorname{ker} \alpha$. If $\varphi \in \operatorname{ker} \alpha$ then $\varphi-\eta \in(\langle 1,-a\rangle)$, for some $\eta \in I^{3}$. Thus $\varphi-\eta=\langle 1,-a\rangle \chi$ for some form $\chi$, and indeed $\chi \in I$ as $\varphi-\eta \in I^{2}$. Hence $\varphi \in$ $\langle 1,-a\rangle I+I^{3}$.

Thus $\alpha$ is an isomorphism and the linkage of $q^{*}$ implies $q_{a}$ is linked.
(iii) Let $\bar{y}=y D\langle 1, a\rangle$ and suppose $q_{a}(-1, \bar{y})=1$. Then $q(-1, y)$ $\in Q(a)$ and as in the proof of (i) we obtain $y \in D\langle 1, a\rangle$. Hence $\bar{y}=\overline{1}$ in $G / D\langle 1, a\rangle$ and so $R / a$ is reduced.

The proof of (1.1)(d) is long and tedious. We present one part of the proof both to give the flavor of the whole and because a weaker version of this result holds generally for Gorenstein Witt rings (see [5]).

Proposition 1.5. Let $a \in G^{\text {. }}$ be maximal. Suppose $G=H(a)$ and $R / a$ is a group ring. Then $R$ is a group ring.

Proof. We may write $\bar{G}=\bar{G}_{0} \times\{1, \bar{t}\}$, where $\{1, a\} \subset G_{0} \subset G=$ $G_{0} \cdot\{1, t\}$, and $\bar{t}$ is two-sided rigid in $R / a$. Write $G_{0}=\{1, a\} \cdot H_{0}$ where $a \notin H_{0}$ and $-1 \in H_{0}$.

We will assume $R$ is not a group ring and first show that $D\langle 1,-s\rangle$ has index 2 in $G$. Let $h_{0} \in H_{0}$. Then $\overline{h_{0} t}, \overline{-h t} \in M^{*}$, the maximal elements of $\bar{G}$. The value set in $\bar{G}, D\langle 1, \bar{x}\rangle$, is

$$
D\langle 1,-x\rangle D\langle 1,-a x\rangle /\{1, a\} .
$$

If $\bar{x} \in M^{*}$ then either:
(i) $x, a x \in M$
or
(ii) $x \in M$ and $D\langle 1, a x\rangle=\{1, a, x, a x\}$
or
(iii) $a x \in M$ and $D\langle 1, s\rangle=\{1, a, x, a x\}$.

Now if $\pm h_{0} t \in M$ or $\pm a h_{0} t \in M$ then $R$ has two-sided rigid elements (1.2) and is thus a group ring. Otherwise, one of two cases occurs:
(i) $h_{0} t \in M, D\left\langle 1, a h_{0} t\right\rangle=\left\{1, h_{0} t, a, a h_{0} t\right\},-a h_{0} t \in M$ and $D\left\langle 1,-h_{0} t\right\rangle=\left\{1,-h_{0} t, a,-a h_{0} t\right\}$ or
(ii) $a h_{0} t \in M, D\left\langle 1, h_{0} t\right\rangle=\left\{1, h_{0} t, a, a h_{0} t\right\},-h_{0} t \in M$ and $D\left\langle 1,-a h_{0} t\right\rangle=\left\{1,-h_{0} t, a,-a h_{0} t\right\}$.

We see then that for all $h_{0} \in H_{0}$ either $h_{0} t$ or $-h_{0} t$ lies in $D\langle 1,-a\rangle$. In particular, taking $h_{0}=1$, we have $t$ or $-t$ lies in $D\langle 1,-a\rangle$. Thus

$$
\left|D\langle 1,-a\rangle \cap H_{0}\right|=\frac{1}{2}\left|H_{0}\right| .
$$

If $t \in D\langle 1,-a\rangle$ then $G=\{1,-a, t,-a t\} H_{0}$ and $i_{G} D\langle 1,-a\rangle=2$. Similarly, $i_{G} D\langle 1,-a\rangle=2$ if $-t \in D\langle 1,-a\rangle$.

We now obtain the desired contradiction by showing that $G=H(a)$ implies $D\langle 1,-a\rangle$ does not have index 2 in $G$. Note that $R / a$ being a group ring implies $\left|M^{*}\right| \geq 2$ and so $|M| \geq 2$. Since $G=H(a)$, there exists $m \in M-\{a\}$ with $a m \in M$. Now $-1 \notin D\langle 1,-a\rangle$ since $R$ is reduced, so either $m$ or $-m$ lies in $D\langle 1,-a\rangle$ (since $i_{G} D\langle 1,-a\rangle=2$ ). But $-m \in D\langle 1, a\rangle$ implies $D\langle 1,-m\rangle \subset D\langle 1,-a\rangle$ and $m \notin M$. And $m \in D\langle 1,-a\rangle$ implies $D\langle 1,-a m\rangle \subset D\langle 1,-a\rangle$ and $a m \notin M$. Thus we have contradicted the initial assumption that $R$ is not a group ring.
2. Elements of index 2. We now drop the assumption that $R$ is reduced. ( $R, G, q$ ) will denote a finitely generated non-degenerate Witt ring. Let $i(x)$ denote the index of $D\langle 1,-x\rangle$ in $G$ (this is a slightly different use of $i(x)$ than in [6]). Maximal elements in an arbitrary Witt ring are difficult to work with. If, however, we restrict our attention to those maximal elements with $i(x)=2$ then the equivalence relation of $\S 1$ is a useful tool.

Set $T=\{x \in G \mid i(x)=2\}$ and take the same relation of $\S 1$ on $T$, namely, for $x, y \in T$ write $x \sim y$ if $x=y$ or $x y \in T$. Thus for $x, y \in T, x \sim y$ iff $i(x y) \leq 2$. In what follows we will frequently use Marshall's result [12, 5.2]:

$$
|D\langle 1,-x y\rangle / D\langle 1,-x\rangle \cap D\langle 1,-y\rangle|=|Q(x) \cap Q(y)| .
$$

Lemma 2.1. Let $x, y \in T$ and suppose $x \nsim y$. Then:
(1) $i(x y)=4$,
(2) $D\langle 1,-x y\rangle=D\langle 1,-x\rangle \cap D\langle 1,-y\rangle$,
(3) $Q(x y)=Q(x) Q(y)$.

Proof. By definition, $i(x y) \geq 4$ while $D\langle 1,-x\rangle \cap D\langle 1,-y\rangle \subset$ $D\langle 1,-x y\rangle$ and $i_{G}(D\langle 1,-x\rangle \cap D\langle 1,-y\rangle) \leq 4$. This proves (1) and (2). Further, $2=|D\langle 1,-y\rangle / D\langle 1,-x\rangle \cap D\langle 1,-x y\rangle|=|Q(x) \cap Q(x y)|$. Thus $Q(x) \subset Q(x y)$, as $|Q(x)|=2$. Similarly, $Q(y) \subset Q(x y)$. Then $Q(x) Q(y) \subset Q(x y) \subset Q(x) Q(y)$ which gives (3).

Lemma 2.2. Let $x, y \in T$ and suppose $x \sim y$. Then either $D\langle 1,-x\rangle=D\langle 1,-x\rangle=D\langle 1,-y\rangle$ or $Q(x)=Q(y)$. Further, if both occur then $x=y$.

Proof. Suppose $D\langle 1,-x\rangle \neq D\langle 1,-y\rangle$. Then

$$
|D\langle 1,-x y\rangle / D\langle 1,-x\rangle \cap D\langle 1,-y\rangle| \geq 2 .
$$

Hence $|Q(x) \cap Q(y)|=2$ and $Q(x)=Q(y)$. If $D\langle 1,-x\rangle=$ $D\langle 1,-y\rangle$ and $Q(x)=Q(y)$ then

$$
2=|Q(x) \cap Q(y)|=|D\langle 1,-x y\rangle / D\langle 1,-x\rangle|
$$

shows $i(x y)=1$ and $x=y$.
Theorem 2.3. ~ is an equivalence relation on $T$.
Proof. We need only check transitivity. Suppose $x, y, z \in T$ with $x \sim y$ and $y \sim z$. We may assume $x \neq y, x \neq z$ and $y \neq z$, so that $i(x y)=i(y z)=2$. We show $i(x z)=2$.

Suppose not. Then $x \not x z$ and $x y \not x y z$. By (2.1), $D\langle 1,-x z\rangle$ is contained in $D\langle 1,-x\rangle, C\langle 1,-z\rangle, D\langle 1,-x y\rangle, D\langle 1,-y z\rangle$ and hence $D\langle 1,-y\rangle$. Now $D\langle 1,-x\rangle \neq D\langle 1,-z\rangle$ since otherwise $D\langle 1,-x\rangle=D\langle 1,-x z\rangle$ and $i(x z)=2$. There can only be three distinct subgroups of index 2 containing $D\langle 1,-x z\rangle$, as $i(x z)=4$. We must have $D\langle 1,-x\rangle=D\langle 1,-y\rangle$ or $D\langle 1,-y\rangle=D\langle 1,-z\rangle$.

We will assume $D\langle 1,-x\rangle=D\langle 1,-y\rangle=D\langle 1,-x y\rangle$, the other case being similar.

We thus have $D\langle 1,-y\rangle=D\langle 1,-x\rangle \neq D\langle 1,-z\rangle$ and so $Q(y)=$ $Q(z)$ by (2.2). We claim $i(x y z)=4$. Otherwise, $D\langle 1,-x z\rangle \subset$ $D\langle 1,-y\rangle$ implies $D\langle 1,-x z\rangle$ is contained in $D\langle 1,-y\rangle, D\langle 1,-z\rangle$, $D\langle 1,-y z\rangle$ and $D\langle 1,-x y z\rangle$, all of index 2. Again there are only three distinct subgroups of index 2 containing $D\langle 1,-x z\rangle$. So $D\langle 1,-x y z\rangle$ equals one of $D\langle 1,-y\rangle, D\langle 1,-z\rangle$ or $D\langle 1,-y z\rangle$, which we know are distinct. But $D\langle 1,-y\rangle=D\langle 1,-x y z\rangle$ implies $D\langle 1,-y\rangle$ $=D\langle 1,-x z\rangle$ and $i(x z)=2, D\langle 1,-z\rangle=D\langle 1,-x y z\rangle$ implies $D\langle 1,-z\rangle=D\langle 1,-x y\rangle=D\langle 1,-y\rangle$. And $D\langle 1,-y z\rangle=D\langle 1, x y z\rangle$ implies $D\langle 1,-y z\rangle=D\langle 1,-x\rangle=D\langle 1,-y\rangle=D\langle 1,-z\rangle$. All three possibilities are impossible which proves the claim.

We thus have $i(x y z)=4$ and $D\langle 1,-x z\rangle \subset D\langle 1,-y\rangle$. So $D\langle 1,-x z\rangle=D\langle 1,-x y z\rangle \subset D\langle 1,-y\rangle, D\langle 1,-z\rangle$. Hence:

$$
\begin{aligned}
& 1=\left|\frac{D\langle 1,-x z\rangle}{D\langle 1,-x y z\rangle \cap D\langle 1,-y\rangle}\right|=|Q(x y z) \cap Q(y)|, \\
& 2=\left|\frac{D\langle 1,-x y\rangle}{D\langle 1,-x y z\rangle \cap D\langle 1,-z\rangle}\right|=|Q(x y z) \cap Q(z)|,
\end{aligned}
$$

which is impossible as $Q(y)=Q(z)$.
Notation. For $a \in T$ let $C^{*}(a)$ denote the class of $a$ in $T$ under the relation $\sim$. Let $C(a)=C^{*}(a) \cup\{1\}$.

Lemma 2.4. For each $a \in T, C(a)$ is a subgroup of $G$.
Proof. Let $x, y \in C(a)$. If $x$ or $y$ equals 1 then $x y \in C(a)$, so suppose $x, y \in C^{*}(a)$. Then $x \sim y$ and so $i(x y) \leq 2$. If $i(x y)=1$ then $x y=1 \in C(a)$. If $i(x y)=2$ then $x y \in T$, and $x y \sim x \sim a$. Hence $x y \in C(a)$.

Proposition 2.5. Let $a \in T$. Then either:
(1) $Q(a)=Q(x)$ for all $x \in C^{\cdot}(a)$, or
(2) $D(1,-a\rangle=D\langle 1,-x\rangle$ for all $x \in C^{\cdot}(a)$.

Proof. Set $C_{1}(a)=\left\{x \in C^{\cdot}(a) \mid Q(x)=Q(a)\right\} \cup\{1\}$ and $C_{2}(a)=$ $\left\{x \in C^{\cdot}(a) \mid D\langle 1,-x\rangle=D\langle 1,-a\rangle\right\} \cup\{1\}$. We first claim that $C_{1}(a)$ is a subgroup of $C(a)$. If $x, y \in C_{1}(a)$ and $x \neq 1, y \neq 1$ then $Q(x)=Q(a)=Q(y)$. So $Q(x y) \subset Q(x) Q(y)=Q(a)$. Hence either
$x y=1$ or $Q(x y)=Q(a)$. In either case, $x y \in C_{1}(a)$. Next we claim $C_{2}(a)$ is a subgroup of $C(a)$. If $x, y \in C_{2}(a)$ with $x \neq 1$, $y \neq 1$ then $D\langle 1,-x\rangle=D\langle 1,-y\rangle \subset D\langle 1,-x y\rangle$. So either $x y=1$ or $D\langle 1,-x y\rangle=D\langle 1,-a\rangle$ and so $x y \in C_{2}(a)$.

Now $C(a)=C_{1}(a) \cup C_{2}(a)$ by (2.2). Hence either $C(a)=C_{1}(a)$, yielding (1), or $C(a)=C_{2}(a)$, yielding (2).

Definition. Let $a \in G$ have index 2 (i.e. $a \in T$ ). We say $a$ has type 1 if $Q(a)=Q(x)$ for all $x \in C^{\cdot}(a)$. We say $a$ has type 2 if $D\langle 1,-a\rangle=D\langle 1,-x\rangle$ for all $x \in C^{*}(a)$ and $|C(a)| \geq 4$.

Every $a \in T$ thus has type 1 or type 2 (but not both, by the restriction that $|C(a)| \geq 4$ for type 2). We observe that if $a$ has type 2 then $C(a) \subset D\langle 1,-a\rangle$ (namely, if $m \in C^{*}(a), m \neq a$ then $D\langle 1,-m\rangle=D\langle 1,-a\rangle=D\langle 1,-a m\rangle$. In particular, $-1 \in D\langle 1,-a\rangle$. Hence $C(a) \subset D\langle 1,-a\rangle)$.

Elements of index 2 having type 1 have appeared in the literature before. We reformulate two such results in this language.

Propostion 2.6 (Marshall [12]). Suppose $G$ is generated by elements of index 2. Then $R$ is a fiber product of Witt rings of local type.

Proof. We have $G=C\left(a_{1}\right) \cdot \cdots \cdot C\left(a_{k}\right)$, where the $C \cdot\left(a_{i}\right)$ are the distinct classes in $T$. If $x \in C\left(a_{i}\right), y \in C\left(a_{j}\right)$ with $i \neq j$ then $x \in D\langle 1,-y\rangle$ by (2.1). In particular, no $C\left(a_{i}\right)$ has type 2 , else all the $C\left(a_{j}\right)$ are contained in $D\left\langle 1,-a_{i}\right\rangle$ and so $G \subset D\left\langle 1,-a_{i}\right\rangle$. We thus have $G=C\left(a_{1}\right) \times \cdots \times C\left(a_{k}\right)$ and $Q\left(C\left(a_{i}\right)\right) \cap Q\left(C\left(a_{j}\right)\right)=\{1\}$ if $i \neq j$. Thus $R$ is a fiber product with the $i$ th factor generated by $C\left(a_{i}\right)$. Since $\left|Q\left(C\left(a_{i}\right)\right)\right|=2(a$ has type 1$)$ each factor is of local type.

Proposition 2.7 (Fitzgerald-Yucas [6]). Let $a \in T$ have type 1. Set $H=C(a)$ and $K=\bigcap_{h \in H} D\langle 1,-h\rangle$.
(1) If $H \cap K=\{1\}$ then $G=H \perp K$ is an orthogonal decomposition.
(2) If, further, $Q(a) \not \subset Q(K)$ then $R=R_{1} \times R_{2}$ is a fiber product with $R_{1}$ of local type.

Proof. We refer to [6]. $\quad C^{\cdot}(a)=-M$ and $C(a)=M^{2}$. The conclusion of (1) is Proposition 2.12(1)-(4) which depends only on

Proposition 2.11 which in turn depends only on the assumption that $H \cap K=\{1\}$. Thus (1) holds; statement (2) is Theorem 1.1.

We note that, in (2.7), if $K$ generates a Witt ring of elementary type (as in an inductive argument) then condition (1) is sufficient to show $R$ is a fiber product with one factor of local type [3, 3.8].

We turn now to elements of index 2 having type 2. Among Witt rings of elementary type these arise from fiber products $R_{1} \times R_{2}$ where $R_{1}=S[\Delta], S$ a degenerate Witt ring with radical $D_{S}$ satisfying $\left|D_{S}\right| \geq 4$ and $|\Delta|=2$. Here any $a=(g, 1) \in D_{S} \times 1$ has type 2 and $C(a)=D_{S} \times 1$. One difficulty is that here the class does not generate a factor of $R$. In the simplest case where $S$ is totally degenerate (i.e. $D_{S}=G_{S}$ ) then the element $(t, 1)$ (where $\Delta=(1, t)$ ) is required along with $C(a)$ to generate $R_{1}$. Note that $Q(t, 1)=Q(C(a))$.

Definition. A Witt ring $R$ is an $S$-ring if $R$ is a group ring extension $S[\Delta]$ where $S$ is a totally degenerate Witt ring, $\left|G_{S}\right| \geq 4$ and $|\Delta|=2$.

Definition. Let $a \in T$ have type 2. An element $t \in G$ is a cap for $a$ if $Q(t)=Q(C(a))$.

We will concentrate on the easiest case of type 2 elements. We seek conditions on an $a \in T$ having type 2 analogous to (2.7) which will yield an $S$-ring factor.

In what follows we will often use the observation that $Q(a) \subset Q(b)$ iff $G=D\langle 1,-a\rangle D\langle 1,-a b\rangle$.

Lemma 2.8. Let $a \in T$ have type 2.
(1) $Q(C(a))=\bigcup_{m \in C(a)} Q(m)$.
(2) For any $g \in G$ and $m, m^{\prime} \in C^{*}(a)$ we have $Q(m) \subset Q(g)$ iff $Q\left(m^{\prime}\right) \subset Q\left(m^{\prime} g\right)$.

Proof. (1) We check that the union is a group. Let $p_{1} \in Q\left(m_{1}\right)$ and $p_{2} \in Q\left(m_{2}\right)$ where $m_{1}, m_{2} \in C(a)$. If either $p_{1}=1$ or $p_{2}=1$ then $p_{1} p_{2} \in Q\left(m_{1}\right) \cup Q\left(m_{2}\right)$. Suppose $p_{1} \neq 1, p_{2} \neq 1$. Then $p_{1}=$ $q\left(m_{1}, y\right)$ for some $y \notin D\left\langle 1,-m_{1}\right\rangle=D\left\langle 1,-m_{2}\right\rangle$, since $a$ has type 2. Thus $p_{2}=q\left(m_{2}, y\right)$ and $p_{1} p_{2}=q\left(m_{1} m_{2}, y\right) \in Q\left(m_{1} m_{2}\right)$ with $m_{1} m_{2} \in C(a)$.
(2) $Q(m) \subset Q(g)$ iff $G=D\langle 1,-m\rangle D\langle 1,-m g\rangle$ iff $G=$ $D\left\langle 1,-m^{\prime}\right\rangle D\langle 1,-m g\rangle$ (as $D\langle 1,-m\rangle=D\left\langle 1,-m^{\prime}\right\rangle$ ) if $Q\left(m^{\prime}\right) \subset$ $Q\left(m m^{\prime} g\right)$.

Proposition 2.9. Let $a \in T$ have type 2 and set $P=Q(C(a))$. For any $g \in G$ either:
(1) $Q(g) \cap P=\{1\}$, or
(2) $Q(g) \cap P=Q(m)$, for some $m \in C^{\cdot}(a)$, or
(3) $P \subset Q(g)$.

Proof. Suppose $Q(g) \cap P \neq\{1\}$ or $P$. Then there exist $m_{1}$ and $m_{2} \in C^{*}(a)$ with $Q\left(m_{1}\right) \subset Q(g)$ and $Q\left(m_{2}\right) \not \subset Q(g)$ by (2.8). Set $H_{1}=H(Q(g))$ and $H_{2}=H\left(Q\left(m_{1} m_{2} g\right)\right)$. We wish to show $H_{1} \cap$ $C(a)=\left\{1, m_{1}\right\}$. Now $m_{2} \in H_{2}$ and $m_{1} \notin H_{2}$ by (2.8). Let $m_{3} \in$ $H_{1} \cap C^{\cdot}(a)$ so that $Q\left(m_{3}\right) \subset Q(g)$. Applying (2.8) with $m=m_{3}$ and $m^{\prime}=m_{1} m_{2} m_{3}$ yields $Q\left(m_{1} m_{2} m_{3}\right) \subset Q\left(m_{1} m_{2} g\right)$. Thus $m_{1} m_{2} m_{3}$, and so $m_{1} m_{3}$, lies in $H_{2}$. This shows $m_{1}\left(H_{1} \cap C^{\cdot}(a)\right) \subset H_{2}$.

If $\left|H_{1} \cap C^{\cdot}(a)\right| \neq 1$ then there exist distinct $x, y \in H_{1} \cap C^{\cdot}(a)$. So $m_{1} x, m_{1} y, m_{1} x y \in H_{2}$ and hence $m_{1} \in H_{2}$, a contradiction. Thus $H_{1} \cap C^{\cdot}(a)=\left\{m_{1}\right\}$ as desired.

We can now re-derive a result of Kula [10]. We use the counting formula of [7]:

$$
\begin{equation*}
\sum_{x \neq 1, z} \frac{1}{|Q(x) \cap Q(z)|} \cdot \frac{1}{|Q(x z)|}=\frac{-2}{|Q(z)|}+\sum_{y \in D\langle 1,-z\rangle} \frac{1}{|Q(y)|} \tag{*}
\end{equation*}
$$

Corollary 2.10 (Kula). Let $a \in T$ have type 2 and set $P=$ $Q(C(a))$. If $Q(G)=P$ then $R$ is an $S$-ring.

Proof. Choose $b \notin C(a)$ and apply (*) with $z=b$. We split the left-hand sum into sums over $C^{*}(a), b C^{*}(a)$ and $G \backslash\{1, b\} C(a)$. For any $x \notin C(a)$ we have $Q(x)=P$ by (2.9). Set $g=|G|$ and $c=|C(a)|=|P|$. We obtain:

$$
\text { LHS }=\frac{c-1}{2 c}+\frac{c-1}{2 c}+\frac{g-2 c}{c^{2}} .
$$

We split the right-hand sum into sums over $\{1\}, C^{\cdot}(a) \cap D\langle 1,-b\rangle$ and $D\langle 1,-b\rangle \backslash C(a)$. We obtain:

$$
\text { RHS }=\frac{-2}{c}+1+\frac{d-1}{2}+\frac{(g / c)-d}{c},
$$

where $d=|D\langle 1,-b\rangle \cap C(a)|$. Equating the two sides gives:

$$
\begin{aligned}
& -1 / c=(d-1) / 2-d / c, \\
& c-2=d(c-2)
\end{aligned}
$$

and so $d=1$. Thus for all $b \notin C(a), D\langle 1,-b\rangle \cap C(a)=\{1\}$. In particular, $C(a) \subset D\langle 1,-a\rangle \subset C(a)$ and so $D\langle 1,-a\rangle=C(a)$.

Fix $b \notin C(a)$. Since $i_{G} C(a)=i(a)=2$ and $D\langle 1,-b\rangle \cap C(a)=$ $\{1\}$ we get $D\langle 1,-b\rangle=\{1,-b\}$. Further, $-1 \in D\langle 1,-a\rangle$ (cf. the remarks after (2.5)) and so $D\langle 1, b\rangle=\{1, b\}$ also. Thus $b$ is 2 -sided rigid and $E=S[\Delta]$ is a group ring extension. We have $|\Delta|=2$ and $D\langle 1,-a\rangle=G_{S}$ since $i(a)=2$. Moreover we have shown that if $x \in G_{S}^{*}$ then $x \in D\langle 1,-a\rangle=C(a)$ and so $D\langle 1,-x\rangle=D\langle 1,-a\rangle=$ $G_{s}$. Thus $S$ is totally degenerate. Finally, by definition of type 2, $\left|G_{S}\right|=|C(a)| \geq 4$. So $R$ is an $S$-ring.

We refine (2.9):
Corollary 2.11. Let $a \in T$ have type 2 and set $P=Q(C(a))$. Let $g \in G$.
(1) If $Q(g) \cap P=Q(m)$ for some $m \in C^{\cdot}(a)$ then $Q(m g) \cap P=$ \{1\}.
(2) If $P \subset Q(g)$ then $Q(g)=Q(m g)$ for all $m \in C(a)$.

Proof. (1) $Q(m) \subset Q(g)$ implies $Q(m g) \subset Q(g)$. Hence if $Q(m g)$ $\cap P \neq\{1\}$ then $Q(m g) \cap P=Q(m)$ also. Suppose this occurs and choose $n \in C^{\cdot}(a) \backslash\{m\}$. Applying (2.8) with $m=m$ and $m^{\prime}=n$ to $Q(m) \subset Q(g)$ gives $Q(n) \subset Q(m n g)$. Next, using $M=m$ and $m^{\prime}=m n$ for $Q(m) \subset Q(m g)$ gives $Q(m n) \subset Q(m n g)$. Hence $Q(m) \subset Q(m n) Q(n) \subset Q(m n g)$. Apply (2.8) to this inclusion with $m=m$ and $m^{\prime}=n$ to obtain $Q(n) \subset Q(g)$, which is impossible. Thus $Q(m g) \cap P=\{1\}$.
(2) Fix $m_{0} \in C^{*}(a)$. Then $Q\left(m m_{0}\right) \subset Q(g)$ for all $m \in C(a)$ and so $Q(m) \subset Q\left(m_{0} g\right)$ by (2.8). Thus $P \subset Q\left(m_{0} g\right)$. From $Q\left(m_{0}\right) \subset$ $Q\left(m_{0} g\right) \subset Q(g)$ we obtain $Q\left(m_{0} g\right)=Q(g)$.

We may do better assuming there is a cap for $a$.
Proposition 2.12. Let $a \in T$ have type 2 and let $t$ be a cap for a (i.e. $Q(t)=Q(C(a)))$. Set $P=Q(C(a)), L=\{x \in G \mid Q(x) \cap P=1\}$ and $K=D\langle 1,-a\rangle \cap D\langle 1,-t\rangle$. Let $g \in G$. Then:
(1) $L \subset K$.
(2) If $Q(g) \cap P=Q(m)$ for some $m \in C^{\cdot}(a)$ then $m g \in L$.
(3) If $P \subset Q(g)$ then either:
(i) There exists a unique $m \in C(a)$ with $m t g \in L$, or
(ii) $Q(m g)=Q\left(m^{\prime} g t\right)$ for all $m, m^{\prime} \in C(a)$.

Proof. (1) If $Q(x) \cap Q(t)=1$ then $D\langle 1,-x t\rangle=D\langle 1,-x\rangle \cap$ $D\langle 1,-t\rangle$ and so $x \in D\langle 1,-t\rangle$. Also $Q(x) \cap Q(a)=1$ so that $x \in D\langle 1,-a\rangle$. Thus $L \subset K$.
(2) is (2.11)(1). For (3) we first show there is at most one $m \in$ $C(a)$ with $m g t \in L$. Suppose not, that is, $Q\left(m_{1} g t\right) \cap P=1=$ $Q\left(m_{2} g t\right) \cap P$. then for all $m, Q(m) \cap Q\left(m_{i} g t\right)=1 \quad(i=1,2)$ and so $D\left\langle 1,-m_{i} g t\right\rangle=D\langle 1,-m\rangle \cap D\left\langle 1,-m m_{i} g t\right\rangle$. Taking $m=m_{1} m_{2}$ and $i=1,2$ shows $\left\langle 1,-m_{1} g t\right\rangle=D\left\langle 1,-m_{2} g t\right\rangle$. From $Q\left(m_{i} g t\right) \cap Q(t)=$ 1 we obtain $D\left\langle 1,-m_{1}\right\rangle=D\langle 1,-t\rangle \cap D\left\langle 1,-m_{1} g t\right\rangle=D\langle 1,-t\rangle \cap$ $D\left\langle 1,-m_{2} g t\right\rangle=D\left\langle 1,-m_{2} g\right\rangle$. Further, $Q\left(m_{1} g\right)=Q\left(m_{2} g\right)$ by (2.11) and hence $m_{1}=m_{2}$.

Suppose now that (i) does not occur. Then $P \subset Q(m g t)$ for all $m \in C(a)$ by (2.11)(1). So $Q(m g t)=Q\left(m^{\prime} g\right)$ for all $m, m^{\prime} \in C(a)$ by (2.11)(2).

There are no examples of Case 3(ii) of (2.12) occurring among Witt rings of elementary type. The possibility that it might occur is the major obstacle to showing every $a$ of type 2 with a cap arises from a fiber product where one factor is an $S$-ring.

We do however have a result analogous to (2.7).
Proposition 2.13. Let $a \in T$ have type 2 with a cap $t$. Set $H=$ $\{1, t\} C(a)$ and $K=D\langle 1,-a\rangle \cap D\langle 1,-t\rangle$.
(1) If $t \notin D\langle 1,-a\rangle$ then $G=H \perp K$ is an orthogonal decomposition.
(2) If further $Q(t) \cap Q(K)=1$ then $R=R_{1} \times R_{2}$ where $R_{1}$ is an $S$-ring.

Proof. (1) Let $g \in G$. Either $g$ or $g t \in D\langle 1,-a\rangle$ as $i(a)=2$. Further, $C(a) \cap D\langle 1,-t\rangle=1$ and $|C(a)||D\langle 1,-t\rangle|=|G|$ by (2.8). Thus $G=\bigcup_{m \in C(a)} m D\langle 1,-t\rangle$. There exists then an $m \in C(a)$ such that $m g$ or $m g t$ is an $D\langle 1,-a\rangle \cap D\langle 1,-t\rangle=K$ and so $g \in H K$.

If $g \in H \cap K$ then $K \subset D\langle 1,-g\rangle$ since $g \in H$. For all $m \in C(a)$, $g \in D\langle 1,-m\rangle=D\langle 1,-a\rangle$ and $g \in D\langle 1,-t\rangle$, since $g \in K$. Hence $H \subset D\langle 1,-g\rangle$. Then $G=H K \subset D\langle 1,-g\rangle$ and $g=1$. Thus $H \cap K=1$ and $G=H \perp K$ is an orthogonal product.
(2) follows from (1) by [3, 3.4].

We again note that if $K$ in (2.13) generates a Witt ring of elementary type then condition (1) yields $R=R_{1} \times R_{2}$ with $R_{1}$ an $S$-ring by $[3,3.8]$.

We may combine (2.7) and (2.13) with a change in hypotheses.
Theorem 2.14. Let $a \in G$ have index 2. Set $P=Q(C(a))$. Suppose:
(1) There exists $x \in G$ with $Q(x)=P$, and
(2) For no $y$ is $Q(m y)=Q\left(m^{\prime} x y\right)$ for all $m, m^{\prime} \in C(a)$.

Then $R=R_{1} \times R_{2}$ with $R_{1}$ of local type if a has type 1 and $R_{1}$ an $S$-ring if a has type 2.

Proof. Set $H=\{1, x\} C(a), L=\{y \in G \mid Q(y) \cap P=1\}$ and $K=\bigcap_{h \in H} D\langle 1,-h\rangle$. We first note that $L \subset K$. If $a$ has type 2 then this is (2.12). If $a$ has type 1 and $y \in L$ then $Q(m) \cap Q(y)=1$ for all $m \in C(a)$, as $Q(m)=Q(a)=P$. Thus $D\langle 1,-m y\rangle=D\langle 1,-m y\rangle \cap$ $D\langle 1,-y\rangle$ and $y \in D\langle 1,-m\rangle$ for all $m \in C(a)$. Then $y \in K$ as $Q(x)=Q(a)$ implies $x \in C(a)$ and $H=C(a)$.

We next show $G=H L$. If $a$ has type 2 then this is (2.12) combined with assumption (2) which eliminates Case 3(ii). Suppose $a$ has type 1. If $g \in G, g \notin L$ then $Q(a) \subset Q(g)$ since $|Q(a)|=2$. Assume, by way of contradiction, that $g \notin H L$. Then $Q(a) \subset Q(m g)$ for all $m \in C(a)$. So $Q(m) \subset Q(m g) \subset Q(m) Q(g)=Q(g)$, which implies $Q(m g)=Q(g)$ for all $m \in C(a)$. Again noting that the $x$ of assumption (1) lies in $C(a)$, we see that assumption (2) is contradicted. So $G=H L$.

We thus have $G=H K$ as well and (by $[6,1.2]$ ) that $H \cap K=1$. Then $G=H \times K, L \subset K$ and $G=H L$ imply that $L=K$. Thus $G=H \perp K$ and $P \cap Q(k)=1$ for all $k \in K$. We obtain that $R=$ $R_{1} \times R_{2}$ with $R_{1}$ generated by $H$. If $a$ has type 1 then $|Q(H)|=2$ shows $R_{1}$ is of local type, while if $a$ has type 2 then (2.10) shows $R_{1}$ is an $S$-ring.
3. Extreme cases. As before, $T$ is the set of $x \in G$ with $i_{G} D\langle 1,-x\rangle$ $=2$. We consider the simplest of cases where $T$ has both elements with type 1 and type 2 .

Theorem 3.1. Suppose $Q(G)$ is generated by the $Q(x)$ with $x \in T$. Suppose further that $T=C^{\cdot}(a) \cup C^{\cdot}(b)$, where a has type 2 and $b$ has type 1. Then $R=R_{1} \times R_{2}$ where $R_{1}$ is an $S$-ring and $R_{2}$ is of local type.

Proof. Set $P=Q(C(a))$ and $B=Q(G)$.
Step 1. For all $g \in G^{*}, Q(g)=Q(b), Q(m), Q(m) Q(b), P$ or $B$, for some $m \in C^{*}(a)$.

There are three possibilities for $Q(g) \cap P$ by (2.9). First suppose $Q(g) \cap P=1$. Then $[B: P]=2$ implies $|Q(g)|=2$. Thus $g \in T=$ $C^{\cdot}(a) \cup C^{\cdot}(b)$ and certainly $g \notin C^{\cdot}(a)$ so that $Q(g)=Q(b)$ (as $b$ has type 1 ).

Next suppose $Q(g) \cap P=Q(m)$ for some $m \in C^{\cdot}(a)$. Then $Q(g m) \cap P=1$ by (2.11), and so $g m=1$ or $g m \in C^{\cdot}(b)$. In the first case $Q(g)=Q(m)$ and in the second case $Q(g)=Q(b m)=$ $Q(b) Q(m)$ by (2.1). Lastly, suppose $P \subset Q(g)$. Again $[B: P]=2$ implies $Q(g)=P$ or $B$.

Step 2. There exists $t \in G$ with $Q(t)=P$.
Suppose otherwise. Then for any $g \in G$ either $g \in C(a) C(b)$ or $Q(g)=B$, by Step 1. We again use the counting formula from [7]:

$$
\sum_{x \neq 1, a} \frac{1}{|Q(x) \cap Q(a)|} \cdot \frac{1}{|Q(a x)|}=\frac{-2}{|Q(a)|}+\sum_{y \in D\langle 1,-a\rangle} \frac{1}{|Q(y)|} .
$$

Set $e=|C(b)|, g=|G|$ and $c=|C(a)|=|P|$. We note that $H(Q(m))=\{1, m\}$ and $H(Q(b m))=\{1, m\} C(b)$ for $m \in C(a)$. Further, $C(a) C(b) \subset D\langle 1,-a\rangle$, by (2.1) and the remark after (2.5). We split the left-hand sum into sums over $C^{\cdot}(a) \backslash\{a\}, C^{\cdot}(b), a C^{\cdot}(b)$, $\left(C^{\cdot}(a) \backslash\{a\}\right) C^{\cdot}(b)$ and $G \backslash C(a) C(b)$. We obtain:

$$
\text { LHS }=\frac{c-2}{2}+\frac{e-1}{4}+\frac{e-1}{4}+\frac{(c-2)(e-1)}{4}+\frac{g-c e}{4 c} .
$$

We split the right-hand sum into sums over $\{1\}, C^{*}(a), C^{\cdot}(b)$, $C^{\cdot}(a) C^{\cdot}(b)$ and $D\langle 1,-a\rangle \backslash C(a) C(b)$. We obtain:

$$
\text { RHS }=-1+1+\frac{c-1}{2}+\frac{e-1}{2}+\frac{(c-1)(e-1)}{4}+\frac{(g / 2)-c e}{2 c} .
$$

Equating the two sides gives:

$$
\begin{aligned}
\frac{c-2}{2}+\frac{e-1}{4}-\frac{3}{4} & =\frac{c-2}{2}+\frac{e-1}{4}-\frac{e}{2} \\
-5 / 4 & =-3 / 2
\end{aligned}
$$

a contradiction.
Step 3. There is a cap $t$ for $a$ with $t \notin D\langle 1,-a\rangle$.
Set $F=H(P)$. We will show $F \not \subset D\langle 1,-a\rangle$, since then if $t \in$ $F \backslash D\langle 1,-a\rangle$ we must have $Q(t)=P$ lest $t \in C(a) \subset D\langle 1,-a\rangle$. Let $f=|F|$ and $i=|F \cap D\langle 1,-a\rangle|$. We use the same formula as Step 2. On the left-hand side we need only replace the sum over $G \backslash C(a) C(b)$
by sums over $F \backslash C(a)$ and $G \backslash(C(a) C(b) \cup F)$. We obtain:

$$
\begin{aligned}
\text { LHS }= & \frac{c-2}{2}+\frac{e-1}{4}+\frac{e-1}{4}+\frac{(c-2)(e-1)}{4} \\
& +\frac{f-c}{2 c}+\frac{g-c e-f+c}{4 c} .
\end{aligned}
$$

On the right-hand side we need only replace the sum over $D\langle 1,-a\rangle \backslash C(a) C(b)$ by sums over $(F \cap D\langle 1,-a\rangle) \backslash C(a)$ and $D\langle 1,-a\rangle \backslash(C(a) C(b) \cup F)$. We obtain:

$$
\text { RHS }=\frac{c-1}{2}+\frac{e-1}{2}+\frac{(c-1)(e-1)}{4}+\frac{i-c}{c}+\frac{(g / 2)-c e-i+c}{2 c} .
$$

Equating the two sides gives:

$$
\begin{aligned}
-1+\frac{e-1}{4}+\frac{f-c}{2 c}+\frac{c-c e-f}{4 c} & =\frac{-1}{2}+\frac{e-1}{2}+\frac{i-c}{c}+\frac{c-c e-i}{2 c}, \\
f / 4 c & =i / 2 c, \\
f & =2 i .
\end{aligned}
$$

Thus $F \not \subset D\langle 1,-a\rangle$ as desired
Step 4. Finish.
Let $t$ be the cap of Step 3. Set $H=\{1, t\} C(a)$ and $K=D\langle 1,-a\rangle \cap$ $D\langle 1,-t\rangle$. Then $G=H \perp K$ by (2.13). Arguing as in Step 1, we see that if $k \in K$ then $Q(k)=Q(b), P$ or $B$. Hence (in the notation of [8]) $\left|Y_{K}\right| \leq 3$ and the Witt ring $R_{2}$ generated by $K$ is of elementary type [8, 3.7]. Indeed, $R_{2}$ is of local type since otherwise $R_{2}$ is a product of two local factors and $|P|=2$, which is impossible $\left(|P|=|C(a)| \geq 4\right.$ since $a$ has type 2). Thus $R=R_{1} \times R_{2}$ by [3, 3.4], $R_{2}$ is of local type and $R_{1}$, generated by $H$, is an $S$-ring by (2.10).

Both (2.7) and (2.13) require a condition of the form $Q(x) \not \subset Q(K)$, where $i(x)=2$, to deduce that $x$ arises from a fiber product. We consider the case of extreme failure of this condition, namely $Q(x) \subset$ $Q(y)$ for all $y \in G$. When $i(x)=2$ we will show that $Q(x) \subset Q(y)$ for all $y$, implies $R$ is of local type.

Lemma 3.2. Suppose $Q(w) \subset Q(g)$ for all $g \in G^{\text {. }}$. Let $H=$ $H(Q(w))$. In the quotient $R / w$ set $\bar{z}=z H$ and $Q(\bar{z})=Q(z) / Q(w)$. Then:

$$
\begin{equation*}
\sum_{\bar{z} \in D\langle 1,-a\rangle} \frac{(h / q)-\varepsilon(\bar{z})|D\langle 1,-a\rangle \cap H|}{|Q(\bar{z})|}=-\left(1-\frac{1}{q}\right) \frac{2}{|Q(\bar{a})|} \tag{1}
\end{equation*}
$$

where $A \in G \backslash H, h=|H|, q=|Q(w)|$ and:

$$
\varepsilon(\bar{z})= \begin{cases}0, & \text { if } z H \cap D\langle 1,-a\rangle=\varnothing \\ 1, & \text { if } z H \cap D\langle 1,-a\rangle \neq \varnothing .\end{cases}
$$

Proof. $R / w$ is well defined by [8, 2.4]. We start with the counting formula of [7] for both $(R, G)$ and $(R / w, \bar{G})$ :
(2) $\sum_{x \neq 1, a} \frac{1}{|Q(x) \cap Q(a)|} \cdot \frac{1}{|Q(a x)|}=\frac{-2}{|Q(a)|}+\sum_{y \in D(1,-a\rangle} \frac{1}{|Q(y)|}$,

$$
\begin{equation*}
\sum_{\bar{x} \neq \overline{1}, \bar{a}} \frac{1}{|Q(\bar{x}) \cap Q(\bar{a})|} \cdot \frac{1}{|Q(\overline{a x})|}=\frac{-2}{|Q(\bar{a})|}+\sum_{\bar{y} \in D\langle 1,-\bar{a}\rangle} \frac{1}{|Q(\bar{y})|} \tag{3}
\end{equation*}
$$

Note that for all $g \in G^{*}$ and $h \in H$, we have $Q(g)=Q(g h)$. Namely, $Q(g h) \subset Q(g) Q(h)=Q(g) Q(w)=Q(g)$ and similarly $Q(g) \subset Q(g h)$. Then:

$$
\begin{aligned}
\operatorname{LHS}(2)= & \sum_{x \in H} \frac{1}{|Q(x) \cap Q(a)|} \cdot \frac{1}{|Q(a x)|} \\
& +\sum_{x \in a H} \frac{1}{|Q(x) \cap Q(a)|} \cdot \frac{1}{|Q(a x)|} \\
& +\sum_{\bar{z} \neq \overline{1}, \bar{a}} \sum_{x \in z H} \frac{1}{|Q(x) \cap Q(a)|} \cdot \frac{1}{|Q(a x)|} \\
= & \frac{h-1}{q|Q(a)|}+\frac{h-1}{q|Q(a)|}+\sum_{\bar{z} \neq \overline{1}, \bar{a}} \frac{1}{|Q(x) \cap Q(a)|} \cdot \frac{1}{|Q(a z)|} .
\end{aligned}
$$

Now $|Q(g)|=|Q(\bar{g})| q$ and $|Q(x) \cap Q(a)|=|Q(\bar{x}) \cap Q(\bar{a})| q$. Thus:

$$
\begin{aligned}
\operatorname{LHS}(2)= & \frac{2(h-1)}{q^{2}|Q(\bar{a})|}+\sum_{\bar{z} \neq \overline{1}, \bar{a}} \frac{h}{q^{2}|Q(\bar{z}) \cap Q(\bar{a})||Q(\overline{a \bar{z}})|} \\
= & \frac{h}{q^{2}}\left[\frac{2}{|Q(\bar{a})|}+\sum_{\bar{z} \neq \overline{1}, \bar{a}} \frac{1}{|Q(\bar{z}) \cap Q(\bar{a})||Q(\overline{a \bar{z}})|}\right] \\
& -\frac{2}{q^{2}|Q(\bar{a})|} .
\end{aligned}
$$

Equation (3) then implies:

$$
\operatorname{LHS}(2)=\frac{h}{q^{2}}\left(\sum_{\bar{z} \in D\langle 1,-\bar{a}\rangle} \frac{1}{|Q(\bar{z})|}\right)-\frac{2}{q^{2}|Q(\bar{a})|}
$$

We turn now to the right-hand side of (2):

$$
\begin{aligned}
\operatorname{RHS}(2) & =\frac{-2}{|Q(a)|}+\sum_{\bar{z} \in \bar{G}} \sum_{y \in D\langle 1,-a\rangle \cap z H} \frac{1}{|Q(y)|} \\
& =\frac{-2}{|Q(a)|}+\sum_{\bar{z} \in \bar{G}} \frac{|D\langle 1,-a\rangle \cap z H|}{|Q(z)|} .
\end{aligned}
$$

If $\varepsilon(\bar{z})=1$ then $D\langle 1,-a\rangle \cap z H=x(D\langle 1,-a\rangle \cap H)$ for some $x \in z H$. Thus $|D\langle 1,-a\rangle \cap z H|=\varepsilon(\bar{z})|D\langle 1,-a\rangle \cap H|$. Further, since $D\langle 1,-\bar{a}\rangle=D\langle 1,-a\rangle D\langle 1,-a w\rangle / H$, if $\bar{z} \notin D\langle 1,-\bar{a}\rangle$ then $D\langle 1,-a\rangle \cap z H=\varnothing$. We obtain:

$$
\begin{aligned}
\operatorname{RHS}(2) & =\frac{-2}{|Q(a)|}+\sum_{\bar{z} \in D\langle 1,-\bar{a}\rangle} \frac{\varepsilon(\bar{z})|D\langle 1,-a\rangle \cap H|}{|Q(z)|} \\
& =\frac{-2}{q|Q(\bar{a})|}+\sum_{\bar{z} \in D\langle 1,-\bar{a}\rangle} \frac{\varepsilon(\bar{z})|D\langle 1,-a\rangle \cap H|}{q|Q(\bar{z})|}
\end{aligned}
$$

Equating the two expressions for LHS(2) and RHS(2) (and multiplying by $q$ ) gives:

$$
\begin{aligned}
& \frac{h}{q}\left(\sum_{\bar{z} \in D\langle 1,-\bar{a}\rangle} \frac{1}{|Q(\bar{z})|}\right)-\frac{2}{q|Q(\bar{a})|} \\
& \quad=\left(\sum_{\bar{z} \in D\langle 1,-\bar{a}\rangle} \frac{\varepsilon(\bar{z})|D\langle 1,-a\rangle \cap H|}{|Q(\bar{z})|}\right)-\frac{2}{|Q(\bar{a})|} .
\end{aligned}
$$

This is easily seen to be equivalent to (1).
Theorem 3.3. Suppose $Q(w) \subset Q(g)$ for all $g \in G^{*}$. Set $H=$ $H(Q(w))$. If $|Q(w)| \leq|H|$ then $R$ is of local type.

Proof. Let $q=|Q(w)|, h=|H|, \bar{z}=z H$ and $Q(\bar{z})=Q(z) / Q(w)$. We assume, if possible, that $g \neq H$. Set $g=|G|$. If there exists an $a \in G \backslash H$ such that $|D\langle 1,-a\rangle \cap H| \leq h / q$ then $\operatorname{LHS}(1) \geq 0$ while $\operatorname{RHS}(1)<0$, a contradiction. Hence for all $a \in G \backslash H$ we have $|D\langle 1,-a\rangle \cap H| \geq 2 h / q$.
We now count, in two ways, the number $N$ of pairs $(a, x)$ where $a \in G \backslash H, x \in H^{\cdot}$ and $a \in D\langle 1,-x\rangle$. If we fix $x$, the number of pairs with this $x$ is

$$
\begin{aligned}
|D\langle 1,-x\rangle \cap(G \backslash H)| & =|D\langle 1, x\rangle|=|D\langle 1,-x\rangle \cap H| \\
& =(g / q)-|D\langle 1,-x\rangle \cap H| .
\end{aligned}
$$

Thus

$$
N=\frac{(h-1) g}{q}-\sum_{x \in H^{+}}|D\langle 1,-x\rangle \cap H|
$$

Denote this last sum by $\beta$.
Next, if we fix $a \in G \backslash H$ the number of pairs with this $a$ is

$$
\left|D\langle 1,-a\rangle \cap H^{\cdot}\right|=|D\langle 1,-a\rangle \cap H|-1 .
$$

So:

$$
N=\sum_{a \in G \backslash H}(|D\langle 1,-a\rangle \cap H|-1) \geq \frac{(g-h) 2 h}{q}-(g-h) .
$$

Comparing the two expressions for $N$ yields:

$$
\begin{gathered}
\frac{(g-h) 2 h}{q}-(g-h) \leq \frac{(h-1) g}{q}-\beta, \\
(g-h) 2 h-(g-h) q \leq(h-1) g-\beta q .
\end{gathered}
$$

Now $\beta=\sum_{x \in H^{\prime}} \cdot|D\langle 1,-x\rangle \cap H| \geq(h-1)$. Thus:

$$
\begin{aligned}
(g-h) 2 h-(g-h) q+(h-1) q & \leq(h-1) g, \\
g h-g q+g & \leq 2 h^{2}-2 h q+q, \\
g(h-q+1) & \leq 2 h(h-q)+q .
\end{aligned}
$$

Note that $h-q+1 \geq 1$ since $h \geq q$. Thus:

$$
g \leq \frac{2 h(h-q)+q}{(h-q)+1}<2 h,
$$

since $q<2 h$. Thus $g=h$ and so $G=H$. Then $Q(g)=Q(w)$ for all $g \in G^{\circ} . R$ is then of local type [7, Th. 5].

The condition $q=|Q(w)| \leq|H|=h$ in (3.3) can be viewed as follows: In the quotient $R / w$, let $\bar{a}=a H$. Then $|D\langle 1,-\bar{a}\rangle|=$ $|D\langle 1,-a\rangle| q / h$. Thus if $q \leq h$, no value group increases in size upon passing to the quotient.

Corollary 3.4. Suppose $i_{G} D(1,-w\rangle=2$ and $Q(w) \subset Q(g)$ for all $g \in G^{\text {. }}$ Then $R$ is of local type.

Proof. Clearly $|Q(w)|=2 \leq|H(Q(w))|$, so apply (3.3).

Corollary 3.5. Suppose $Q(w) \subset Q(g)$ for all $g \in G^{*}$. Suppose further that the counting coefficients of the Hasse diagram for $Y_{R}$ (cf. [7, p. 49]) are positive. Then $R$ is of local type.

Proof. Here we get $|Q(w)|=2$ by [7, Th. 13], so apply (3.4).
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