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APPROXIMATELY INNER AUTOMORPHISMS ON
INCLUSIONS OF TYPE IΠλ-FACTORS

CARL WINSL0W

For arbitrary inclusions of factors with finite index, we
define a "fundamental homomorphism" which is a gener-
alization of both the Connes-Takesaki fundamental homo-
morphism for properly infinite (single) factors and Loi's
construction for inclusions of type Hi-factors.

It is shown that for nice inclusions of type IΠλ-factors
(0 < λ < 1), the kernel of the fundamental homomor-
phism coincides with the set of approximately inner au-
tomorphisms on the inclusion. To prove this, we first
give a characterization of approximate innerness on type
IΠλ-inclusions in terms of Loi's and Connes-Takesaki's in-
variants.

1. Introduct ion. The importance of studying automorphisms
on von Neumann algebras was highlighted through Connes' classi-
fication theory for type III-factors. Recently it has been suggested
to generalize Connes' automorphism approach to subfactor theory
(see e.g. [Kal],[L2]).

In Connes' theory, an important class of automorphisms on a
von Neumann algebra M is Int(M), the closure — in ^-topology,
as usual — of Int(M) in Aut(M); members of this set are called
approximately inner. Assume M is a hyperfinite factor. If M is
of type I or II 1 ? then ϊϊrt(M) = Aut(M), but if M is of type Π ^
or III, one has Int(M) = Ker(mod), where mod is the fundamen-
tal homomorphism of Connes and Takesaki (see [CT, IV. 1]). For
type Ill-factors, this was announced by Connes in 1975, and the
first published proof was given recently in [KST]. The result had
prominent applications long before a proof appeared, cf. [KST, §0].
As another recent development along these lines, we mention [HS],
which will be crucial here.
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In the case of an inclusion M D N of factors, one consider the
groups

Aut(M, N) = {a e Aut(M) | a{N) = N}

Int(M,ΛΓ) = {Ad(u) e Aut(M) | u e U(N)}

and here, the closure Int(M, N) of Int(M, N) contains what is called
the approximately inner automorphisms of M D N. A characteri-
zation of these in the case where M D N is a finite index inclusion
of type Πi-factors with the generating property was given for the
irreducible case by Loi [L2] and generalized by Kawahigashi [Kal],
cf. also [L3, §2] and §2 here.

In this paper, we treat primarily the situation where M and N are
of type IΠλ for some λ e]0,1[. Our first result is essentially a com-
bination of Connes' and Takesaki's approach to the single type Ill-
factor case and Loi's method for the type Πi-inclusion case. Then we
define a "fundamental homomorphism" for factor inclusions, which
generalizes the constructions of both Connes-Takesaki and Loi, and
use it to give another characterization of approximate innerness in
the IΠλ-case.

I am grateful to the University of California at Berkeley for the
hospitality extended to me during the spring of 1992 when this
work was done. I am also very grateful to Y. Kawahigashi for many
helpful suggestions on the subject. Finally, I thank P. H. Loi for
sending me a copy of [LI].

2. Preliminaries on semifinite inclusions. Let P I) Q be an
inclusion of type Iloo-factors with separable preduals and a common
normal semifinite faithful trace r. Fix a finite projection e e Q.
Then with A = ePe,B = eQe, we call A D B the associated IIχ-
inclusion of P D Q. Taking a system (ey)£J = 1 of matrix-units in Q
with en = e, we get a type Ioo-subfactor F = span(e^) of Q such
that P D Q is isomorphic to A ® F D B ® F.

L E M M A 2 .1 . If a e Aut(P, Q) satisfies τoa = r, then there

exists a unitary u G U(Q) such that with β = Ad(u) o a, we have
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β — β\λ ® 1 and β\Q — β\β ® 1 wtίΛ respect to the above splitting of
PDQ.

Proof. Apply [C2, 3.11] to Q. D

P D Q is called strongly stable if (P <g> i? D Q ® R) = (P D Q)
where i? is the hyperfinite IIχ-factor. Note that, by [B], P D Q is
strongly stable if A D B has the generating property as defined in
[PI, 4.1].

Now let ω be a free ultrafilter on N and recall from [Cl] the stan-
dard notations for asymptotic centralizers and their automorphisms.
As in [L2], Cω(P,Q) will denote the set of α -centralizing sequences
for P with elements belonging to Q. We have the following analogue
of [L2, 4.4] and [Kal, 3.1].

LEMMA 2.2. Assume P D Q is strongly stable and of finite index.
Let θ e Aut(P, Q) satisfy τoθ — λr for some λ Φ 1. Then θω\cω(p,Q)
is aperiodic.

Proof. Since every power of θ satisfy the assumptions for 0, it
suffices to find a sequence (xn) G £°°(N, Q) which is centralizing in
P and satisfies θ(xn) —xn /-» 0 (σs*, n —>• ω). By [L2, 4.5] we may
assume that

(P D Q, θ) = (A ® βo,i 2 B ® #o,i, 0o ® ^λ)

where θ0 e Aut(A, B), i?0,i is the hyperfinite Πoo-factor and #λ is
the (up to conjugacy unique) automorphism of i?o,i with mod(#λ) =
λ"1. Since θλ <£ Int(jR0,i) = Ct(i?0,i) - cf. [Cl, lemma 5] - we have
a sequence (yn) G (i2o,i)ω such that

θχ(yn) -Vni^O (σs\ n -> ω).

Thus putting xn = 1 8) yn G Q (n G N) produces the desired se-
quence. D

LEMMA 2.3. If P,Q,Θ are as in (2.2), then θω\Cω(p9Q) is stable,
i.e. for any u G U{Cω{P, Q)) there exist v G U(Cω(P, Q)) such that
θω{v) = uv.

Proof. This follows from (2.2) and [L2, 4.2 2)]. D
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We close this section with a brief review of Loi's characterization
of approximately inner automorphisms on Πi-inclusions, including
the improvements made by Kawahigashi, and with some notational
modifications and trivial extensions. Let now A D B be any inclu-
sion of Ili-factors with finite index, and let B C A C A\ C A2 C
be the tower for A D B, with Jones projections ek 6 Ak. Assume
the action of A to be standard with respect to its tracial state, and
let JA be a modular conjugation. We then get a tunnel (Bk)k>o
for A D B by defining Bk = JAA'^JA, with Jones projections
e_£ = JA^+2JA £ Bk-ι, k > 0. By an inner perturbation argu-
ment, we obtain a homomorphism Φ : Aut(A, B) —» Q, where Q
is the topological group of sequences (<*(*) )j£_0 of automorphisms
a^k) e Aut(Bk Π A) such that

• α<*> G A u t ( 5 j Π A, BJ ΓΊ 5 ) , j - 0,1,. . . , A;

J ) = e- j, J = 0,1,..., A; - 1
The multiplication and topology on Q are defined "pointwise". From
[L2] and [Kal], we then have:

THEOREM 2.4. With the above notation, Φ is continuous. If
AD B has the generating property, then Ker(Φ) = Int(A, JB).

Φ can also be defined using the tower: each a e Aut(A,B) ex-
tends in a unique manner to α& G Aut(Ak) satisfying ak(ej) =
e, , j = l,...,/c, cf. [Kal, 1.5], [L2, 3.1]. If Φ(α) = ( α W ) £ 0 , we
then have

) = JAak+ι{JAxJA)JA, xeB'kΓ)A, k>0.

Therefore, (2.4) implies

COROLLARY 2.5. When A D B has the generating property

andoί e Aut(A, B) satisfies ak\AknBf = l,fc G N, then a e Int(A, B).

For a Πoo-inclusion P D Q oΐ finite index, we can still construct
the continuous homomorphism Φ : Aut(P, Q) —ϊ Q as above (see
[L3, §2] and [Kal, 3.6]) and we still get Ett(P,Q) C Ker(Φ). The
opposite inclusion follows in the Πi-case by the generating property,
which is impossible in the Πoo-case; instead, we note the following
version of (2.4):
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COROLLARY 2.6. // P D Q, A D B and F are as in the

beginning of this section and A D B has finite index and the gen-
erating property, then Φ : Aut(P, Q) -* Q as defined above satisfies

A proper characterization of approximate innerness in the type
Iloo-case is obtained in §4.

3. The discrete decomposition method. Fix λ e]0,1[ and
let M 5 N be an inclusion of type IΠ^-factors with separable pred-
uals. We assume M D N to be of finite index (cf. [Ko]) and denote
by E the minimal conditional expectation of M onto N (cf. [H]).

Let φ be a λ-trace on N. We then assume that φ = φ o E is a
λ-trace on M this is the case e.g. when M Π N1 is a factor. As
shown in [LI, §2.6], our assumption means that M and iV have
a common discrete decomposition; to fix notation, we repeat the
details here. With P = Mψ, Q = Nφ, we get an inclusion P D Q of
Iloo-factors with common trace φ. As in §2, we obtain the associated
Πi-inclusion AD B and a type loo-factor F such that

It is also clear that if u e U(N) satisfies φ o Ad(ι/) = λ^ then
φ o kά(u) = Xφ. Hence if we define θ = Aά(u) G Aut(P, Q), we
have

which means that M and iV have a common discrete decomposition.
We finally assume that M D N is strongly amenable in the sense

of Popa [P2]. One way to express this condition is to say that
A D B has the generating property. This is the case for instance
when M D N has finite depth, cf. [L2, 3.2], [PI, 4.9], [O]. Note
also that the strong amenability assumption implies hyperfiniteness
of all the factors introduced above.

THEOREM 3.1. Let notations be as above. For a £ Aut(M,iV),
the following statements are equivalent:

(i) aefrά(M,N)
(ii) There is a unitary UQ £ U(N) such that with β = Ad(uo) o a,

we have φ o β\N = φ and P\A £ Int(A, B).
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{iii) There is a unitary u0 G U(N) such that with β = Ad(u0)oa,
we have mod (P\N) = 1>/?U e Aut(A, B) and Φ(/?|A) = 1, where
Φ : Aut(A,i?) -> Q is as described in §2.

The equivalence of (i) and (ii), applied to the single factor case
M = N, yields the following result (also noted in [HS, 13.6(iv)]):

COROLLARY 3.2. With notations as above, a G Aut(iV) is
approximately inner if and only if there is a unitary no G M(N)
such that φ o Ad(u0) o a = φ.

NOTE.The existence of such a unitary for any λ-trace is, of course,
equivalent to its existence for some specific λ-trace.Using this and
the characterizations of approximate innerness mentioned in §§1-2,
the equivalence of (ii) and (iii) follows immediately. Thus we only
need to prove (i) <£> (ii).

Proof that (i) => (ii). Let a G ϊϊϊt(M, N). Since a\N G ϊήt(iV),
we have φ o a~x\N = λnφ ° Ad(w) for some n G N and some w G
U(N), according to [CT, IV.1:3;9]. So with u0 = unw one has
φ o Ad(u0) = φ o oΓ 1 !^, i.e. with the notations of [CT, IV.1.7]
we have φ o a~ι\N G Wφ. Also from [CT, IV.1.7] we get a Borel
map u : Wφ —» U(N) satisfying φ o Ad(u(χ)) = χ, χ G Wφ. Thus
φ o Ad(u(φo G Γ 1 ! ^ ) ) = φo a~λ\N. Let

/ι(α) = Ad(u(φ o α" 1 !^)) o α,

then 0 o /ι(of)|^ = φ and

-0 o h(a) = φo E o /ι(α) = 0 o h(a) o E — φo E = ψ,

so h(a)\p G Aut(P,Q). Putting the pieces together, essentially as
in [CT, IV.1.9], we have defined a Borel map h : Et(M,iV) ->
Int(M, ΛΓ) satisfying 0 o /ι(α)|iv = ^ for all a, and we can define
a Borel map Φ : Int(M,iV) -* Aut(P,Q) by Φ(α) = Λ(α)|p,α G
ΪHt(M,AΓ).

Note that if υ G W(iV), a = Ad(υ), and υ0 = ix(0oAd(υ*)|Λr), then
Λ,(Q/) = Ad(ϊ o'y) and 0 o /ι(α)|^ = φ implies VQV G Q; this means
that we have Φ(Int(M, JV)) C Int(P,Q).

Also note that if Π denotes the canonical projection of Aut(P, Q)
onto Out(P, Q) = Aut(P, Q)/ Int(P, Q), then Φ ; = ΠΦ defines a ho-
momorphism. Indeed, if OL\,OL<2, G Int(M, iV), v» = u(0 o α " 1 ^ ) , i =
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1,2 and v12 = u(φo a^oϊϊ1^), then

h(aι)h(a2) =

and

φo Ad(vιaι(v2)) o o>ιa2\N = φ = φo

which imply ^1^1(^2)^12 G Q This shows Φ(αχα2) = Φ(αi)Φ(α 2)
modulo Int(P,Q).

On the other hand, from §2, we have the continuous homomor-
phism Φ : Aut(P,Q) -> Q. Since Φ(Int(P,Q)) = 1, we get a ho-
momorphism Φ' : Out(P,Q) -» Q determined by Φ'Π = Φ. As
φ φ = φ'ΠΦ = Φ'Φ', we infer that ΦΦ is a Borel homomorphism
between Polish groups, and therefore is continuous. It follows that

By construction, Φ(α) preserves the trace o n P D Q , so (2.1) gives
a unitary vQ e U(Q) such that β = Ad(v0) o Φ(α) has /?|P = ^ | Λ ® 1
and β\Q = ^ | B ® 1. Since Φ(α) G Ker(Φ) we get β\A e Έt(A, B) by
(2.6). Also φ o β\N — φ since Ί>0 G Q, and β is the perturbation of
a by a unitary from N.

Proof that (ii) => (i). Let α G Aut(M,iV) and let u0 G (iV) be
given such that with β = Ad(u0) o α, we have β\A G Int(A, 5 )
and 0 o /?|τv = Φ From the last property, [σf ,/?|w] = 0,ί G R, so
/?(Q) Q Q Also [/?, E1] = 0 since E is the minimal expectation, so
ψoβ = φoEoβ = ψ, whence β(P) C P. Using (2.1) it is now easy
to see that β\P G E t ( P , Q).

We have β(u)u* G Q since [σf, /?|*] = 0, ί G R, so by [CT, IΠ.5.3]
there exists a unitary υ G U(Q) with the property v*θ(v) = β{u)u*,
i.e. vβ(u)v* = θ(v)uv* = uυu*uv* = u. Let 7 = Ad(v) o /?, then
still 7 | P G Tnt(P,Q), but 7(n) = ix so that [7|p,^] = 0. Choose
a sequence (un) C ί/(Q) and a free ultrafilter ω on N such that

ω kά(un) = 7|p in Aut(P). Then

= ||χ o θ o Adp(^n) - x o 0 o 7 | p | | —> 0

for all x G P*, i.e. limn_^ω Ad(0(un)) = 7 | P , and therefore
C U(Q) is an ω-centralizing sequence in P. (2.3) now
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provides a sequence (υn) C U(Q) which is centralizing in P and
satisfies

θ{unvn) - unvn -^V 0.

Resuming, if we put wn = unvn, n G N, then (wn) C U{Q), θ(wn) —

Wn - ^ 0 and Ad(wn) —> 7 | P in Aut(P). At this point, we can re-
peat the end of the proof of the type IΠ0-case in [KST, Theorem l(i)]
to conclude that Ad(wn) -» 7 in Aut(M). Thus 7 G ϊϊϊt(M, Q) and
in particular α G Int(M, JV). D

The equivalence of (i) and (iii) in (3.1) means that the topoligical
property of approximate innerness is described by the algebraic in-
variants Φ and mod , defined in terms of the Hi -inclusion and the
single type Ill-factor. One may wonder if it is possible to define a
similar invariant "directly" on the type Ill-inclusion. We shall see
in the next section that this can indeed be done, but the following
application of (3.1) shows that simply repeating Loi's construction
does not suffice:

EXAMPLE 3.3. Let A D B be an irreducible inclusion of hyper-
finite Ili-factors which has D2n as principal graph for some n > 2.
(The existence of such an object was claimed in [O] and proved in
[Ka2].) Since A D B has finite depth and hence the generating
property, we can define σ G Aut(A, B) by its action on the derived
tower as follows: σ interchanges the last two vertices of the prin-
cipal graph and leaves the other vertices fixed (cf. the last part of
[KL]). Fix λ G]0,1[ and let θχ G Aut(i?0,i) be the automorphism
of the hyperfinite Πoo-factor J?o,i which scales the traces of i?o,i by
λ. Let P = A ® i?0,i> Q = B® R0Λ and θ = σ ® θχ G Aut(P, Q).
Then we have a type ΠIλ-inclusion M D N given by M = P xig Z
and N = Q x# Z, the principal graph of which is A^n^^. (This last
— and important — fact was first noted in [L2, 6.5]; details can be
found in [KL].) In particular, any automorphism acts trivially on
the derived tower oϊ M D N.

As a specific example, let a = σ <g) 1 G Aut(P, Q); then [α, θ] = 0
whence a can be extended in the obvious way to ά G Aut(M, JV),
cf. [HS, 13.2]. Thus the action of a on the derived tower {defined in
analogy with Loi's construction) is trivial, but ά is not approximately
inner. For suppose it is. Choose a λ-trace φonN such that Q = Nψ.
Then by our supposition and (3.1), there exists a unitary UQ G U(N)
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such that φ o Ad(^o) ° OC\N — Φ> Ad(u0) G Aut(^4) and Φ(Ad(u0) o
ά\A) = l Identifying Q with its image in JV, we have JV = (Qu{u})"
where u is the canonical generating unitary in the discrete crossed
product. Since

a o σf(u) = Xuu = σf o ά(u), t G R

α o σf (x) = α(x) = σf o ά(z) , a: G Q, ί E R

we have [ά\N, σf ] = 0 and hence σfoό|iV = σf, t G R. It follows that

ά|iv : Dφ)t = μ i f l, ί G R , for some μ > 0. But as ά 2 = 1,
an application of the chain rule for Connes' cocycle derivatives now
gives μ = 1 whence φo Ad(u0) — φo ά\N = 0. Thus u0 e Nψ = Q.
Since the tower for P D Q can be obtained from the tower of τ4 D B
by simple tensoring, it is therefore clear that

Φ(ά\P) = Φ(Ad(w0) ° ά|p) — 1,

with Φ here defined on Aut(P,Q) as explained in §2. But ά\p =
a = σ ® 1 and we then obtain the contradiction that Φ(σ) = 1.
Therefore a £ E t (M, JV).

4. The continuous crossed product method. Let M D N
be an inclusion of σ-finite factors with finite index and minimal
expectation E : M —> N. Let φ be a normal semifinite faithful
weight on N and put ψ — φ o E. Also define

JV = N x\σΦ R, Jίf = M xισv R

Then M D N is an inclusion of semifinite von Neumann algebras.
Let λ : R -* JV C M be the canonical unitary representation, and
denote by π the usual injection of M in il^. As in [HS, 12.1] we
have for each a G Aut(M,JV) an automorphism a G Aut(M,JV)
given by

ά(π(x)) = 7r(α(x)), x £ M

ά(X(t)) = τ r ( ( ^ o α " 1 : D<ψ)t)\{t), t G R.

Using Connes' unitary cocycle theorem, it is routine to check that
the pair (M D JV, ά) depends only on (M D JV,α), i.e. it does not
(up to isomorphism) depend on the choice of φ.
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We shall need the following fact, which is a (partial) generalization
of [HS, 12.2 (v)], though the proof given here is entirely different.

PROPOSITION 4.1. If M and N are properly infinite with sep-
arable preduals, then the map a H-» O\MC\N' ^S a continuous homo-
morphism.

Proof. The homomorphism property is immediate from [HS, 12.1].
To prove continuity, choose φ to be a dominant weight on TV; then
φ is dominant on M (see [CT, II. 1.2]), and we obtain a "common
continuous decomposition" of M and iV, i.e. a continuous action θ
of R on Mφ D Nφ such that

(M D N, σ^) S (Mφ κ θ R D Nφ x θ R, θ)

where θ denotes the action dual to θ - and a trace r on Mψ D Nψ
satisfying TO ΘS = e~5r, s G R (see e.g. [CT, II.1.3],[L1, p.47]). Let
λ0 : R —>• Nφ xifl R C Mψ x θ R be the canonical unitary representa-
tion.

Now let Wφ and u : W^ -> W(JV) be as in [CT, IV.1.7]. Let
α G Aut(M, N). Then 0 o a~λ\N is also dominant on N and thus
0 o α - 1 ^ G W0 by [CT, Π.l.l]. Put α7 = Ad(w(0 o α ~ V ) ) ° «.
Since φ o α;|jv = </>, we can choose a unitary va G U(Nφ) like in
[CT, p.569], so that with a" = Ad(υQ) o α ;, we have

It now follows from the arguments of [HS, §13], with obvious ad-
justments, that we have an isomorphism / : M D N' —> Mψ Π Nφ
such that

, CL G Aut(M,ΛΓ).

Observe that (α")~|χfrn#/ = ώ|^ n ^/ and that a"\Mi,nN'φ = ^IM^ΠN^

for all a G Aut(M,ΛΓ). Moreover from the proof of [CT, IV.1.9],
the map α ^ α' is a Borel map, and therefore so is a *-» OL\MΓ\N"

This together with the homomorphism property establish continu-
ity. D
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Now let N = M-i C M = Mo C Mi C M2 C be the
tower for (M D -/V,J5) with Jones projections ek G Mfc,A: G N
(cf. [Ko]). As in §2, each a € Aut(M,iV) has unique extensions
ak to Mk with ak(ek) = e* and C^IM*.! = α*-i Define ψ0 = Ψ

and (recursively) ^ = Φk-i ° Ek, k G N, where JE1^ Λffc ~^

Mfc_i are the expectations arising from the tower construction (see

[Ko, §5]). Put Mk — Mk xσVifc R, A; G N, and extend each ak

to a*. G Aut(MA:,Mjfc_i) as above. Also, we let α 0 = ot for nota-

tional convenience. Then (&k\MknNf) belongs to the topological

group G defined as the set of sequences (β^kΛ __ of automorphisms

βW G Aut (MknN',Mk-ιnN') satisfying β ^ l ^ ^ = β^-χ\
with multiplication and topology defined "pointwise".

DEFINITION 4.2. The map T : Aut(M, N) -+G given by

T(«) = (άk\MknN>)?=o, * G Aut(M,ΛΓ)

is called the fundamental homomorphism of the inclusion M D N.

PROPOSITION 4.3.

(i) T is a homomorphism
(ii) If M = N is properly infinite with separable predual, then T

is the classical Connes-Takesaki fundamental homomorphism
(iii) // M and N are Hi -factors and E coincides with the trace

preserving conditional expectation {e.g. if M Π N' = C) ; then T is
LoVs homomorphism Φ as described in §#.

Proof (i) and (ii) are obvious consequences of [HS, 12.1; 13.1].
(iii) follows by choosing φ to be a trace; we then see that

MkΠNf ^(MknNf)®L°°(R), k>0

and that Ύ(a) corresponds to (ak\MknNf ® l)S£Lo u n d e r this isomor-
phism for all a G Aut(M, N). D

PROPOSITION 4.4. In each of the following cases, the funda-
mental homomorphism is continuous:

(i) M and N are properly infinite factors with separable preduals
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(ii) M and N are ϊlχ-factors, and E is trace preserving.

Proof. This follows in case (i) from (4.1) and in case (ii) from the
proof of (4.3)(Hi), since a »-» ak is continuous for all k. D

COROLLARY 4.5. If M and N are properly infinite factors with
separable preduals, then

Et(M,ΛΓ) CKer(T).

Proof. Let πk : Mk —>• Mk be the natural injections. If a =
Ad(ιx) G Int(M, ΛΓ) for some u G U(N), then by uniqueness ak =
Ad(u), k > 0, and therefore ά* = Ad(^(w)) G Int(Mjb,iV), k > 0.
Thus Int(M, iV) C Ker(T), and we apply (4.4)(i). D

It is natural to expect equality to hold in (4.5) for strongly amenable
inclusions of finite index. In fact, using (2.1), (2.5) and the analogue
to the argument of (4.3) (iii), this is easily seen to be true when M
and TV are Iloo-factors with a common trace preserved by E. We now
show that it is also true in the situation considered in the previous
section:

THEOREM 4.6. Let λ G]0, 1[. The set of approximately inner
automorphisms on a strongly amenable, finite index inclusion M D
N of type Πlχ-factors with a common discrete decomposition is equal
to the kernel of the fundamental homomorphism of the inclusion:

Et(M,Λ0=Ker(T) .

Proof. For this proof, we have the assumptions from the beginning
of §3, so in addition to the notation introduced in this section, we
also use the notation given in §3 prior to the statement of (3.1). In
particular, φ and φ are now assumed to be λ-traces.

By (4.5), we only have to prove that Ker(T) C ϊϊϊt(M,iV). So
assume a G Aut(M, N) has T(α) = 1. To show that a G ϊϊϊt(M, N)
we must by (3.1) and (3.2) show that for some υ G U(N), β =
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Ad(v) o a satisfies β\N G ϊϊϊt(JV) and β\A G Έϊt(A,B). Whatever v
may be, the first follows from [KST, Theorem l(i)] and [HS, 13.1]
since T(α) = 1 implies ά\z^ = 1. By (3.2) we may thus assume
that φ o a\w = φ, and it remains according to (2.5) to explain why,
for some perturbation β of a as above, we have β\A G Aut(i4, J3)
and (β\A)k\AknB> = 1, k G N.

The (nontrivial) fact that E o £Ί o o Ek is the minimal ex-
pectation for the inclusion Mk D N was established in [KL], so
φ o a\N = φ entails φk ° &k — Ψk for all k. If we let Pk denote
the centralizer (Mk)ψk for all A: > 0, then as noted in [L2, §3],
Q C P C Pi C P2 is the tower for P D Q, with Jones projec-
tions (βfc)fc>i - the same as for the tower of M D N. By [Ko, 5.1],
for each k we have (?tk(ek) — e*, ί G R and hence σ^fc = 1, where
t0 = - 2 π / log λ. Thus we have Mfc = Pky\θZ and P*; = Afc ® F for
all fc, where (Ak) denotes the tower for A D B.

Let P o = P x^ Z xiσv> R/ί0Z, where ί0 = -2ττ/logλ. Then P o

can be viewed as the crossed product M xiσ^ ΈL/toZ. We let π 0 be
the canonical injection of M in Po and λo be the canonical unitary
representation of R/ί 0Z in P o, so that M xσv ^/t0Z = (τro(M) U
λo(M/ίoZ))7/ For ease of notation, we extend λo to R in the obvious
way. By [HS, 5.6] we have an isomorphism / from M onto Po ®
L°°(0, logλ"1) which is given by

I(π(x)) = πo(x) ® 1, x e M

= λo(ί) ® m(e f t), ί G R

where m(eft)^(5) = e i ί5ξ(5) for ί G R, s G ^ l o g λ - ^ and ξG
L^Ojlogλ"1). As in the proof of (ii) =ϊ (i) of (3.1), we may as-
sume that a(u) = u by perturbing a by a unitary from Q. (Since
u G U(N), this perturbation also gives ak(u) = u, k > 1.) Thus
we can extend a\p to {a\P)~ G Aut(P xθ Z) as in [HS, 13.2], and
actually (QJ | P )~ = α under the identification of M with P x\θ Z be-
cause α(u) = w. Similarly, since [α, σ^] = 0, we have the extension
a = (θf|p)= of a to Po, given by

&(πo(x)) = πo(a(x)), x G M

δ(λo(*)) = λo(ί), ί G
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Since ^ o t t = i/),we have ά(λ(t)) = λ(ί),t G R, so

1 = πo(a(x)) ® 1, x G M

= λo(ί) ® m(eft), ί G R

and we now see that Ial~ι = α ® 1.
On the other hand, since [α|p,0] = 0, we have the version

[HS, 13.3] of the Takesaki duality theorem, i.e. an isomorphism
Jo : Po ~* P ® B(£2{Z)) such that J 0 H P ) = J o " 1 = α|p ® 1. Let

" 1) -> P ® B(ί2(Z)) ® L°°(0 logλ"1)J = Jo ® 1 : Po ® £°°(0, log A"1) -> P ® B(ί2(Z)) ® L°°(0, logλ"1)

then J/ is an isomorphism of M onto P®B(£2(Z))®L°°(0, logλ"1)
which satisfies

JIa(JI)~ι = (Jo ® l)(δ ® 1)(JO"1 ® 1) = α|p ® 1 ® 1

where we used the fact that ά = (α|p)=.
Now observe that all the arguments of the preceding two para-

graphs go through with (Mk,ak,ψk,Pk) and (N,a\N,φ,Q) in the
place of (M, a,ψ,P), so in particular we have, for each A;, an iso-
morphism

Ik : Mk Π iVr -> (PΛ n Q') ® C ® L°°(0, log λ"1)

which carry Oik\^knfj, into αjblp^Q'®!®!? where α^lp^ G Aut(Pk, Q)
by the adjustments of a made above. Thus θίk\Mkr\N' ~ 1 implies —
after the perturbation of a — that ak\pknQ> = 1 for each k. From
(2.1) we have a unitary it; G U(Q) such that β = Ad(iϋ) o a satisfies
β\p = ^ | Λ ® 1 and β\q = /3|β ® 1. Since e^ G Q1 it easy to see that
Ad(w)oak\pk = βk\pk {k > 0) — recall that the towers for P D Q and
M O> N have the same Jones projections — and so the isomorphism
Pk^Q' -> AkΓιB'<8)C carries βk\pknQf into {β\A)k\AknB'®l, whence
(βU)k\AknB' = 1 as required. D
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Note added in proof. After the completion and circulation
of this paper as a preprint, much progress has been made on the
subject matter. In [2], the author proves that the fundamental ho-
momorphism as defined above is a complete cocycle conjugacy in-
variant for centrally free actions of discrete amenable groups, thus
providing a further analogy between this invariant and the Connes-
Takesaki module. Our invariant is further studied in [1], [3] and [4],



400 CARL WINSL0W

and the fact — contained in §4 of the present paper — that the ap-
proximately inner automorphisms on a strongly amenable inclusion
of type Πoo a r e J u s t the kernel of the fundamental homomorphism
on that inclusion, turns out to be essential in the classification [5]
of strongly amenable subfactors of type IΠ0.
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