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We consider the tensor product representation of $m$ copies of the natural representation with $n$ copies of its dual representation for both the general linear group $G L(r, \mathbb{C})$ and the quantum group $U_{q}(g \ell(r, \mathbb{C}))$. These tensor spaces determine rational representations of $G L_{r}$ and $\mathcal{U}_{q}(g \ell(r, \mathbb{C}))$. The centralizer algebras of these representations are, respectively, the complex algebra $\mathcal{B}_{m, n}^{r}$, which is a subalgebra of the Brauer algebra $B_{m+n}^{r}$, and the algebra $H_{m, n}^{r}(q)$ over the field of complex rational functions with indeterminate $q$, which is a generalization of the Iwahori-Hecke algebra. Upon setting $q=1$, the algebra $H_{m, n}^{r}(q)$ specializes to $\mathcal{B}_{m, n}^{r}$. The algebra $\mathcal{B}_{m, n}^{r}$ contains as a subalgebra the group algebra $\mathbb{C}\left[S_{m} \times S_{n}\right]$ of the product of two symmetric groups, and the algebra $H_{m, n}^{r}(q)$ contains as a subalgebra the tensor product $H_{m}(q) \otimes H_{n}(q)$ of two Iwahori-Hecke algebras. In each centralizer, we find a distinguished basis and define an analog of conjugacy class. We then exploit Schur's double centralizer theory to derive a "Frobenius formula" which we use to compute their irreducible characters in terms of symmetric group characters and Iwahori-Hecke algebra characters. In the process, we obtain branching rules that give the decomposition of $\mathcal{B}_{m, n}^{r}$-modules into irreducible $\mathbb{C}\left[S_{m} \times S_{n}\right]$-modules and $H_{m, n}^{r}(q)$-modules into irreducible $H_{m}(q) \otimes H_{n}(q)$-modules.

## 0. Introduction.

A sequence of integers $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{t}\right) \in \mathbb{Z}^{t}$ is a partition if $\lambda_{1} \geq \lambda_{2} \geq$ $\cdots \geq \lambda_{t} \geq 0$. The length $\ell(\lambda)$ of $\lambda$ is the largest $i$ such that $\lambda_{i}>0$. If $\lambda_{1}+\lambda_{2}+\cdots+\lambda_{t}=f$, then $\lambda$ is a partition of $f$ which we denote by $\lambda \vdash f$. Let $\mathcal{S}_{f}$ denote the symmetric group on $f$ letters. The irreducible representations of $\mathcal{S}_{f}$ and its conjugacy classes are indexed by the partitions $\lambda$ of $f$. Frobenius [F] proved a remarkable formula

$$
\begin{equation*}
p_{\alpha}\left(x_{1}, \ldots, x_{r}\right)=\sum_{\substack{\lambda \downarrow f \\ \ell(\lambda) \leq r}} \chi_{\mathcal{S}_{f}}^{\lambda}(\alpha) s_{\lambda}\left(x_{1}, \ldots, x_{r}\right) \tag{0.1}
\end{equation*}
$$

relating the power symmetric function $p_{\alpha}$ labeled by $\alpha \vdash f$, the value of the irreducible $\mathcal{S}_{f}$-character $\chi_{\mathcal{S}_{f}}^{\lambda}(\alpha)$ on an element of the conjugacy class labeled by $\alpha$, and the Schur function $s_{\lambda}$. This result, referred to as the Frobenius formula, has been used to derive the Murnaghan-Nakayama rule-a completely combinatorial method of computing symmetric group characters (see [Sa]).

Schur [Sc1, Sc2] gave the Frobenius formula a representation-theoretic interpretation by showing that it is a consequence of the connection between $\mathcal{S}_{f}$ and polynomial representations of the general linear group $G L(r, \mathbb{C})$. If $V=\mathbb{C}^{r}$ is the natural representation of $G L(r, \mathbb{C})$, then $T^{f}=\otimes^{f} V$ is both a $G L(r, \mathbb{C})$-module and a module for $\mathcal{S}_{f}$, which acts on $T^{f}$ by place permutation. Schur proved that the group algebra $\mathbb{C}\left[\mathcal{S}_{f}\right]$ and the algebra generated by $G L(r, \mathbb{C})$ on $T^{f}$ are full centralizers of each other when $r \geq f$ and that the Frobenius formula represents the matrix trace of $\mathcal{S}_{f} \times G L(r, \mathbb{C})$ on $T^{f}$.

We extend these results to the mixed tensor representations of $G L(r, \mathbb{C})$. Let $V^{*}$ be the dual space to $V$. The mixed tensor space $T^{m, n}=\left(\otimes^{m} V\right) \otimes$ ( $\otimes^{n} V^{*}$ ) is a completely reducible $G L(r, \mathbb{C})$-module whose irreducible summands are rational $G L(r, \mathbb{C})$-modules. Irreducible rational $G L(r, \mathbb{C})$-modules are indexed by $r$-staircases which are sequences of integers

$$
\gamma=\left(\gamma_{1}, \gamma_{2}, \cdots, \gamma_{r}\right) \in \mathbb{Z}^{r} \quad \text { such that } \quad \gamma_{1} \geq \gamma_{2} \geq \cdots \geq \gamma_{r} .
$$

The positive integers $\gamma_{1}, \gamma_{2}, \ldots, \gamma_{i}$ and the negative integers $\gamma_{j}, \gamma_{j+1}, \ldots, \gamma_{r}$ of $\gamma$ determine partitions

$$
\gamma^{+}=\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{i}\right) \quad \text { and } \quad \gamma^{-}=\left(-\gamma_{r},-\gamma_{r-1}, \ldots,-\gamma_{j}\right) .
$$

We let $\Phi_{r}^{m, n}$ denote the set of $r$-staircases $\gamma$ which satisfy $\gamma^{+} \vdash(m-h(\gamma))$ and $\gamma^{-} \vdash(n-h(\gamma))$ for some integer $h(\gamma)$ with $0 \leq h(\gamma) \leq \min (m, n)$. Stembridge [Ste] proves that the irreducible $G L(r, \mathbb{C})$-summands of $T^{m, n}$ are indexed by the $r$-staircases in $\Phi_{r}^{m, n}$.

The centralizer algebra of the action of $G L(r, \mathbb{C})$ on $T^{m, n}$ has been described by [Koi] and [BCHLLS]. When $r \geq m+n,[\mathbf{B C H L L S}]$ proves that this centralizer is a semisimple subalgebra $\mathcal{B}_{m, n}^{r}$ of the Brauer algebra $\mathcal{B}_{m+n}^{r}$, which was introduced in [Bra] to describe the centralizer of the orthogonal group $O(r, \mathbb{C})$ on $T^{m, n}$. From the duality between $G L(r, \mathbb{C})$ and $\mathcal{B}_{m, n}^{r}$, one concludes that the irreducible $\mathcal{B}_{m, n}^{r}$-representations are also indexed by $\Phi_{r}^{m, n}$. The algebra $\mathcal{B}_{m, n}^{r}$ is not a group algebra, but it has a distinguished basis of diagrams. In a fashion similar to that of [R2] for the Brauer algebra, we partition this basis into classes on which characters are constant. Since the elements of $\mathcal{B}_{m, n}^{r}$ are not all invertible, the notion of conjugacy is not a priori natural, but these classes are an extension of the conjugacy classes
in $\mathcal{S}_{m} \times \mathcal{S}_{n}$. Using the duality between $G L(r, \mathbb{C})$ and $\mathcal{B}_{m, n}^{r}$, we prove the rational Frobenius formula

$$
\begin{equation*}
r^{h(\zeta)} p_{\zeta}\left(x_{1}, \ldots, x_{r}\right)=\sum_{\gamma \in \Phi_{r}^{m, n}} \chi_{\mathcal{B}_{m, n}^{r}}^{\gamma}(\zeta) s_{\gamma}\left(x_{1}, \ldots, x_{r}\right), \tag{0.2}
\end{equation*}
$$

relating a generalization $p_{\zeta}$ of the power-symmetric function, the irreducible $\mathcal{B}_{m, n}^{r}$-character $\chi_{\mathcal{B}_{m, n}^{r}}^{\gamma}(\zeta)$ evaluated on the class labeled by $\zeta$, and the rational Schur function $s_{\gamma}$. When $n=0, \mathcal{B}_{m, n}^{r}$ becomes $\mathbb{C}\left[\mathcal{S}_{m}\right]$ and Equation (0.2) reduces to (0.1).

The Iwahori-Hecke algebra $H_{f}(q)$ is the $q$-deformation of $\mathbb{C}\left[\mathcal{S}_{f}\right]$ that is the centralizer of the action of the quantum general linear group $\mathcal{U}_{q}(g \ell(r, \mathbb{C}))$ on the $f$-fold tensor product of its natural representation $V_{q}=V \otimes \mathbb{C}(q)$. Recently, Ram [R1] proved the Frobenius formula for $H_{f}(q)$ which is a $q$ extension of (0.1). Kosuda [Kos] gives a two-parameter Iwahori-Hecke algebra $H_{m, n}^{r}(q)$ which, when $r \geq m+n$, is the $q$-deformation of $\mathcal{B}_{m, n}^{r}$ that is the centralizer of the action of $\mathcal{U}_{q}(g \ell(r, \mathbb{C}))$ on the mixed tensor space $T_{q}^{m, n}=\left(\otimes^{m} V_{q}\right) \otimes\left(\otimes^{n} V_{q}{ }^{*}\right)$. We describe $H_{m, n}^{r}(q)$ as an algebra of $q$-diagrams based on Kauffman's [Ka] tangle monoid. We identify a basis of $q$-diagrams in $H_{m, n}^{r}(q)$ that specializes when $q=1$ to the basis of $H_{m, n}^{r}(q)$, and we partition this basis into character conjugacy classes also indexed by $\Phi_{r}^{m, n}$. We then give a $q$-extension of (0.2) that is the Frobenius formula for $H_{m, n}^{r}(q)$.

The algebra $\mathcal{B}_{m, n}^{r}$ contains as a subalgebra the group algebra $\mathbb{C}\left[\mathcal{S}_{m} \times \mathcal{S}_{n}\right]$ of the product of two symmetric groups. The Kosuda algebra $H_{m, n}^{r}(q)$ contains as a subalgebra the tensor product of two Iwahori-Hecke algebras $H_{m}(q) \otimes H_{n}(q)$. We determine the branching rule for writing irreducible $H_{m, n}^{r}(q)$-modules in terms of irreducible $H_{m}(q) \otimes H_{n}(q)$-modules and for writing irreducible $\mathcal{B}_{m, n}^{r}$-modules in terms of $\mathbb{C}\left[\mathcal{S}_{m} \times \mathcal{S}_{n}\right]$-modules. Using the Frobenius formulas we derive a formula (Theorem 7.19) that gives $H_{m, n}^{r}(q)$ characters in terms of characters of $H_{m}(q) \otimes H_{n}(q)$ and $\mathcal{B}_{m, n}^{x}$-characters in terms of $\mathcal{S}_{m} \times \mathcal{S}_{n}$-characters.

This paper is organized as follows. Section 1 presents general results about centralizer algebras and $q$-deformations. Section 2 describes the rational representations of $G L(r, \mathbb{C})$, the decomposition of $T^{m, n}$ as a $G L(r, \mathbb{C})$-module, and the branching rules for $G L(r, \mathbb{C})$-modules. In Section 3, the Brauer subalgebra is defined, and we give the branching rule for $\mathbb{C}\left[\mathcal{S}_{m} \times \mathcal{S}_{n}\right] \subseteq \mathcal{B}_{m, n}^{r}$. Section 4 describes the two-parameter Iwahori-Hecke algebra as an algebra of $q$-diagrams. In Section 5, we distinguish a basis of $H_{m, n}^{r}(q)$ and partition it into character conjugacy classes. Setting $q=1$ gives the character conjugacy classes for $\mathcal{B}_{m, n}^{r}$. In Section 6, we define the quantum general linear group, and note that, in the $r \geq m+n$ case, $H_{m, n}^{r}(q)$ is the centralizer of the quantum group for this representation. In Section 7, we prove the Frobenius
formulas for $\mathcal{B}_{m, n}^{r}$ and $H_{m, n}^{r}(q)$. Using these we derive the character formulas, and as a consequence, obtain the branching rules for $\mathbb{C}\left[\mathcal{S}_{m} \times \mathcal{S}_{n}\right] \subseteq \mathcal{B}_{m, n}^{x}$ and $H_{m}(q) \otimes H_{n}(q) \subseteq H_{m, n}^{r}(q)$.
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## 1. Preliminaries.

Let $\mathbb{C}$ denote the field of complex numbers and $\mathfrak{M}_{d}(\mathbb{C})$ denote the algebra of all $d \times d$ matrices with entries in $\mathbb{C}$. We say that an associative $\mathbb{C}$-algebra $A$ is (split) semisimple if

$$
\begin{equation*}
A \cong \bigoplus_{\lambda \in \Phi} \mathfrak{M}_{d_{\lambda}}(\mathbb{C}), \tag{1.1}
\end{equation*}
$$

for some finite index set $\Phi$ and positive integers $d_{\lambda}$. Corresponding to each $\lambda \in \Phi$ there is, up to isomorphism, one irreducible $A$-module. Its dimension is $d_{\lambda}$, and we denote it by $V^{\lambda}$. If $T$ is a finite-dimensional $A$-module, then the decomposition of $T$ into irreducible $A$-modules is

$$
\begin{equation*}
T \cong \bigoplus_{\lambda \in \Phi} m_{\lambda} V^{\lambda}, \tag{1.2}
\end{equation*}
$$

where $m_{\lambda}$ is a non-negative integer called the multiplicity of $V^{\lambda}$.
A set of idempotents $\left\{p_{i}\right\}$ in $A$ is orthogonal if $p_{i} p_{j}=p_{j} p_{i}=\delta_{i, j} p_{i}$ for all $i$ and $j$ ( $\delta_{i, j}$ is the Kronecker delta). An idempotent $p$ is minimal if it cannot be written as a sum $p=p_{1}+p_{2}$ of orthogonal idempotents. A decomposition $1=\sum_{i} p_{i}$ of 1 into minimal orthogonal idempotents is a partition of unity. If $\phi: A \longrightarrow \bigoplus_{\lambda \in \Phi} \mathfrak{M}_{d_{\lambda}}(\mathbb{C})$ is an isomorphism, then associated to each $\lambda \in \Phi$ is the minimal central idempotent, $z_{\lambda}=\phi^{-1}\left(I_{\lambda}\right)$, where $I_{\lambda}$ is the identity matrix in $\mathfrak{M}_{d_{\lambda}}(\mathbb{C})$. To each minimal idempotent $p$, there corresponds exactly one $\lambda \in \Phi$ so that $p z_{\mu}=\delta_{\mu, \lambda} p$ for all $\mu \in \Phi$. The character $\chi_{\phi}$ of the representation $\phi$ is the $\mathbb{C}$-linear functional $\chi_{\phi}: A \longrightarrow \mathbb{C}$ given by $\chi_{\phi}(a)=\operatorname{Tr}(\phi(a))$, where $\operatorname{Tr}$ denotes the usual matrix trace, i.e., the sum of the diagonal entries. The character associated to the irreducible $A$-module $V^{\lambda}$ is denoted $\chi_{A}^{\lambda}$ and is called an irreducible character of $A$.

If $T$ is a finite-dimensional $A$-module with associated representation $\phi$ : $A \longrightarrow \operatorname{End}_{\mathbb{C}}(T)$, then the centralizer algebra of $A$ on $T$, denoted by $\operatorname{End}_{A}(T)$ is the set of linear transformations on $T$ commuting with $\phi(A)$, namely
$\operatorname{End}_{A}(T)=\left\{X \in \operatorname{End}_{\mathbb{C}}(T) \mid X \phi(a) t=\phi(a) X t\right.$ for all $a \in A$ and $t \in$ $T\}$. If $T$ is an irreducible $A$-module of dimension $d$, then it follows from Schur's double centralizer theory that $E n d_{A}(T) \cong \bigoplus_{\lambda \in \Phi} \mathfrak{M}_{m_{\lambda}}(\mathbb{C})$. In particular, $E n d_{A}(T)$ is semisimple, and $T$ decomposes into irreducible $E n d_{A}(T)$ modules as $T \cong \bigoplus_{\lambda \in \Phi} d_{\lambda} M^{\lambda}$, where $M^{\lambda}$ is an irreducible module for $E n d_{A}(T)$ with $\operatorname{dim}_{\mathbb{C}} M^{\lambda}=m_{\lambda}$.

We regard $T$ as a bimodule for the algebra $\operatorname{End}_{A}(T) \otimes A$, where the product on $E n d_{A}(T) \otimes A$ is componentwise, and the action is afforded by $(c \otimes a) \cdot t=c(a \cdot t)=a(c \cdot t)$ for $c \in E n d_{A}(T)$ and $a \in A$ and extended linearly to $E n d_{A}(T) \otimes A$. That this action is well-defined follows from the fact that the actions of $A$ and $E n d_{A}(T)$ on $T$ commute. The decomposition of $T$ into irreducible $E n d_{A}(T) \otimes A$-bimodules is given by

$$
\begin{equation*}
T \cong \bigoplus_{\lambda \in \Phi} M^{\lambda} \otimes V^{\lambda} \tag{1.3}
\end{equation*}
$$

(see [R3] for a proof). If $T$ is a faithful $A$-module, then by switching the roles of $A$ and $E n d_{A}(T)$ and comparing dimensions, we have $A=E n d_{E n d_{A}(T)}(T)$. That is, $A$ and $E n d_{A}(T)$ are full centralizers of each other in $E n d_{\mathbb{C}}(T)$.

If $a \in A$ and $c \in \operatorname{End}_{A}(T)$, then the trace $\operatorname{Tr}(c \otimes a)=\operatorname{Tr}(c a)$ of the action of $c \otimes a$ on $T$ is called the bicharacter of $\operatorname{End}_{A}(T) \otimes A$. From (1.3) we have

$$
\begin{equation*}
\operatorname{Tr}(c a)=\sum_{\lambda \in \Phi} \chi_{E n d_{A}(T)}^{\lambda}(c) \chi_{A}^{\lambda}(a) \tag{1.4}
\end{equation*}
$$

Since $A$ and $\operatorname{End}_{A}(T)$ commute, the bicharacter satisfies the trace property in each component. That is $\operatorname{Tr}\left(c_{1} c_{2} a\right)=\operatorname{Tr}\left(c_{1} a c_{2}\right)=\operatorname{Tr}\left(c_{2} c_{1} a\right)$ and $\operatorname{Tr}\left(c a_{1} a_{2}\right)=\operatorname{Tr}\left(a_{1} c a_{2}\right)=\operatorname{Tr}\left(c a_{2} a_{1}\right)$ for all $c_{i} \in \operatorname{End}_{A}(T)$ and $a_{i} \in A$.

If $A$ and $B$ are semisimple algebras, and $B$ is a subalgebra of $A$, then the irreducible $A$-module $V^{\lambda}$ is also a $B$-module. If $\left\{\tilde{V}^{\mu}\right\}_{\mu \in \Phi}$ are the irreducible $B$-modules, then the decomposition of $V^{\lambda}$ into irreducible $B$-modules is given by

$$
\begin{equation*}
V^{\lambda} \downarrow_{B}^{A} \cong \bigoplus_{\mu \in \tilde{\Phi}} g_{\lambda \mu} \tilde{V}^{\mu} \tag{1.5}
\end{equation*}
$$

for some non-negative integers $g_{\lambda, \mu}$ called the multiplicity of $\tilde{V}^{\mu}$ in $V^{\lambda}$. Equation (1.5) is called the branching rule for $B \subseteq A$. If $g_{\lambda \mu} \in\{0,1\}$ for all $\lambda$ and $\mu$, we say that the branching rule for $B \subseteq A$ is multiplicity free. It is clear that since $B \subseteq A$, their centralizers satisfy $\operatorname{End}_{A}(T) \subseteq \operatorname{End}_{B}(T)$, so if $\left\{\tilde{M}^{\mu} \mid \mu \in \tilde{\Phi}\right\}$ is the set of irreducible $\operatorname{End}_{B}(T)$-modules, then we can consider the branching rule

$$
\begin{equation*}
\tilde{M}^{\mu} \downarrow_{E n d_{A}(T)}^{E n d_{B}(T)} \cong \bigoplus_{\lambda \in \Phi} M_{\lambda} . \tag{1.6}
\end{equation*}
$$

The following presumably well-known theorem says that the branching rule for $B \subseteq A$ is the same as that for $\operatorname{End}_{A}(T) \subseteq \operatorname{End}_{B}(T)$. The proof we include is due to Ram [R3].

Theorem 1.7. If (1.5) and (1.6) are the branching rules for $B \subseteq A$ and $\operatorname{End}_{A}(T) \subseteq \operatorname{End}_{B}(T)$ respectively, then $g_{\lambda \mu}=g_{\mu \lambda}^{\prime}$ for all $\lambda \in \Phi$ and $\mu \in \tilde{\Phi}$.

Proof. As an $E n d_{B}(T) \otimes B$-bimodule, we have $T \cong \bigoplus_{\mu \in \tilde{\Phi}} \tilde{M}^{\mu} \otimes \tilde{V}^{\mu}$. The algebra $E n d_{A}(T) \otimes B$ is a subalgebra of both $E n d_{A}(T) \otimes A$ and $E n d_{B}(T) \otimes B$, so consider the following branching rules
$T \downarrow_{E n d_{A}(T) \otimes B}^{E n d_{A}(T) \otimes A} \cong \bigoplus_{\lambda, \mu} g_{\lambda \mu} M^{\lambda} \otimes \tilde{V}^{\mu} \quad$ and $\quad T \downarrow_{E n d_{A}(T) \otimes B}^{E n d_{B}(T) \otimes B} \cong \bigoplus_{\mu, \lambda} g_{\mu \lambda}^{\prime} M^{\lambda} \otimes \tilde{V}^{\mu}$.
Comparing multiplicities gives $g_{\lambda \mu}=g_{\mu \lambda}^{\prime}$.
An important application of this theorem is the following. Let $G$ be a group and $\left\{V_{1}, V_{2}, \ldots, V_{f}\right\}$ be an ordered set of irreducible $G$-modules. Then for $k=1, \ldots, f$, the tensor product space $T^{f}=V_{1} \otimes V_{2} \otimes \cdots \otimes V_{f}$ is a $G$-module under the diagonal action

$$
\begin{equation*}
g \cdot\left(u_{1} \otimes u_{2} \otimes \cdots \otimes u_{k}\right)=g \cdot u_{1} \otimes g \cdot u_{2} \otimes \cdots \otimes g \cdot u_{f} \tag{1.8}
\end{equation*}
$$

for all $g \in G$ and $u_{i} \in V_{i}$. Let $C_{k}=\operatorname{End}_{G}\left(T^{k}\right)$. Then we have $\mathbb{C}=C_{1} \subseteq$ $C_{2} \subseteq \cdots \subseteq C_{f}$. Now let $(g, h) \in G \times G$ act on $T^{f}=T^{f-1} \otimes V$ with $g$ acting diagonally on $T^{f-1}$ and $h$ acting on the copy of $V$ in the $f$ th tensor slot. If we consider $G \subseteq G \times G$ by the diagonal embedding $g \mapsto(g, g)$, then the centralizer of the action of $G \times G$ on $T^{f}$ is $C_{f-1} \otimes \mathbb{C} \cong C_{f-1}$. Theorem 1.7 tells us that the branching rule for $C_{f-1} \subseteq C_{f}$ are the same as for $G \subseteq G \times G$. That is,

$$
\begin{equation*}
\left(V^{\lambda} \otimes V\right) \downarrow_{G}^{G \times G} \cong \bigoplus_{\pi} g_{\lambda, \pi} V^{\pi} \quad \Leftrightarrow \quad M^{\pi} \downarrow_{C_{f-1}}^{C_{f}} \cong \bigoplus_{\lambda} g_{\lambda, \pi} M^{\lambda} \tag{1.9}
\end{equation*}
$$

where $V^{\lambda}$ and $V^{\pi}$ are irreducible $G$-modules, $M^{\pi}$ is an irreducible $C_{f^{-}}$ module, and $M^{\lambda}$ is an irreducible $C_{f-1}$-module.

A tower of semisimple algebras is a sequence of semisimple algebras $\mathbb{C} \cong$ $C_{1} \subseteq C_{2} \subseteq \cdots \subseteq C_{m} \subseteq \cdots$ such that $C_{i}$ is a subalgebra of $C_{i+1}$ for all $i$. The tower has multiplicity-free branching if the branching rule for each inclusion $C_{i} \subseteq C_{i+1}$ is multiplicity-free. Let $\left\{M^{\lambda} \mid \lambda \in \Phi_{i}\right\}$ denote the set of irreducible $C_{i}$-modules, and suppose $\operatorname{dim}_{\mathbb{C}}\left(M^{\lambda}\right)=m_{\lambda}$. Let $\Omega_{\lambda}^{i}=\left\{t_{\lambda}^{1}, \ldots, t_{\lambda}^{m_{\lambda}}\right\}$ be a basis for $M^{\lambda}$. If $\pi \in \Phi_{i+1}$, and $\lambda \in \Phi_{i}$ such that $M^{\lambda}$ appears in the decomposition of $M^{\pi}$ into $C_{i}$-modules with multiplicity 1 , then we write $\lambda \leq \pi$. The branching rule for $C_{i} \subseteq C_{i+1}$ is thus written as

$$
\begin{equation*}
M^{\pi} \downarrow_{C_{i}}^{C_{2+1}} \cong \bigoplus_{\lambda \leq \pi} M^{\lambda} \tag{1.10}
\end{equation*}
$$

Considering (1.10), we pick a bijection $\beta: \Omega_{\lambda}^{m} \longrightarrow \bigcup_{\mu \leq \lambda} \Omega_{\mu}^{m-1}$. For $t_{\lambda}^{j} \in \Omega_{\lambda}^{m}$, an idempotent $p_{t_{\lambda}^{\prime}} \in C_{m}$ is defined as follows

$$
p_{t_{\lambda}^{\prime}}= \begin{cases}1, & \text { if } m=1, \text { and }  \tag{1.11}\\ z_{\lambda} p_{\beta\left(t_{\lambda}^{\prime}\right)}, & \text { if } m>1,\end{cases}
$$

where $z_{\lambda}$ is the minimal central idempotent in $C_{m}$ associated to $\lambda$. This construction is a generalization of the work of Wenzl [Wen1], who defines these idempotents in the Iwahori-Hecke algebra.

Proposition 1.12. The decomposition $1=\sum_{\lambda \in \Phi_{m}} \sum_{t \in \Omega_{\lambda}^{m}} p_{t}$ is a partition of unity.

Proof. The fact that $p_{t}$ is an idempotent is immediate from its definition. To see that the $p_{t}$ are orthogonal idempotents, observe that

$$
p_{t} p_{\tilde{t}}=z_{\lambda} p_{\beta(t)} z_{\gamma} p_{\beta(\bar{t})}=z_{\lambda} z_{\gamma} p_{\beta(t)} p_{\beta(\tilde{t})}
$$

where $t \in \Omega_{\lambda}^{m}$ and $\tilde{t} \in \Omega_{\gamma}^{m}$. If $\gamma \neq \lambda$, then $z_{\lambda} z_{\gamma}=0$. If $\gamma=\lambda$, then apply the argument to $p_{\beta(t)} p_{\beta(\tilde{t})}$. Since $\operatorname{dim}\left(C_{1}\right)=1$, we eventually have $\beta(i) \in M^{\lambda}$ and $\beta(\tilde{t}) \in M^{\gamma}$ with $\gamma \neq \lambda$. Furthermore,

$$
\begin{aligned}
1=\sum_{\lambda \in \Phi_{m}} z_{\lambda} & =\sum_{\lambda \in \Phi_{m}} \sum_{\mu \in \Phi_{m-1}} \sum_{t^{\prime} \in \Omega_{\mu}^{m-1}} z_{\lambda} p_{t^{\prime}} \\
& =\sum_{\lambda \in \Phi_{m}} \sum_{\mu \leq \lambda} \sum_{t^{\prime} \in \Omega_{\mu}^{m-1}} z_{\lambda} p_{t^{\prime}}=\sum_{\lambda \in \Phi_{m}} \sum_{t \in \Omega_{\lambda}^{m}} p_{t} .
\end{aligned}
$$

For $q$ an indeterminate over $\mathbb{C}$, we let $\mathbb{C}(q)$ be the field of rational functions in $q$ with coefficients in $\mathbb{C}$, and let $A(q)$ be a finite-dimensional, semisimple algebra over $\mathbb{C}(q)$. Suppose that $\left\{b_{1}, \ldots, b_{m}\right\}$ is a basis for $A(q)$ having structure constants $f_{i j}^{k}(q)$. Then,

$$
\begin{equation*}
b_{i} b_{j}=\sum_{k=1}^{m} f_{i j}^{k}(q) b_{k} \tag{1.13}
\end{equation*}
$$

For all but finitely many $q_{0} \in \mathbb{C}$, all the values $f_{i j}^{k}\left(q_{0}\right)$ exist. For such a $q_{0}$, let $A=A\left(q_{0}\right)$ be the $\mathbb{C}$-algebra spanned by $\left\{b_{1}, \ldots, b_{m}\right\}$, with multiplication given by $b_{i} b_{j}=\sum_{k=1}^{m} f_{i j}^{k}\left(q_{0}\right) b_{k}$. If $a(q) \in A(q)$ is written in terms of the basis as $a(q)=\sum_{k=1}^{m} c_{k}(q) b_{k}$ and each rational function $c_{k}(q) \in \mathbb{C}(q)$ is defined at $q=q_{0}$, then we let the element $a\left(q_{0}\right) \in A$ be $a\left(q_{0}\right)=\sum_{k=1}^{m} c_{k}\left(q_{0}\right) b_{k}$.

This gives us a partially-defined, surjective homomorphism from $A(q)$ onto $A$. The algebra $A(q)$ is said to be a $q$-deformation of $A$. Note that we have $\operatorname{dim}_{\mathbb{C}(q)} A(q) \geq \operatorname{dim}_{\mathbb{C}} A$. We say that the semisimple $\mathbb{C}(q)$-algebra $A(q)$ and the semisimple $\mathbb{C}$-algebra $A$ have the same matrix decomposition if

$$
\begin{equation*}
A(q) \cong \bigoplus_{\lambda \in \Phi} \mathfrak{M}_{d_{\lambda}}(\mathbb{C}(q)) \quad \text { and } \quad A \cong \bigoplus_{\lambda \in \Phi} \mathfrak{M}_{d_{\lambda}}(\mathbb{C}) \tag{1.14}
\end{equation*}
$$

One way of extending character results known for the algebra $A$ to the algebra $A(q)$ is to use a partition unity of $A(q)$ which specializes when $q=q_{0}$ to a (well-defined) partition of unity of $A$. The proof of the following wellknown result is due to [Wen2].

Proposition 1.15. Suppose $A(q)$ is a semisimple $\mathbb{C}(q)$-algebra, and $q_{0} \in \mathbb{C}$ such that $A=A\left(q_{0}\right)$ and $A(q)$ have the same matrix decomposition. If $\left\{z_{\lambda}(q)\right\}_{\lambda \in \Phi}$ are the minimal central idempotents of $A(q)$, then $z_{\lambda}=z_{\lambda}\left(q_{0}\right)$ is defined for all $\lambda \in \Phi$, and $\left\{z_{\lambda}\right\}_{\lambda \in \Phi}$ is the set of minimal central idempotents in $A$.

Proof. If $z_{\lambda}\left(q_{0}\right)$ is undefined then there exists a positive integer $s$ such that $\tilde{z}_{\lambda}(q)=\left(q-q_{0}\right)^{s} z_{\lambda}(q)$ is defined and not zero when $q=q_{0}$. Then $\tilde{z}_{\lambda}(q)^{2}=(q-$ $\left.q_{0}\right)^{2 s} z_{\lambda}(q)$ is zero when $q=q_{0}$, so $\tilde{z}_{\lambda}\left(q_{0}\right)$ is a central nilpotent element in the semisimple algebra $A$ which is a contradiction. The proposition follows from the fact that the two algebras have the same matrix decomposition.

Theorem 1.16. Let $C_{1}(q) \subseteq \cdots \subseteq C_{m}(q)$ be a tower of semisimple $\mathbb{C}(q)$ algebras with multiplicity-free branching. Suppose $q_{0} \in \mathbb{C}$ so that, for $1 \leq$ $i \leq m, C_{i}\left(q_{0}\right)$ has the same matrix decomposition as $C_{i}(q)$, and $C_{1}\left(q_{0}\right) \subseteq$ $\cdots \subseteq C_{m}\left(q_{0}\right)$ has the same branching rules as $C_{1}(q) \subseteq \cdots \subseteq C_{m}(q)$. Then there exists a partition of unity $1=\sum_{i} p_{i}(q)$ in $C_{m}(q)$ which specializes to a partition of unity $1=\sum_{\imath} p_{i}\left(q_{0}\right)$ in $C_{m}$.

Proof. Let $1=\sum_{i} p_{i}(q)$ be a partition of unity defined as in (1.11). Then each of the $p_{i}(q)$ is defined as a product of minimal central idempotents for some $C_{\imath}(q)$ and are thus well defined for $q=q_{0}$. When $q=q_{0}$, the construction of the idempotents $p_{i}\left(q_{0}\right)$ is exactly the same as the construction (1.11) in $C_{m}$.

## 2. Tensor Product Representations of $G L(r, \mathbb{C})$.

Let $G L_{r}$ denote the complex general linear group $G L(r, \mathbb{C})$ of all $r \times r$ invertible matrices with entries from $\mathbb{C}$. If $\phi: G L_{r} \longrightarrow G L(d, \mathbb{C})$ is a representation of $G L_{r}$, then for $g \in G L_{r}$, let $g_{i j}$ and $\phi(g)_{i j}$ denote the $(i, j)$-entry of $g$ and
$\phi(g)$, respectively. If there exist rational functions $f_{i j}\left(x_{1}, x_{2}, \ldots, x_{r^{2}}\right)$ such that $\phi(g)_{i j}=f_{i j}\left(g_{11}, g_{12}, \ldots, g_{r r}\right)$, then we say that $\phi$ is a rational representation of $G L_{r}$. If each $f_{i j}$ is a polynomial, then $\phi$ is a polynomial representation of $G L_{r}$. Let $H$ be the Cartan subgroup of diagonal matrices in $G L_{r}$, and let $\epsilon_{i} \in H^{*}$ denote the map which takes a matrix to its $(i, i)$-entry. Each irreducible rational $G L_{r}$-module can be indexed by its highest weight relative to $H$, which is an integral linear combination $\gamma_{1} \epsilon_{1}+\gamma_{2} \epsilon_{2}+\cdots \gamma_{r} \epsilon_{r}$, whose coefficients satisfy $\gamma_{1} \geq \gamma_{2} \geq \cdots \geq \gamma_{r}$. If the representation is polynomial, then the coefficients satisfy $\gamma_{1} \geq \gamma_{2} \geq \cdots \geq \gamma_{r} \geq 0$.

A sequence of integers $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{t}\right) \in \mathbb{Z}^{t}$ is a partition if $\lambda_{1} \geq$ $\lambda_{2} \geq \cdots \geq \lambda_{t} \geq 0$. The length $\ell(\lambda)$ of $\lambda$ is the largest $i$ such that $\lambda_{i}>$ 0 . If $\lambda_{1}+\lambda_{2}+\cdots+\lambda_{t}=f$, then $\lambda$ is a partition of $f$ which we denote by $\lambda \vdash f$. Following Stembridge [Ste] we say that a sequence of integers $\gamma=\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{r}\right) \in \mathbb{Z}^{r}$ satisfying $\gamma_{1} \geq \gamma_{2} \geq \cdots \geq \gamma_{r}$ is an $r$-staircase. Thus the polynomial $G L_{r}$-representations are indexed by partitions whose length is less than or equal to $r$, and rational representations are indexed by $r$-staircases. We will denote by $V^{\lambda}$ and $V^{\gamma}$ the $G L_{r}$-module indexed by the partition $\lambda$ and the $r$-staircase $\gamma$, respectively. The positive integers $\gamma_{1}, \gamma_{2}, \ldots, \gamma_{i}$ and the negative integers $\gamma_{j}, \gamma_{j+1}, \ldots, \gamma_{r}$ of an $r$-staircase $\gamma$ determine partitions $\gamma^{+}=\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{i}\right)$ and $\gamma^{-}=\left(-\gamma_{r},-\gamma_{r-1}, \ldots,-\gamma_{j}\right)$. Conversely, any pair of partitions $\mu=\left(\mu_{1}, \ldots, \mu_{\ell(\mu)}\right)$ and $\nu=\left(\nu_{1}, \ldots, \nu_{\ell(\nu)}\right)$ with $\ell(\mu)+\ell(\nu) \leq r$ determines the $r$-staircase

$$
\begin{equation*}
[\mu, \nu]_{r} \stackrel{\text { def }}{=}(\mu_{1}, \mu_{2}, \ldots, \mu_{\ell(\mu)}, \underbrace{0,0, \ldots, 0}_{r-\ell(\mu)-\ell(\nu)},-\nu_{\ell(\nu)}, \ldots,-\nu_{2},-\nu_{1}), \tag{2.1}
\end{equation*}
$$

where the partitions have been separated by $r-\ell(\mu)+\ell(\nu)$ zeros.
It is possible to realize all rational $G L_{r}$-modules as summands of tensor product representations. Let $V=\mathbb{C}^{r}$ viewed as $r \times 1$ matrices, and let $v_{1}, v_{2}, \ldots, v_{r}$ denote the canonical basis of $V$. Then $G L_{r}$ acts naturally on $V$ by matrix multiplication making $V$ a $G L_{r}$-module. This representation is polynomial and is known as the "fundamental" representation of $G L_{r}$. The dual space $V^{*}$ of $V$ inherits a $G L_{r}$-module structure given by $\left(g \cdot u^{*}\right) v=$ $u^{*}\left(g^{-1} \cdot v\right)$. Let $v_{1}^{*}, v_{2}^{*}, \ldots, v_{r}^{*}$ denote the dual basis to $v_{1}, v_{2}, \ldots, v_{r}$ in $V^{*}$. We identify $v_{i}^{*}$ with the $1 \times r$ matrix having 1 in its $i$ th column and 0 everywhere else. This is the contravariant representation of $G L_{r}$, and it is a rational $G L_{r}$-representation.

Fix integers $m, n \geq 0$ such that $m+n>0$. Then the tensor product $T^{m, n} \stackrel{\text { def }}{=}\left(\otimes^{m} V\right) \otimes\left(\otimes^{n} V^{*}\right)$ becomes a $G L_{r}$-module under the diagonal action (1.8). Moreover, $T^{m, n}$ is a completely reducible $G L_{r}$-module, and its irreducible summands are rational $G L_{r}$-modules. When $n=0$, its summands are polynomial $G L_{r}$-modules. To compute the multiplicity of $V^{\gamma}$ in
$T^{m, n}$, Stembridge [Ste] defines up-down staircase tableaux. If $\gamma$ and $\rho$ are $r$-staircases, then we say that $\gamma \subseteq \rho$ if $\gamma_{i} \leq \rho_{i}$ for each $i=1, \ldots, r$. An ( $m, n$ )-up-down staircase tableaux of shape $\gamma$ is a sequence of $r$-staircases

$$
\begin{equation*}
\emptyset=\gamma^{(0)} \subseteq \gamma^{(1)} \subseteq \gamma^{(2)} \subseteq \cdots \subseteq \gamma^{(m+n)}=\gamma \tag{2.2}
\end{equation*}
$$

such that for $1 \leq i \leq m$, the $r$-staircase $\gamma^{(i)}$ is obtained from $\gamma^{(i-1)}$ by adding a box, and for $m+1 \leq i \leq m=n$, the $r$-staircase $\gamma^{(i)}$ is obtained from $\gamma^{(i-1)}$ either by removing a box from $\gamma^{(i-1)^{+}}$or by adding a box to $\gamma^{(i-1)^{-}}$. For example
$\emptyset$,

is a (4, 2)-up-down staircase tableaux of shape $\gamma=(3,0,-1)$. Since at step $i$ with $i>m$, we either add a box to $\gamma^{(i-1)^{-}}$or remove a box from $\gamma^{(i-1)^{+}}$, the final staircase $\gamma$ will always satisfy $\gamma^{+} \vdash(m-k)$ and $\gamma^{-} \vdash(n-k)$ for some non-negative integer $k$. Thus we let $\Phi_{r}$ be the set of all $r$-staircases, and we let $\Phi_{r}^{m, n}$ be the set

$$
\begin{equation*}
\Phi_{r}^{m, n} \stackrel{\text { def }}{=}\left\{\gamma \in \Phi_{r} \mid \gamma^{+} \vdash(m-k), \gamma^{-} \vdash(n-k), 0 \leq k \leq \min (m, n)\right\} . \tag{2.3}
\end{equation*}
$$

For $\gamma \in \Phi_{r}^{m, n}$, let $m_{\gamma}$ denote the number of ( $m, n$ ) up-down staircases of shape $\gamma$. Stembridge proves the following theorem which gives the decomposition of $T^{m, n}$ into irreducible rational $G L_{r}$-modules.

Theorem $2.4[\mathbf{S t e}]$. The decomposition of $T^{m, n}$ into irreducible $G L_{r}-m o-$ dules is

$$
T^{m, n} \cong \bigoplus_{\gamma \in \Phi_{r}^{m, n}} m_{\gamma} V^{\gamma}
$$

The decomposition of Theorem 2.4 "stabilizes" when $r$ is large. To see this, let $\gamma \in \Phi_{r}^{m, n}$ with $\gamma^{+} \vdash(m-k)$ and $\gamma^{-} \vdash(n-k)$. If $\ell\left(\gamma^{+}\right)+\ell\left(\gamma^{-}\right)+k \leq r$, then Stembridge [Ste] proves that the multiplicity $m_{\gamma}$ is given by the formula

$$
\begin{equation*}
m_{\gamma}=\frac{m!n!}{k!h\left(\gamma^{+}\right) h\left(\gamma^{-}\right)} \tag{2.5}
\end{equation*}
$$

where $h\left(\gamma^{+}\right)$and $h\left(\gamma^{-}\right)$are the hook formulas for $\gamma^{+}$and $\gamma^{-}$, respectively (see [Sa]). In particular, if $r \geq m+n$, then (2.5) holds for all $\gamma \in \Phi_{r}^{m, n}$. Moreover, by removing $r-(m+n)$ zero rows in each $\gamma$, we can index the irreducibles by $(m+n)$-staircases. That is, we let

$$
\begin{equation*}
\Phi^{m, n} \stackrel{\text { def }}{=}\left\{[\mu, \nu]_{m+n} \mid \mu \vdash(m-h), \nu \vdash(n-h), 0 \leq k \leq \min (m, n)\right\} . \tag{2.6}
\end{equation*}
$$

Then for each $r \geq m+n$, there is a bijection $\pi: \Phi_{r}^{m, n} \longrightarrow \Phi^{m, n}$ given by $[\mu, \nu]_{r} \mapsto[\mu, \nu]_{m+n}$. The set $\Phi^{m, n}$ indexes the irreducibles for all $r \geq m+n$, and the multiplicity of these irreducibles is fixed for all $r \geq m+n$. However, the dimension $\operatorname{dim} V^{\gamma}$ depends on $r$ (see [EK] for a dimension formula).
2.1. Schur Functions. Let $x_{r}=\left\{x_{1}, x_{2}, \ldots, x_{r}\right\}$ be independent, commuting variables. For each partition $\lambda=\left(\lambda_{1}, \ldots, \lambda_{r}\right)$ define the Schur function $s_{\lambda}\left(x_{r}\right) \in \mathbb{Z}\left[x_{r}\right]$ as

$$
\begin{equation*}
s_{\lambda}\left(x_{r}\right)=s_{\lambda}\left(x_{1}, \ldots, x_{r}\right)=\frac{\operatorname{det}\left(x_{i}^{\lambda_{,}+n-j}\right)}{\operatorname{det}\left(x_{i}^{n-j}\right)} \tag{2.7}
\end{equation*}
$$

Then the set $\left\{s_{\lambda}\left(x_{r}\right) \mid \ell(\lambda) \leq r\right\}$ form a $\mathbb{Z}$-basis of the ring of symmetric functions $\mathbb{Z}\left[x_{r}\right]^{S_{r}}$ (see [Mac]). Furthermore, Schur [Sc1, Sc2] proved that if $g \in G L_{r}$ has eigenvalues $e_{1}, \ldots, e_{r}$, then the character of the irreducible polynomial $G L_{r}$-representation corresponding to $\lambda$ evaluated at $g$ is given by $s_{\lambda}\left(e_{1}, \ldots, e_{r}\right)$.

The irreducible rational representations were classified by Schur [Sc1, Sc2]. He showed that they are of the form

$$
\begin{equation*}
\phi(g)=\operatorname{det}(g)^{s} \phi_{\lambda}(g), \quad \text { for all } g \in G L_{r} \tag{2.8}
\end{equation*}
$$

for some $s \in \mathbb{Z}$ and some irreducible polynomial representation $\phi_{\lambda}$ of $G L_{r}$ indexed by the partition partition $\lambda$ with $\ell(\lambda) \leq r$. Not all of these representations are distinct. In fact, (det) ${ }^{s} \phi_{\lambda}$ is equivalent to (det) $)^{t} \phi_{\mu}$ if and only if $\lambda_{i}+s=\mu_{i}+t$ for each $i=1,2, \ldots, r$. We associate to $\gamma \in \Phi^{m, n}$ the irreducible $G L_{r}$-representation $\phi_{\gamma}$ given by

$$
\begin{equation*}
\phi_{\gamma} \stackrel{\text { def }}{=}(\operatorname{det})^{\gamma_{r}-1} \phi_{\lambda(\gamma)}, \tag{2.9}
\end{equation*}
$$

where $\lambda(\gamma)=\left(\lambda_{1}, \cdots, \lambda_{r}\right)$ is the partition of length $r$ defined by $\lambda_{i}=\gamma_{i}-$ $\gamma_{r}+1$.

Motivated by (2.9), Stembridge [Ste] and King [Ki] defined rational Schur functions which specialize to the characters of rational $G L_{r}$-representations. For each $r$-staircase $\gamma$, the rational Schur function $s_{\gamma}$ is given by

$$
\begin{equation*}
s_{\gamma}\left(x_{r}\right) \stackrel{\text { def }}{=}\left(x_{1}, \ldots, x_{r}\right)^{\gamma_{r}-1} s_{\lambda(\gamma)}\left(x_{r}\right)=x_{r}^{\gamma_{r}-1} s_{\lambda(\gamma)}\left(x_{r}\right) . \tag{2.10}
\end{equation*}
$$

It follows immediately that if $g \in G L_{r}$ has eigenvalues $e_{1}, \ldots, e_{r}$, then the character of the irreducible rational $G L_{r}$-module corresponding to the $r$ staircase $\gamma$ evaluated at $g$ is given by $s_{\gamma}\left(e_{1}, \ldots, e_{r}\right)$.
2.2. Branching Rules. Let $\mu$ and $\nu$ be partitions with $\ell(\mu) \leq r$ and $\ell(\nu) \leq r$. The Littlewood-Richardson coefficient $c_{\mu \nu}^{\lambda}$ is defined by the following expression in $\mathbb{Z}\left[x_{r}\right]^{\mathcal{S}_{r}}$ :

$$
\begin{equation*}
s_{\mu}\left(x_{r}\right) s_{\nu}\left(x_{r}\right)=\sum_{\lambda, \ell(\lambda) \leq r} c_{\mu \nu}^{\lambda} s_{\lambda}\left(x_{r}\right) . \tag{2.11}
\end{equation*}
$$

In other words, the Littlewood-Richardson coefficients are the structure constants of $\mathbb{Z}\left[x_{r}\right]^{\mathcal{S}_{r}}$ with respect to the basis of Schur functions. Moreover, the Schur functions are the characters of irreducible $G L_{r}$-modules, so equation (2.11) is equivalent to the branching rule

$$
\begin{equation*}
\left(V^{\mu} \otimes V^{\nu}\right) \downarrow_{G L_{r}}^{G L_{r} \times G L_{r}} \cong \bigoplus_{\lambda, \ell(\lambda) \leq r} c_{\mu \nu}^{\lambda} V^{\lambda} \tag{2.12}
\end{equation*}
$$

of the irreducible $G L_{r} \times G L_{r}$-module $V^{\mu} \otimes V^{\nu}$ into irreducible $G L_{r}$-modules $V^{\lambda}$. We are considering $G L_{r} \subseteq G L_{r} \times G L_{r}$ by the diagonal embedding $g \mapsto(g, g)$.

The following theorem is the rational analog of (2.11) and its corollary is the rational analog of (2.12). Theorem 2.13 holds in $\mathbb{Z}\left[x_{r}^{ \pm}\right]^{\mathcal{S}_{r}}$ and is due independently to King $[\mathbf{K i}]$ and Koike $[\mathbf{K o i}]$. Notice that part (b) is the case where $\eta=\emptyset$ and $\tau=\emptyset$ in (a). Stroomer [Str] gives a different albeit equivalent description of this product. The definition of $[\mu, \nu]_{r}$ is given in (2.1).

Theorem $2.13([\mathbf{K i}],[\mathbf{K o i}])$. Let $[\lambda, \eta]_{r},[\tau, \pi]_{r} \in \Phi_{r}$, and let $\lambda$ and $\pi$ be partitions with $\ell(\lambda) \leq r$ and $\ell(\pi) \leq r$. Then
(a) $s_{[\lambda, \eta]_{r}}\left(x_{r}\right) s_{[\tau, \pi]_{r}}\left(x_{r}\right)=\sum_{[\mu, \nu]_{r} \in \Phi_{r}}\left(\sum_{\rho, \zeta, \theta, \kappa, \delta, \epsilon} c_{\delta \rho}^{\lambda} c_{\delta \zeta}^{\pi} c_{\epsilon \theta}^{\eta} \theta_{\epsilon \kappa}^{\tau} c_{\rho \kappa}^{\mu} c_{\zeta \theta}^{\nu}\right) s_{[\mu, \nu]_{r}}\left(x_{r}\right)$
(b) $s_{\lambda}\left(x_{r}\right) s_{\pi}\left(x_{r}^{-1}\right)=\sum_{[\mu, \nu]_{r} \in \Phi_{r}}\left(\sum_{\delta \vdash k} c_{\delta \mu}^{\lambda} c_{\delta \nu}^{\pi}\right) s_{[\mu, \nu]_{r}}\left(x_{r}\right)$.

Corollary 2.14. Let $[\lambda, \eta]_{r},[\tau, \pi]_{r} \in \Phi_{r}$ and let $\lambda$ and $\pi$ be partitions with $\ell(\lambda) \leq r$ and $\ell(\pi) \leq r$. Then
(a) $\left(V^{[\lambda, \eta]_{r}} \otimes V^{[\tau, \pi]_{r}}\right) \downarrow_{G L_{r}}^{G L_{r} \times G L_{r}} \cong \bigoplus_{[\mu, \nu]_{r} \in \Phi_{r}}\left(\sum_{\rho, \zeta, \theta, \kappa, \delta, \epsilon} c_{\delta \rho}^{\lambda} c_{\delta \zeta}^{\pi} c_{\epsilon \theta}^{\eta} c_{\epsilon \kappa}^{\tau} c_{\rho \kappa}^{\mu} c_{\zeta \theta}^{\nu}\right) V^{[\mu, \nu]_{r}}$,
(b) $\left(V^{\lambda} \otimes\left(V^{\pi}\right)^{*}\right) \downarrow_{G L_{r}}^{G L_{r} \times G L_{r}} \cong \bigoplus_{[\mu, \nu]_{r} \in \Phi_{r}}\left(\sum_{\delta \vdash k} c_{\delta \mu}^{\lambda} c_{\delta \nu}^{\pi}\right) V^{[\mu, \nu]_{r}}$, where $\left(V^{\pi}\right)^{*}$ is the dual space of $V^{\pi}$.

## 3. The Brauer Algebras.

We consider symmetric group $\mathcal{S}_{f}$ to be the group of permutations on the set $\{1, \ldots, f\}$ and identify the element $s_{\imath}$ with the transposition $(i i+1)$ that switches $i$ and $i+1$. Irreducible $\mathcal{S}_{f}$-modules are indexed by $\mathcal{S}_{f}$-conjugacy classes which are labeled by partitions $\lambda \vdash f$. We denote them by $S^{\lambda}$. These are the well-known Specht modules (see [Sa]). If $T=\otimes^{f} U$ is an $f$-fold tensor product of the vector space $U$, then $\mathcal{S}_{f}$ acts on $T$ by place permutation. That is, for $\sigma \in \mathcal{S}_{f}$ we have

$$
\begin{equation*}
\sigma \cdot\left(u_{1} \otimes u_{2} \otimes \cdots \otimes u_{f}\right)=u_{\sigma^{-1}(1)} \otimes u_{\sigma^{-1}(2)} \otimes \cdots \otimes u_{\sigma^{-1}(f)} \tag{3.1}
\end{equation*}
$$

where $u_{i} \in U$ for $i=1, \ldots, f$. If $U=V=\mathbb{C}^{r}$, the natural representation for $G L_{r}$, then it is easy to check that the action of $\mathcal{S}_{f}$ and $G L_{r}$ on $T^{f}$ commute. Let $\mathcal{E}_{T^{f}}\left(G L_{r}\right)$ denote the algebra generated by $G L_{r}$ in $\operatorname{End}_{\mathbb{C}}\left(T^{f}\right)$.

Theorem $3.2[\mathbf{S c} 1, \mathbf{S c 2}]$. As a $\mathbb{C}\left[\mathcal{S}_{f}\right] \otimes \mathcal{E}_{T^{f}}\left(G L_{r}\right)$-bimodule, the decomposition of $T^{f}$ into irreducibles is

$$
T^{f} \cong \bigoplus_{\substack{\lambda+f \\ e(\lambda) \leq r}} S^{\lambda} \otimes V^{\lambda}
$$

Moreover, if $r \geq f$, then $\mathbb{C}\left[\mathcal{S}_{f}\right]$ and $\mathcal{E}_{T^{f}}\left(G L_{r}\right)$ are full centralizers of each other in $E n d_{\mathbb{C}}\left(T^{f}\right)$.
3.1. The Brauer Algebra. An $f$-diagram is a graph with $2 f$ vertices and $f$ edges such that each vertex is incident to precisely one edge. We view $f$-diagrams as having their vertices arranged in 2 rows of $m+n$ points, one above the other. We denote the set of vertices in the top row of diagram $d$ by $t(d)$ and those in the bottom row of $d$ by $b(d)$. An edge joining a vertex in $t(d)$ with a vertex in $b(d)$ is said to be vertical, while an edge connecting two vertices in the same row is said to be horizontal, and an edge that connects a vertex in $t(d)$ to the vertex immediately below it in $b(d)$ is said to be an identity edge. For example,

are 7 -diagrams. We let $\mathcal{B}_{f}^{x}$ be the vector space spanned by the $f$-diagrams over the field of rational functions $\mathbb{C}(x)$ in the indeterminate $x$. To count the
number of $f$-diagrams, observe that there are $2 f-1$ possibilities for joining the first vertex to another, then $2 f-3$ ways to join an unconnected vertex to another, and so forth. Thus

$$
\begin{equation*}
\operatorname{dim}_{\mathbb{C}(x)} \mathcal{B}_{f}^{x}=(2 f-1)(2 f-3)(2 f-5) \cdots 5 \cdot 3 \cdot 1 \stackrel{\text { def }}{=}(2 f)!! \tag{3.3}
\end{equation*}
$$

We multiply two $f$-diagrams $d_{1}$ and $d_{2}$ in the following way. Place $d_{1}$ directly above $d_{2}$ and connect the vertices in $b\left(d_{1}\right)$ to the corresponding vertices in $t\left(d_{2}\right)$. The resulting graph consists of $f$ paths whose endpoints are in $t\left(d_{1}\right) \cup b\left(d_{2}\right)$ along with a certain number $c$ of cycles which are adjacent to only vertices in the middle row. Let $d$ be the $f$-diagram whose edges are the paths in this graph. Then the product of $d_{1}$ and $d_{2}$ is $d_{1} d_{2}=x^{c} d$. For example the product of the 7-diagrams given above is


The product is extended linearly to $\mathcal{B}_{f}^{x}$. In general the product is not commutative, but $\mathcal{B}_{f}^{x}$ is an associative algebra whose identity is the diagram with only identity edges. The structure constants (1.14) for $\mathcal{B}_{f}^{x}$ are of the form $x^{c}$ for non-negative integers $c$. Thus for each $\alpha \in \mathbb{C}$, we define the $\mathbb{C}$-algebra $\mathcal{B}_{f}^{\alpha}$ to be the $\mathbb{C}$ span of the $f$-diagrams with multiplication the same as in $\mathcal{B}_{f}^{x}$ except that each occurrence of $x$ is replaced with $\alpha$.

Richard Brauer [Bra] first introduced the Brauer algebra to study the centralizer of the action of the orthogonal group on tensor space. Let $O_{r}=$ $O(r, \mathbb{C})$ denote the orthogonal group, which we view as a group of isometries with respect to a symmetric, nondegenerate bilinear form $b(.,$.$) on V=\mathbb{C}^{r}$. That is,

$$
\begin{equation*}
O_{r}=\left\{g \in G L_{r} \mid b(u, w)=b(g \cdot u, g \cdot w) \text { for all } u, w \in V\right\} \tag{3.4}
\end{equation*}
$$

The action of $O_{r}$ on $V$ is precisely the restriction of the action of $G L_{r}$ on $V$. Assume that $\left\{v_{1}^{*}, \ldots, v_{f}^{*}\right\} \subset V$ is the dual basis with respect to $b(.,$.$) so$ that $b\left(v_{i}, v_{j}^{*}\right)=\delta_{i, \jmath}$. The action of $G L_{r}$ on the dual space $V^{*}$ when restricted to $O_{r}$ is the same as the $O_{r}$-action if we identify $v_{i}^{*}$ with $v_{i}$ using the form
$b(.,$.$) . For this reason, if we let f=m+n$, then $T^{m, n} \cong T^{m+n}=T^{f}$ as a representation for $O_{r}$.

Brauer defined a representation $\phi: \mathcal{B}_{f}^{r} \longrightarrow E n d_{O_{r}}\left(T^{f}\right)$ of the Brauer algebra $\mathcal{B}_{f}^{r}$ onto the centralizer of $O_{r}$ on $T^{f}$ (see [Bra] or [HW1]). The homomorphism can be described explicitly on $f$-diagrams. Let $d$ be an $f$-diagram, and define $\phi(d)$ to be the matrix whose $(\underline{i}, \underline{j})$-entry for $\underline{i}=\left(i_{1}, i_{2}, \ldots, i_{f}\right)$ and $\underline{j}=\left(j_{1}, j_{2}, \ldots j_{f}\right)$ is determined by the following rules:
(1) Label the vertices in $t(d)$ from left to right with $v_{i_{1}}, v_{i_{2}}, \ldots, v_{i_{f}}$ and the vertices in $b(d)$ from left to right with $v_{j_{1}}^{*}, v_{j_{2}}^{*}, \ldots, v_{j_{f}}^{*}$.
(2) The $(\underline{i}, \underline{j})$-entry of $\phi(d)$ is the product of the values of the bilinear form $b(u, w)$ over all the edges $\epsilon$ of $d$, where $u$ and $w$ are the labels on the vertices of $\epsilon$.
Weyl [Wey] showed that $\phi$ is an isomorphism when $\lfloor r / 2\rfloor \geq f$, and Brown [Bro1, Bro2] proved that $\phi$ is an isomorphism whenever $r \geq f$. In particular, $\mathcal{B}_{f}^{r}$ is semisimple whenever $r \in \mathbb{Z}$ and $r \geq f$.

If $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{t}\right)$ is a partition, then we define the conjugate partition $\lambda^{\prime}=\left(\lambda_{1}^{\prime}, \lambda_{2}^{\prime}, \ldots, \lambda_{t}^{\prime}\right)$ by $\lambda_{i}^{\prime}=\operatorname{Card}\left\{j \mid \lambda_{j} \geq i\right\}$. Let $\mathcal{E}_{T^{f}}\left(O_{r}\right)$ denote the algebra generated by $O_{r}$ in $E n d_{\mathbb{C}}\left(T^{f}\right)$. Weyl [Wey] proves that the irreducible $O_{r^{-}}$ modules are indexed by partitions $\mu$ with $\mu_{1}+\mu_{2} \leq r$.

Theorem 3.5 [Wey]. The decomposition of $T^{f}$ as a $\mathcal{B}_{f}^{r} \otimes \mathcal{E}_{T^{f}}\left(O_{r}\right)$-bimodule is

$$
\begin{equation*}
T^{f} \cong \bigoplus_{k=0}^{\lfloor f / 2\rfloor} \bigoplus_{\substack{\mu(f-2 k) \\ \lambda_{1}^{\prime}+\lambda_{2}^{\prime} \leq r}} \tilde{M}^{\mu} \otimes \tilde{V}^{\mu} \tag{3.6}
\end{equation*}
$$

where $\tilde{M}^{\mu}$ is the irreducible $\mathcal{B}_{f}^{r}$-module and $\tilde{V}^{\mu}$ is the irreducible $O_{r}$-module corresponding to $\mu$. Moreover, if $r \geq f$, then $\mathcal{B}_{f}^{r}$ and $\mathcal{E}_{T^{f}}\left(O_{r}\right)$ are full centralizers of each other in $\operatorname{End}_{\mathbb{C}}\left(T^{f}\right)$.

In 1987, Hanlon and Wales [HW1] conjectured that $\mathcal{B}_{f}^{\alpha}$ is semisimple if $\alpha$ is not an integer. Wenzl [Wen2] proved in 1988 that $\mathcal{B}_{f}^{\alpha}$ is semisimple except for a finite number of $\alpha \in \mathbb{Z}$ with $-f+1 \leq \alpha \leq f-1$. It remains an open question to determine exactly which integral values of $\alpha$ cause $\mathcal{B}_{f}^{\alpha}$ to fail to be semisimple. Hanlon and Wales [HW2] give a tower construction of the radical of $\mathcal{B}_{f}^{\alpha}$ in low-rank cases.
3.2. The Brauer Subalgebra $\mathcal{B}_{m, n}^{x}$. Since $T^{m, n} \cong T^{m+n}$ as $O_{r}$-modules, we have $E n d_{G L_{r}}\left(T^{m, n}\right) \subseteq E n d_{O_{r}}\left(T^{m, n}\right)$. Thus, we should find a copy of the centralizer algebra $E n d_{G L_{r}}\left(T^{m, n}\right)$ inside the Brauer algebra $\mathcal{B}_{m+n}^{r}$. This observation motivated [BCHLLS] to define the subalgebra $\mathcal{B}_{m, n}^{r}$ of $\mathcal{B}_{m+n}^{r}$
which maps onto $\operatorname{End}_{G L_{r}}\left(T^{m, n}\right)$. Koike [Koi] independently described the centralizer of $G L_{r}$ on $T^{m, n}$ in different terms.

An $(m, n)$-diagram is an $(m+n)$-diagram with a vertical wall between the $m$ th and $(m+1)$ st vertices such that vertical edges never cross the wall and horizontal edges always begin and end on opposite sides of the wall. We let $t_{i}^{L}(d)$ and $t_{j}^{R}(d)$ denote the $i$ th and $j$ th vertices in $t(d)$ on the right and left side of the wall, respectively, and $b_{i}^{L}(d)$ and $b_{j}^{R}(d)$ denote the $i$ th and $j$ th vertices in $b(d)$ on the right and left side of the wall respectively. We number the vertices on the left side of the wall from left to right with $1, \ldots, m$ and those on the right side of the wall from left to right with $1, \ldots, n$. The following is an example of a $(6,5)$-diagram:


Let $\mathcal{D}_{m, n}$ be the set of all $(m, n)$-diagrams, and let $\mathcal{B}_{m, n}^{x}$ be the $\mathbb{C}(x)$-span of $\mathcal{D}_{m, n}$. It is not hard to check that $\mathcal{B}_{m, n}^{x}$ is closed under the multiplication of $(m, n)$-diagrams and is thus a subalgebra of $\mathcal{B}_{m+n}^{x}$. If $\alpha \in \mathbb{C}$, then $\mathcal{B}_{m, n}^{\alpha}$ is the subalgebra of the $\mathbb{C}$-algebra $\mathcal{B}_{m+n}^{\alpha}$.

The dimension of $\mathcal{B}_{m, n}^{x}$ is obtained by counting the diagrams with $k$ horizontal edges in each row and then summing over $k$. Thus,

$$
\begin{align*}
\operatorname{dim}_{\mathbb{C}(x)} \mathcal{B}_{m, n}^{x}=\left|\mathcal{D}_{m, n}\right| & =\sum_{k=0}^{\min (m, n)}\left(\binom{m}{k}\binom{n}{k} k!\right)^{2}(m-k)!(n-k)!  \tag{3.7}\\
& =m!n!\sum_{k=0}^{\min (m, n)}\binom{m}{k}\binom{n}{n-k} \\
& =m!n!\binom{m+n}{n}=(m+n)!
\end{align*}
$$

The fourth equality is proved by counting the occurrence of the monomial $x^{n}$ in the product $(1+x)^{m+n}=(1+x)^{m}(1+x)^{n}$. Another way of counting the diagrams is to flip the part of the $(m, n)$-diagram $d$ that is to the right of the wall over its horizontal axis without disconnecting any edges. Then each vertex of $t(d)$ is connected to a vertex in $b(d)$. Moreover, any $(m+n)$ diagram having no horizontal edges can be "flipped" in this way to obtain an ( $m, n$ )-diagram. There are clearly $(m+n)$ ! such diagrams.

There is a natural embedding of the group algebra $\mathbb{C}\left[\mathcal{S}_{m} \times \mathcal{S}_{n}\right]$ in $\mathcal{B}_{m, n}^{x}$ where the simple transpositions $s_{i} \in \mathcal{S}_{m}$ and $s_{j}^{*} \in \mathcal{S}_{n}$ correspond to the diagrams


In general, the permutation $\pi \in \mathcal{S}_{m} \times \mathcal{S}_{n}$ is associated to the ( $m, n$ )-diagram $d_{\pi}$ with the property that $b_{i}^{L}\left(d_{\pi}\right)$ is connected to $t_{\pi(i)}^{L}\left(d_{\pi}\right)$ and $b_{j}^{R}\left(d_{\pi}\right)$ is connected to $t_{\pi(j)}^{R}\left(d_{\pi}\right)$. Notice that it is exactly the diagrams in $\mathcal{B}_{m, n}^{x}$ with no horizontal edges that correspond to $\mathcal{S}_{m} \times \mathcal{S}_{n}$.

For $1 \leq i \leq m$ and $1 \leq j \leq n$ let $e_{i, j}$ denote the diagram

and let $e=e_{m, 1}$. It is not hard to check (see [Hal]) that the set of diagrams $\left\{s_{i}, s_{j}^{*} \mid 1 \leq i \leq m-1,1 \leq j \leq n-1\right\} \cup\{e\}$ generates all of $\mathcal{B}_{m, n}^{x}$. In Section 4, we give a presentation of $\mathcal{B}_{m, n}^{r}$ on these generators subject to a set of relations.

If we restrict the representation $\phi: \mathcal{B}_{m+n}^{r} \longrightarrow \operatorname{End}_{O_{r}}\left(T^{m, n}\right)$ to the subalgebra $\mathcal{B}_{m, n}^{r}$, we get a representation of $\mathcal{B}_{m, n}^{r}$ on $T^{m, n}$. Under this representation, the diagrams of $\mathcal{S}_{m} \times \mathcal{S}_{n}$ act on simple tensors of $T^{m, n}$ by place permutation. That is if $(\sigma, \tau) \in \mathcal{S}_{m} \times \mathcal{S}_{n}, t \in \otimes^{m} V$, and $u \in \otimes^{n} V^{*}$, then $(\sigma, \tau) \cdot t \otimes u=\sigma \cdot t \otimes \sigma \otimes u$ where $\sigma \otimes t$ and $\tau \otimes u$ are given by (3.2) The simple tensors $\underline{v}=v_{i_{1}} \otimes v_{i_{2}} \otimes \cdots \otimes v_{i_{m}} \otimes v_{j_{1}}^{*} \otimes v_{j_{2}}^{*} \otimes \cdots \otimes v_{j_{n}}^{*}$ form a basis of $T^{m, n}$, and the action of the diagram $e$ on $\underline{v}$ is

$$
\begin{equation*}
e \cdot \underline{v}=\delta_{i_{m}, j_{1}} \sum_{k=1}^{r} v_{i_{1}} \otimes \cdots \otimes v_{i_{m-1}} \otimes v_{k} \otimes v_{k}^{*} \otimes v_{j_{2}}^{*} \cdots \otimes v_{j_{n}}^{*} \tag{3.8}
\end{equation*}
$$

The transformation $\underline{v} \mapsto e \cdot \underline{v}$ is called a contraction map. Koike [Koi] proves that the action of the group $\mathcal{S}_{m} \times \mathcal{S}_{n}$ together with the contraction map generate all of $E n d_{G L_{r}}\left(T^{m, n}\right)$. Using this fact, [BCHLLS] obtains the following theorem. We let $\mathcal{E}_{T^{m, n}}\left(G L_{r}\right)$ denote the algebra generated by $G L_{r}$ in $\operatorname{End}_{\mathbb{C}}\left(T^{m, n}\right)$.

Theorem $3.9[\mathbf{B C H L L S}] . \quad$ The map $\phi: \mathcal{B}_{m, n}^{r} \longrightarrow \operatorname{End}_{\mathbb{C}}\left(T^{m, n}\right)$ maps $\mathcal{B}_{m, n}^{r}$ onto End GL $_{r}\left(T^{m, n}\right)$ for all $r$ and is an isomorphism when $r \geq m+n$. Thus, when $r \geq m+n$, the algebras $\mathcal{E}_{T^{m, n}}\left(G L_{r}\right)$ and $\mathcal{B}_{m, n}^{r}$ are full centralizers of each other in $\operatorname{End}_{\mathbb{C}}\left(T^{m, n}\right)$ and $\mathcal{B}_{m, n}^{r}$ is semisimple.

Since $\mathcal{B}_{m, n}^{r}$ maps onto $\operatorname{End}_{G L_{r}}\left(T^{m, n}\right)$ for all $r$, the set $\Phi_{r}^{m, n}$ indexes irreducible $\mathcal{B}_{m, n}^{r}$-modules, and $G L_{r}$ and $\mathcal{B}_{m, n}^{r}$ are in Schur-Weyl duality on $T^{m, n}$. That is

Theorem 3.10. The decomposition of $T^{m, n}$ as a $\mathcal{B}_{m, n}^{r} \otimes \mathcal{E}_{T^{m, n}}\left(G L_{r}\right)$ bimodule is

$$
T^{m, n} \cong \bigoplus_{\gamma \in \Phi_{r}^{m, n}} M^{\gamma} \otimes V^{\gamma}
$$

where $M^{\gamma}$ is the irreducible $\mathcal{B}_{m, n}^{r}$-module labeled by $\gamma$ and $\operatorname{dim} M^{\gamma}=m_{\gamma}$.
It follows that the decomposition of $T^{m, n}$ as a module for $\mathcal{B}_{m, n}^{r}$ is given by

$$
\begin{equation*}
T^{m, n} \cong \bigoplus_{\gamma \in \Phi_{r}^{m, n}} d_{\gamma} M^{\gamma} \tag{3.11}
\end{equation*}
$$

where $d_{\gamma}=\operatorname{dim} V^{\gamma}$, and $\operatorname{dim} M^{\gamma}=m_{\gamma}$ (see (2.5)). If $r \geq m+n$, then $T^{m, n}$ is a faithful $\mathcal{B}_{m, n}^{r}$-module, the set $\left\{M^{\gamma} \mid \gamma \in \Phi_{r}^{m, n}\right\}$ is a complete set of irreducible $\mathcal{B}_{m, n}^{r}$-modules, and

$$
\begin{equation*}
\mathcal{B}_{m, n}^{r} \cong \bigoplus_{\gamma \in \Phi_{r}^{m, n}} \mathfrak{M}_{m_{\gamma}}(\mathbb{C}) \tag{3.12}
\end{equation*}
$$

is the matrix decomposition of $\mathcal{B}_{m, n}^{r}$. The modules $M^{\gamma}$ are explicitly constructed in [BCHLLS]. When $r \geq m+n$, the irreducible $\mathcal{B}_{m, n}^{r}$-modules can be denoted by $(m+n)$-staircases in $\Phi^{m, n}$. Thus for $\gamma \in \Phi^{m, n}$, we let $M^{\gamma}(x)=M^{\gamma} \otimes \mathbb{C}(x)$. Then the set $\left\{M^{\gamma}(x) \mid \gamma \in \Phi^{m, n}\right\}$ is a complete set of irreducible $\mathcal{B}_{m, n}^{x}$-modules (see [BCHLLS]), and

$$
\begin{equation*}
\mathcal{B}_{m, n}^{x} \cong \bigoplus_{\gamma \in \Phi^{m, n}} \mathfrak{M}_{m_{\gamma}}(\mathbb{C}(x)) \tag{3.13}
\end{equation*}
$$

is the matrix decomposition of $\mathcal{B}_{m, n}^{x}$. In particular, when $r \geq m+n, \mathcal{B}_{m, n}^{r}$ and $\mathcal{B}_{m, n}^{x}$ have the same matrix decomposition.

By Theorem 1.7, the branching rule for $\mathbb{C}\left[\mathcal{S}_{m} \times \mathcal{S}_{n}\right] \subseteq \mathcal{B}_{m, n}^{r}$ is the same as for $G L_{r} \subseteq G L_{r} \times G L_{r}$, given in Corollary 2.14(b). As a corollary of Theorem 7.19, we will extend the branching rules to $\mathbb{C}\left[\mathcal{S}_{m} \times \mathcal{S}_{n}\right] \subseteq \mathcal{B}_{m, n}^{x}$.

Theorem 3.14. Let $\gamma \in \Phi^{m, n}$. Then

$$
M^{\gamma} \downarrow_{\mathbb{G}\left(\mathcal{S}_{m} \times \mathcal{S}_{n}\right]}^{\mathcal{B}_{m, n}^{r}} \cong \bigoplus_{\substack{\alpha \not m \\ \beta \nmid n}}\left(\sum_{\delta \vdash k}\left(c_{\delta \gamma^{+}}^{\alpha}\right)\left(c_{\delta \gamma^{-}}^{\beta}\right)\right) S^{\alpha} \otimes S^{\beta}
$$

If $\lambda$ and $\pi$ are partitions, then we say that $\lambda / \pi=\square$ if $\pi \subseteq \lambda$ and $|\lambda|-|\pi|=$ 1. That is, the diagram of $\pi$ is obtained from the diagram of $\lambda$ by deleting one box in such a way that $\pi$ remains a partition. We say that $[\mu, \nu]_{r} /[\alpha, \beta]_{r}=\square$ if one of the following hold:
(a) $\mu / \alpha=\square$ and $\nu=\beta$, or
(b) $\quad \mu=\alpha$ and $\beta / \nu=\square$.

In other words, $[\mu, \nu]_{r} /[\alpha, \beta]_{r}=\square$ if the diagram of $[\alpha, \beta]_{r}$ is obtained from the diagram of $[\mu, \nu]_{r}$ either (a) by deleting a box from $\mu$ and fixing $\nu$ or (b) by adding a box to $\nu$ and fixing $\mu$.

Theorem 3.16. Let $[\mu, \nu]_{r} \in \Phi^{m, n}$. Then

$$
M^{[\mu, \nu]_{r}} \downarrow_{\mathcal{B}_{m-1, n}^{m}}^{\mathcal{B}_{m, n}^{r}} \cong \bigoplus_{\substack{\{\alpha, \beta]_{r} \in \Phi_{m}^{m-1, n} \\[\mu, \nu]_{r} /\{\alpha, \beta]_{r}=\square}} M^{[\alpha, \beta]_{r}},
$$

and

$$
M^{[\mu, \nu]_{r}} \downarrow_{\mathcal{B}_{m, n-1}^{r}}^{\mathcal{B}_{m, n}^{r}} \cong \bigoplus_{\substack{[\alpha, \beta]_{r} \in \Phi_{r}^{m, n-1} \\[\alpha, \beta]_{r} /[\mu, \nu]_{r}=\square}} M^{[\alpha, \beta]_{r}}
$$

Proof. By (1.9), the branching rules for $\mathcal{B}_{m-1, n}^{r} \subseteq \mathcal{B}_{m, n}^{r}$ are the same as those for the diagonal embedding $G L_{r} \subseteq G L_{r} \times G L_{r}$ on the tensor product space $T^{m-1, n} \otimes V$. Since $V$ is the natural representation for $G L_{r}$, its highest weight is $\epsilon_{1}$, and we denote it by $V^{\left[\omega_{1}, \varnothing\right]_{r}}$, where $\omega_{1}=(1)$, the unique partition of 1 . By Corollary 2.14(a), we have
$\left(V^{[\alpha, \beta]_{r}} \otimes V^{\left[\omega_{1}, \phi\right]_{r}}\right) \downarrow_{G L_{r}}^{G L_{r} \times G L_{r}} \cong \bigoplus_{[\mu, \nu] \in \Phi_{r}^{m, n}}\left(\sum_{\rho, \zeta, \theta, \kappa, \delta, \epsilon} c_{\delta \rho}^{\alpha} c_{\delta \zeta}^{\emptyset} c_{\epsilon \theta}^{\beta} c_{\epsilon \kappa}^{\omega_{1}} c_{\rho \kappa}^{\mu} c_{\zeta \theta}^{\nu}\right) V^{[\mu, \nu]_{r}}$.
Now $c_{\lambda \emptyset}^{\lambda}=c_{\emptyset \lambda}^{\lambda}=1$ and $c_{\mu \nu}^{\lambda}=0$ unless $\mu \subseteq \lambda$ and $\nu \subseteq \lambda$ (see [Sa]), so we must have $\delta=\zeta=\emptyset$. This, in turn, forces $\rho=\alpha$, and so $c_{\delta \rho}^{\alpha}=1, \theta=\nu$, and $c_{\zeta \theta}^{\nu}=1$. The multiplicity of $V^{[\mu, \nu]_{r}}$ is then $\sum_{\kappa, \epsilon} \epsilon_{\epsilon \nu}^{\beta} c_{\epsilon \kappa}^{\omega_{1}} c_{\alpha \kappa}^{\mu}$. Moreover, $c_{\epsilon \kappa}^{\omega_{1}}=0$ unless $\epsilon=\emptyset$ and $\kappa=\omega_{1}$ or $\epsilon=\omega_{1}$ and $\kappa=\emptyset$. In the first case, the multiplicity of $V^{[\mu, \nu]_{r}}$ becomes $c_{\emptyset_{\nu}}^{\beta} c_{\alpha \omega_{1}}^{\mu}$, so we must have $\beta=\nu$ and $\alpha \subseteq \mu$ with $|\mu|=|\alpha|=1$. In the second case, the multiplicity becomes $c_{\omega_{1} \nu}^{\beta} c_{\alpha \emptyset}^{\mu}$, forcing $\alpha=\mu$ and $\nu \subseteq \beta$ with $|\beta|=|\nu|=1$. Thus the branching rule is proved for $\mathcal{B}_{m-1, n}^{r} \subseteq \mathcal{B}_{m, n}^{r}$. For $\mathcal{B}_{m, n-1}^{r} \subseteq \mathcal{B}_{m, n}^{r}$, consider the multiplicity of $V^{[\mu, \nu]_{r}}$ in $V^{[\alpha, \beta]_{r}} \otimes V^{\left[\emptyset, \omega_{1}\right]_{r}}$ and proceed similarly.

## 4. The Two-Parameter Iwahori-Hecke Algebras.

Let $q$ be an indeterminate, and let $\mathbb{C}(q)$ denote the field of rational functions. The Iwahori-Hecke algebra (of type $A$ ), denoted $H_{f}(q)$, is the $\mathbb{C}(q)$-algebra generated by $1, g_{1}, \ldots, g_{f-1}$ subject to the relations
(B1) $\quad g_{i} g_{j}=g_{j} g_{i}, \quad$ if $|i-j|>1$,
(B2) $\quad g_{i+1} g_{i} g_{i+1}=g_{1} g_{i+1} g_{i}$,
(IH) $\quad g_{i}{ }^{2}=(q-1) g_{i}+q$.
Upon specializing $q=1$, relation (IH) becomes the Coxeter relation $g_{i}^{2}=1$ for the symmetric group, and we get $H_{f}(1) \cong \mathbb{C}\left[\mathcal{S}_{f}\right]$. The irreducible representations of $H_{f}(q)$ are indexed by partitions $\lambda \vdash m$ and denoted $S_{q}^{\lambda}$. The algebras $H_{f}(q)$ and $\mathbb{C}\left[\mathcal{S}_{f}\right]$ are semisimple and have the same decompositions into matrix algebras over $\mathbb{C}(q)$ and $\mathbb{C}$, respectively.

Let $r \in \mathbb{Z}^{+} \cup\{0\}$, and let $\llbracket r \rrbracket_{q}$ be the Gauss polynomial given by $\llbracket 0 \rrbracket_{q}=0$, $\llbracket 1 \rrbracket_{q}=1$, and

$$
\begin{equation*}
\llbracket r \rrbracket_{q}=\frac{1-q^{r}}{1-q}=q^{r-1}+q^{r-2}+\cdots+q+1 \tag{4.1}
\end{equation*}
$$

Define $H_{m, n}^{r}(q)$ to be the $\mathbb{C}(q)$-algebra generated by

$$
1, g_{1}, \ldots, g_{m-1}, e, g_{1}^{*}, \ldots, g_{n-1}^{*}
$$

subject to the relations
(B1) $g_{i} g_{j}=g_{j} g_{i}$, if $|i-j|>1$
$\left(\mathrm{B} 1^{*}\right) g_{i}^{*} g_{j}^{*}=g_{j}^{*} g_{i}^{*}, \quad$ if $|i-j|>1$
(B2) $g_{i+1} g_{i} g_{i+1}=g_{i} g_{i+1} g_{i}$
$\left(\mathrm{B} 2^{*}\right) g_{i+1}^{*} g_{i}^{*} g_{i+1}^{*}=g_{i}^{*} g_{i+1}^{*} g_{i}^{*}$
(IH) $g_{i}^{2}=(q-1) g_{i}+q$
$\left(\mathrm{IH}^{*}\right) g_{i}^{* 2}=(q-1) g_{i}^{*}+q$
(HH) $g_{i} g_{j}^{*}=g_{j}^{*} g_{i}$
(K1) $e g_{i}=g_{i} e$, for $1 \leq i \leq m-2$
$\left(\mathrm{K} 1^{*}\right) e g_{j}^{*}=g_{j}^{*} e$, for $2 \leq j \leq n-1$
(K2) $e g_{m-1} e=q^{r} e$
$\left(\mathrm{K} 2^{*}\right) e g_{1}^{*} e=q^{r} e$
(K3) $e^{2}=\llbracket r \rrbracket_{q} e$

$$
\begin{equation*}
g_{m-1} g_{1}^{*-1} e g_{m-1}^{-1} g_{1}^{*} e=e g_{m-1}^{-1} g_{1}^{*} e=e g_{m-1} g_{1}^{*-1} e g_{m-1}^{-1} g_{1}^{*} \tag{K4}
\end{equation*}
$$

If $m=0$ or $n=0$, then we omit the generator $e$ and its corresponding relations.

If $q_{o} \in \mathbb{C} \backslash\{0\}$, then let $\llbracket r \rrbracket_{q_{o}} \stackrel{\text { def }}{=} q_{o}{ }^{r-1}+q_{o}{ }^{r-2}+\cdots+q_{o}+1$. There exists a basis for $H_{m, n}^{r}(q)$ consisting of monomials in the generators (see Proposition 5.4) whose structure constants are well-defined for $q_{o} \in \mathbb{C} \backslash\{0\}$, so we can
define the $\mathbb{C}$-algebra $H_{m, n}^{r}\left(q_{o}\right)$. Multiplying relations (IH) and ( $\mathrm{IH}^{*}$ ) by $g_{i}^{-1}$ and $g_{j}^{*-1}$, respectively, gives

$$
\begin{equation*}
g_{i}^{-1}=q^{-1} g_{i}+\left(q^{-1}-1\right) \quad \text { and } \quad g_{j}^{*-1}=q^{-1} g_{j}^{*}+\left(q^{-1}-1\right) \tag{4.2}
\end{equation*}
$$

The subalgebra of $H_{m, n}^{r}(q)$ generated by $1, g_{1}, \ldots, g_{m-1}$ satisfies the Iwa-hori-Hecke algebra relations (B1), (B2), and (IH) and is isomorphic to $H_{m}(q)$. The subalgebra of $H_{m, n}^{r}(q)$ generated by $1, g_{1}^{*}, \ldots, g_{n-1}^{*}$ satisfies the IwahoriHecke algebra relations ( $\mathrm{B1}^{*}$ ), ( $\mathrm{B} 2^{*}$ ), and ( $\mathrm{IH}^{*}$ ) and is isomorphic to $H_{n}(q)$. Moreover, $g_{i}$ commutes with $g_{j}^{*}$, so we have the embedding

$$
\begin{equation*}
H_{m}(q) \otimes H_{n}(q) \subseteq H_{m, n}^{r}(q) . \tag{4.3}
\end{equation*}
$$

In Corollary 7.23 we give the branching rule for this containment.
Kosuda [Kos] originally presented the $H_{m, n}^{r}(q)$ on the set of generators $1, T_{1}, \ldots, T_{m-1}, E, T_{1}^{*}, \ldots, T_{n-1}^{*}$, where $T_{i}=q^{-1 / 2} g_{i}, T_{j}^{*}=q^{-1 / 2} g_{j}^{*}$, and $E=q^{1 / 2(1-r)} e$. With these identifications, the relations of $H_{m, n}^{r}(q)$ become Kosuda's relations with parameter $q^{1 / 2}$, so the two presentations are equivalent. The algebra $H_{m, n}^{r}(q)$ has been generalized by Leduc [Le] to a two-parameter algebra $\mathcal{A}_{m, n}(z, q)$. Specializing $x=q^{r}$ in $\mathcal{A}_{m, n}(z, q)$ gives $H_{m, n}^{r}(q)$. Many of the results of this paper carry over immediately to $\mathcal{A}_{m, n}(z, q)$.

For $\gamma \in \Phi_{r}^{m, n}$, let $M_{q}^{\gamma}=M^{\gamma} \otimes \mathbb{C}(q)$, where $M^{\gamma}$ is the irreducible $\mathcal{B}_{m, n}^{r}{ }^{-}$ module of Section 3. For $r \geq m+n$, Kosuda defines an action of $H_{m, n}^{r}(q)$ on $M_{q}^{\gamma}$ that is a " $q$-extension" of the action of $\mathcal{B}_{m, n}^{r}$ on $M^{\gamma}$ in the sense that when $q=1$ we get the action of $\mathcal{B}_{m, n}^{r}$ on $M^{\gamma}$. The following theorem is due to Kosuda.

Theorem 4.4 [Kos].
(a) $\operatorname{dim} H_{m, n}^{r}(q) \leq(m+n)$ !.
(b) If $r \geq m+n$, then $\operatorname{dim} H_{m, n}^{r}(q)=(m+n)$ !, and $\left\{M_{q}^{\gamma} \mid \gamma \in \Phi_{r}^{m, n}\right\}$ is a complete set of irreducible $H_{m, n}^{r}(q)$-modules. In particular, $H_{m, n}^{r}(q)$ is semisimple and its decomposition into full matrix algebras is given by

$$
H_{m, n}^{r}(q) \cong \bigoplus_{\gamma \in \Phi_{r}^{m, n}} \mathfrak{M}_{m_{\gamma}}(\mathbb{C}(q))
$$

Comparing the matrix decompositions of $H_{m, n}^{r}(q)$ and $\mathcal{B}_{m, n}^{r}$ (see (3.12)) gives the following corollary.

Corollary 4.5. If $r \geq m+n$, then the $\mathbb{C}$-algebras $H_{m, n}^{r}(1)$ and $\mathcal{B}_{m, n}^{r}$ are isomorphic.
L.H. Kauffman [Ka] gives a diagrammatic context for the Birman-Wenzl algebra $B W_{f}(z, q)$-which is a $q$-deformation of the Brauer algebra $\mathcal{B}_{f}^{r}$ when
$z=q^{r}$ (see [Wen3]). We use his techniques to give a description of $H_{m, n}^{r}(q)$ in terms of $q$-diagrams.

An $f$-braid is viewed as two rows of $f$ vertices, one above the other, and $f$ strands connecting each vertex in the top row with a vertex in the bottom row in such a way that each vertex is incident to precisely one strand. Strands cross over and under each other in three-space as they pass from the top row to the bottom row but are not allowed to cross themselves. An ( $m, n$ )-braid is an $(m+n)$-braid with a wall between the $m$ th and $(m+1)$ st vertices such that strands never cross the wall. We number the vertices from left to right in each row with $1, \ldots, m$ left of the wall and $1, \ldots, n$ right of the wall. For example

is a $(6,6)$-braid.
The Reidemeister moves of types II and III are (see [Ka] for details):
II.

III.
 and


We can apply these "moves" to braids by isolating one of these pictures in an open disk in a braid diagram and applying the relations. When we apply these moves we always keep the strands connected to the vertices and keep the vertices fixed. The Reidemeister moves give an equivalence relation among braids known as regular isotopy. We take braids to be their equivalence classes up to regular isotopy and multiply braids $b_{1}$ and $b_{2}$ using the concatenation product given by identifying the top row of $b_{2}$ with the bottom row of $b_{1}$ and then re-scaling the result to obtain a new braid $b_{1} b_{2}$. The concatenation product is associative and makes the set of all $f$-braids $B_{f}$ a group called the braid group. The set of all ( $m, n$ )-braids with this product generates the subgroup $B_{m} \times B_{n}$ of $B_{m+n}$.

For $1 \leq i \leq m-1$ and $1 \leq j \leq n-1$, let $\sigma_{i}$ and $\sigma_{j}^{*}$ denote the ( $m, n$ )-braids given by


It follows from the second Reidemeister move that


Moreover, it is well-known that the braid group $B_{m} \times B_{n}$ is generated by $1, \sigma_{1}, \ldots, \sigma_{m-1}, \sigma_{1}^{*}, \ldots, \sigma_{n-1}^{*}$ subject to the relations
(B1) $\quad \sigma_{i} \sigma_{j}=\sigma_{j} \sigma_{i}, \quad$ if $|i-j|>1, \quad\left(\mathrm{~B}^{*}\right) \quad \sigma_{i}^{*} \sigma_{j}^{*}=\sigma_{j}^{*} \sigma_{i}^{*}, \quad$ if $|i-j|>1$,
(B2) $\sigma_{i+1} \sigma_{i} \sigma_{i+1}=\sigma_{i} \sigma_{i+1} \sigma_{i}$,
$\left(\mathrm{B} 2^{*}\right) \quad \sigma_{i+1}^{*} \sigma_{i}^{*} \sigma_{i+1}^{*}=\sigma_{i}^{*} \sigma_{i+1}^{*} \sigma_{i}^{*}$.

The braid relations (B2) and (B2*) follow from the third Reidemeister move.
To define a $q$-extension of $\mathcal{B}_{m, n}^{r}$ we need to include horizontal edges. Thus, we follow [Ka] and say that an $f$-tangle consists of two rows of $f$ vertices one above the other, and $f$ strands connecting each vertex with another in such a way that each vertex is incident to precisely one strand. We no longer insist that strands travel from top to bottom, but again, strands cross over and under each other as they pass from one vertex to another. Vertical strands are those that travel from top to bottom, and horizontal strands are those that connect vertices in the same row. An $(m, n)$-tangle is an $(m+n)$-tangle with a wall between the $m$ th and $(m+1)$ st vertices such that horizontal strands never cross the wall and vertical strands always connect vertices on opposite sides of the wall. Since the concatenation product of tangles with horizontal strands can create cycles and self-crossing edges, we allow a tangle to contain arbitrarily many closed cycles and curls. For example,

is a $(6,6)$-tangle. We take tangles to be their equivalence classes up to regular isotopy. The set of all $f$-tangles is denoted $\mathfrak{T}_{f}$ and the set of all $(m, n)$-tangles is denoted $\mathfrak{T}_{m, n}$. Tangles with horizontal edges are not invertible under the concatenation product, but the concatenation product makes $\mathfrak{T}_{f}$ and $\mathfrak{T}_{m, n}$ into monoids which we call the tangle monoids.

Let $h$ denote the following ( $m, n$ )-tangle which Kauffman refers to as a hook:


The braid monoid $M_{m, n}$ is the monoid generated in $\mathfrak{T}_{m, n}$ by

$$
1, \sigma_{1}, \cdots, \sigma_{m-1}, h, \sigma_{1}^{*}, \ldots, \sigma_{n-1}^{*}
$$

For $m+n \geq 3$, the braid monoid $M_{m, n}$ does not contain all $(m, n)$-tangles (see $[\mathbf{K a}]$ ), and so when $m+n \geq 3$, we have the proper containments

$$
\begin{equation*}
B_{m} \times B_{n} \subset M_{m, n} \subset \mathfrak{T}_{m, n} \tag{4.6}
\end{equation*}
$$

We associate to each of these monoids an algebra of diagrams as follows. Let $r \in \mathbb{Z}^{+} \cup\{0\}$, and let $\mathcal{A} \mathfrak{T}_{m, n}$ denote the free associative algebra generated by $\mathbb{T}_{m, n}$ over $\mathbb{C}(q)$ subject to the relations:

(Q2) (a) $h \sigma_{m-1} h=q^{r} h$,
(Q2*) (a) $h \sigma_{1}^{*} h=q^{r} h$,
(b) $h \sigma_{m-1}^{-1} h=q^{-1} h$,
(b) $h \sigma_{1}^{*-1} h=q^{-1} h$,
(Q3) $h^{2}=\llbracket r \rrbracket_{q} h$.

In terms of tangles, these relations give the tangle identities given in Figure 4.7.

Figure 4.7. Tangle Identities.

$$
\begin{equation*}
\text { 促 }=q^{-1}+\left(q^{-1}-1\right) \tag{Q1}
\end{equation*}
$$

(Q2)
(a)

(b)

(Q2*)
(a)

$=q^{r}$ 四••
(b)


Like the Reidemeister moves, the tangle identities relate diagrams which differ in small open disks by the given relation and are the same outside the disk. Identity ( $Q 1$ ) allows us to change over-crossings to under-crossings. The identities of $(Q 2)$ allow us to remove curls. We will say that the curls in (Q2)(a) have positive orientation and are removed with a penalty of $q^{r}$. Those in (Q2)(b) have negative orientation and are removed with a penalty of $q^{-1}$. The unknotted simple loop in $(Q 3)$ is removed with a penalty of $\llbracket r \rrbracket_{q}$.

We refer to the images of the tangles in $\mathcal{A T} \mathfrak{T}_{m, n}$ as $q$-diagrams, or sometimes, $(m, n ; q)$-diagrams. Let $\mathcal{A} M_{m, n}$ denote the restriction of $\mathcal{A} \mathcal{T}_{m, n}$ to tangles in the braid monoid $M_{m, n}$, and let $\mathcal{A}\left(B_{m} \times B_{n}\right)$ denote the restriction of $\mathcal{A} \mathfrak{T}_{m, n}$ to the braid group.

Theorem 4.8. There exists a surjective homomorphism $\pi: H_{m, n}^{r}(q) \longrightarrow$ $\mathcal{A} M_{m, n}$ given by $\pi\left(g_{i}\right)=\sigma_{i}, \pi\left(g_{j}^{*}\right)=\sigma_{j}^{*}$, and $\pi(e)=h$.

Proof. Let $F_{m, n}$ denote the free associative $\mathbb{C}(q)$-algebra generated by

$$
1, g_{1}, \ldots, g_{m-1}, e, g_{1}^{*}, \ldots, g_{n-1}^{*}
$$

and define a homomorphism $\pi: F_{m, n} \longrightarrow \mathcal{A} M_{m, n}$ by $\pi\left(g_{i}\right)=\sigma_{i}, \pi\left(g_{j}^{*}\right)=\sigma_{j}^{*}$, and $\pi(e)=h$. Let $I_{m, n}$ be the ideal of $F_{m, n}$ generated by the $H_{m, n}^{r}(q)$ relations. Then the theorem is proved by showing that $I_{m, n}$ is in the kernel of $\pi$, or, equivalently, that $\sigma_{i}, \sigma_{j}$, and $h$ satisfy the $H_{m, n}^{r}(q)$ relations. The commutativity relations (B1), (B1*), (HH), (K1), and (K1*) are topological moves in $\mathfrak{T}_{m, n}$ that trivially preserve the configuration of the crossings. The braid relations (B2), and (B2*) follow from the third Reidemeister move. Relations ( IH ) and ( $\mathrm{IH}^{*}$ ) are equivalent to ( $Q 1$ ). Relations (K2) and (K2*) are equivalent to $(Q 2)$ and $\left(Q 2^{*}\right)$, respectively, and relation (K3) is equivalent to $(Q 3)$. One verifies that (K4) is satisfied by multiplying $q$-diagrams and using the second Reidemeister move. We show the first equality in (K4) here:


By specializing $q=1$, we show that the homomorphism in Theorem 4.8 is an isomorphism. If we let $q=1$ in the tangle identities of Figure 4.7, then $(Q 1)$ identifies each braid generator with its inverse, $(Q 2)$ removes curls, and ( $Q 3$ ) becomes $h^{2}=r h$. Kauffman [Ka] proves that modulo these relations, the tangles become Brauer diagrams (i.e., $(m+n)$-diagrams) and the multiplication is exactly the multiplication given in Section 3. It follows that upon setting $q=1$, we have $\mathcal{A} M_{m, n} \cong \mathcal{B}_{m, n}^{r}$, as $\mathbb{C}$-algebras, and we conclude that

$$
\begin{equation*}
\operatorname{dim}_{\mathbb{C}(q)} \mathcal{A} M_{m, n} \geq \operatorname{dim}_{\mathbb{C}} \mathcal{B}_{m, n}^{r}=(m+n)! \tag{4.9}
\end{equation*}
$$

Since, $\operatorname{dim}_{\mathbb{C}(q)} H_{m, n}^{r}(q) \leq(m+n)$ ! and $H_{m, n}^{r}(q)$ maps onto $\mathcal{A} M_{m, n}$ we have $H_{m, n}^{r}(q) \cong \mathcal{A} M_{m, n}$. For the remainder of this work, we associate the generators of $H_{m, n}^{r}(q)$ with their $q$-diagrams, and we refer to the diagrams of $g_{i}$, $g_{j}^{*}$, and $e$ as generator diagrams.

Recall that $\mathcal{D}_{m, n}$ is the set of $(m, n)$-diagrams and that $\mathcal{D}_{m, n}$ is a basis of $\mathcal{B}_{m, n}^{r}$. Since $H_{m, n}^{r}(q)$ is a $q$-deformation of $\mathcal{B}_{m, n}^{r}$, we have the following theorems:

Theorem 4.10. For all $r \in \mathbb{Z}^{+} \cup\{0\}$, $H_{m, n}^{r}(1) \cong \mathcal{B}_{m, n}^{r}$ as $\mathbb{C}$-algebras. In particular, $\operatorname{dim}_{\mathbb{C}(q)}\left(H_{m, n}^{r}(q)\right)=(m+n)$ !.

Theorem 4.11. Any set $\tilde{D}$ of $q$-diagrams which specialize when $q=1$ to $\mathcal{D}_{m, n}$ is a basis of $H_{m, n}^{r}(q)$.

Proof. Since $\tilde{D}$ specializes when $q=1$ to $\mathcal{D}_{m, n}$, which is a basis for $H_{m, n}^{r}(1)$, the set $\tilde{D}$ is $\mathbb{C}(q)$-independent. Since $|\tilde{D}|=(m+n)!=\operatorname{dim}_{\mathbb{C}(q)} H_{m, n}^{r}(q)$, the set $\tilde{D}$ spans $H_{m, n}^{r}(q)$.

In (4.6) we remarked that not all $(m, n)$-tangles are in the monoid $M_{m, n}$, and thus not all $(m, n ; q)$-diagrams are in $H_{m, n}^{r}(q)$. To identify the $q$-diagrams in $H_{m, n}^{r}(q)$, we say that a $q$-diagram $d$ is in standard form if
(1) no strand of $d$ crosses itself,
(2) no two strands of $d$ cross more than once, and
(3) $d$ contains no cycles.

Notice that (2) precludes horizontal strands in $t(d)$ from crossing horizontal strands in $b(d)$.

Theorem 4.12. Any $q$-diagram $d$ in standard form can be written as a product of generator diagrams.

Proof. First we assume that $d$ has only vertical strands (i.e., $d$ is a braid), and we induct on the number of crossings in $d$. If $d$ has 0 crossings, then $d=1$ and the theorem holds. Otherwise, if $d$ has a crossing on the left side of the wall, then there exist two adjacent vertices, say $i$ and $i+1$, such that the strands adjacent to them cross before, moving top to bottom, they cross any other strands. We can write $d=g_{i}^{t} d^{\prime}$ where $d^{\prime}$ has only vertical strands and has one fewer crossing than $d$, and $t \in\{1,-1\}$. If $d$ does not have crossings left of the wall, then it must have at least one crossing right of the wall, and the same argument holds with $g_{i}^{*}$ in place of $g_{i}$. The result follows by induction.

As in Section 3, let $t_{i}^{L}(d)$ (respectively, $\left.b_{i}^{L}(d)\right)$ denote the $i$ th vertex in the top (bottom) row of $d$ to the left of the wall, and let $t_{j}^{R}(d)$ (respectively, $\left.b_{j}^{R}(d)\right)$ denote the $j$ th vertex in the top (bottom) row of $d$ to the right of the wall. If $d$ has horizontal strands, then $d$ can be written as $d=G_{1} d^{\prime} G_{2}$ where $G_{i}$ contains only vertical strands and $d^{\prime}$ has horizontal strands that connect $t_{m}^{L}\left(d^{\prime}\right)$ to $t_{1}^{R}\left(d^{\prime}\right)$ and $b_{m}^{L}(d)$ to $b_{i}^{R}(d)$ and which do not cross any other strands in $d^{\prime}$. To see this, consider the example


If we order the horizontal strands of $d$ from top to bottom as they appear on the page, then it is the first and the last strand in $d$ that become the distinguished strands in $d^{\prime}$.

We now can write $d^{\prime}=e d^{\prime \prime}$, where $d^{\prime \prime}$ has identity strands connecting $t_{m}^{L}(d)$ with $b_{m}^{L}(d)$ and $t_{1}^{R}(d)$ with $b_{1}^{R}(d)$. Continuing this way, we remove all horizontal strands from $d$, and the theorem follows from above.

The product of two $q$-diagrams in standard form may not be in standard form. However, the tangle identities of Figure 4.7 allow us to "standardize" these diagrams inductively. If a diagram has edges that cross more than once, then we can use the third Reidemeister move to isolate a double crossing in a small disk. Applying either ( $Q 1$ ) or the second Reidemeister move removes the double crossing without introducing any new crossings. Once we have removed all double crossings in a diagram, we then can remove all simple curls with ( $Q 2$ ) and all simple cycles with ( $Q 3$ ) without introducing any new crossings. In this way, we write the diagram as a $\mathbb{C}(q)$-linear combination of standard diagrams.

Proposition 4.13. Any element of $H_{m, n}^{r}(q)$ can be written as a $\mathbb{C}(q)$-linear sum of $q$-diagrams in standard form.

## 5. Character Classes.

Recall that $t_{i}^{L}(d)$ (respectively, $b_{i}^{L}(d)$ ) denotes the $i$ th vertex in the top (bottom) row of $d$ to the left of the wall and $t_{j}^{R}(d)$ (respectively, $b_{j}^{R}(d)$ ) denotes the $j$ th vertex in the top (bottom) row of $d$ to the right of the wall. We define the cycle type of a diagram $d \in \mathcal{D}_{m, n}$ by traversing the diagram $d$ as follows:
(1) Start with vertex $t_{1}^{L}(d)$, if it exists; otherwise, start with vertex $b_{1}^{R}(d)$.
(2) Follow the edge adjacent to this vertex. Upon reaching the opposite end of an edge, jump to the vertex directly above it if we are in $b(d)$ and to the vertex directly below it if we are in $t(d)$, and continue by following the edge adjacent to that vertex.
(3) Returning to the starting vertex completes a cycle in $d$. If not all of the edges of $d$ have been traversed, we go to the first vertex in $t^{L}(d)$ or in $b^{R}(d)$ that has not been visited and repeat the process.
In this way, we decompose $d$ into disjoint cycles. For example, the diagram

has 4 disjoint cycles. The first is on vertices $1,1^{\prime}, 2^{\prime}, 3$, the second on vertices $2,4,5$ the third on vertices $6,4^{\prime}, 3^{\prime}$, and the fourth on vertices $5^{\prime}, 6^{\prime}$.

For each cycle $c$ in $d$, let type ( $c$ ) denote the number of vertical edges in $c$ on the left side of the wall minus the number of vertical edges in $c$ on the right side of the wall. The integer type $(c)$ is the cycle type of $c$, and we say that $c$ is a type $(c)$-cycle. It is always possible to list the cycles of $d$ in such a way, $c_{1}, c_{2}, \ldots, c_{s}$, that

$$
\begin{equation*}
\operatorname{type}\left(c_{1}\right) \geq \operatorname{type}\left(c_{2}\right) \geq \ldots \geq \operatorname{type}\left(c_{s}\right) \tag{5.2}
\end{equation*}
$$

where $s$ is the number of cycles in $d$. In other words, the sequence (5.2) is an $s$-staircase. We associate with $d$ the $(m+n)$-staircase $\zeta(d)$ obtained from (5.2) by inserting $m+n-s$ zeros into the sequence between the positive values and the negative values. The $(m+n)$-staircase $\zeta(d)$ is called the cycle type of $d$. The ordering on the cycles of $d$ is not unique, but the $(m+n)$ staircase $\zeta(d)$ is uniquely defined. If $d \in \mathcal{S}_{m} \times \mathcal{S}_{n}$, then $\left(\zeta(d)^{+}, \zeta(d)^{-}\right)$is exactly its cycle type when viewed as a pair of permutations. In example (5.1), the diagram $d$ has $\zeta(d)=\left(3,0^{9},-1,-2\right)$, since $m=n=6$.

Zero cycles contain the same number of vertices on each side of the wall, and vertical edges in non-zero cycles do not get counted in the type of $d$ only if they are paired with a vertical edge on the opposite side of the wall. Thus, there exists an integer $h(d)$ satisfying $1 \leq h(d) \leq \min (m, n)$ and $\zeta(d)^{+} \vdash(m-h(d))$ and $\zeta(d)^{-} \vdash(n-h(d))$. In our example $h(d)=2$, $\zeta(d)^{+}=(3)$, and $\zeta(d)^{-}=(2,1)$.

To each $d \in \mathcal{D}_{m, n}$ we associate the $q$-diagram $d^{(q)}$ by $q$-traversing $d$ as follows:
(1) Order the cycles of $d$ by type as in (5.2) and traverse the cycles in this order.
(2) Traverse an individual cycle in $d^{(q)}$ just as we would traverse the cycle in $d$, only now, whenever we cross an edge, we go under it if that edge has already been traversed, and over it if that edge has not been traversed.

In this way, $d^{(q)}$ is in standard form, and the cycles of $d^{(q)}$ are layered from top to bottom according to their type. For our example (5.1), we have


Remark 5.3. I would like to thank Arun Ram for suggesting that I use such a method of drawing the basis of $H_{m, n}^{r}(q)$.

It is clear from this construction that $d^{(q)}$ specializes when $q=1$ to $d$, and it follows from Theorem 4.11 that

Proposition 5.4. The set $\mathcal{D}_{m, n}^{q} \stackrel{\text { def }}{=}\left\{d^{(q)} \mid d \in \mathcal{D}_{m, n}\right\}$ is a $\mathbb{C}(q)$-basis for $H_{m, n}^{r}(q)$.

We consider

$$
\begin{equation*}
H_{k, \ell}^{r}(q) \otimes H_{m-k, n-\ell}^{r}(q) \subseteq H_{m, n}^{r}(q) \tag{5.5}
\end{equation*}
$$

in the following way. If $d_{1}$ is a $(k, \ell ; q)$-diagram and $d_{2}$ is an $(m-k, n-\ell ; q)$ diagram, then $d_{1} \otimes d_{2}$ is the ( $m, n ; q$ )-diagram obtained by placing, in order, the first $k$ dots of $d_{1}$, the first $m-k$ dots of $d_{2}$, the wall, the last $\ell$ dots of $d_{1}$, and the last $n-\ell$ dots of $d_{2}$. We then attach each strand to its original vertex while placing the strands of $d_{1}$ on top of the strands of $d_{2}$. Then $H_{k, \ell}^{r}(q)$ commutes with $H_{m-k, n-\ell}^{r}(q)$ inside of $H_{m, n}^{r}(q)$, so the tensor product is well defined.

We say that a diagram $c \in \mathcal{D}_{m, n}$ is a cycle diagram if $c$ consists of a single cycle and has the property that when we traverse it, we visit the columns on the left side of the wall in increasing order, and we visit the columns on the right side of the wall in increasing order. If $c$ is a cycle diagram in $\mathcal{D}_{m, n}$, then we say that $c^{(q)}$ is a cycle diagram in $\mathcal{D}_{m, n}^{q}$. For example,


For each $k>0$, we let $d_{k}$ denote the cycle in $\mathcal{B}_{k, 0}^{r} \cong \mathcal{S}_{k}$ given by $d_{k}=$ $s_{k-1} s_{k-2} \cdots s_{1}$, and for $k<0$, we let $d_{k}$ denote the cycle in $\mathcal{B}_{0,-k}^{r}$ given by $d_{k}=s_{1}^{*} s_{2}^{*} \cdots s_{-k-1}^{*}$. They are drawn as

$$
\begin{equation*}
d_{k}= \tag{5.6}
\end{equation*}
$$

When $k=0$, we let $d_{k}=\emptyset$. When $k>0$, we lift $d_{k}$ to the $q$-diagram $d_{k}^{(q)}=g_{k-1} g_{k-2} \cdots g_{1} \in H_{k}(q)$, and when $k<0$, we lift $d_{k}$ to the $q$-diagram $d_{k}^{(q)}=g_{1}^{*-1} g_{2}^{*-1} \cdots g_{-k-1}^{*}{ }^{-1} \in H_{-k}(q)$. Thus,

$$
\begin{equation*}
d_{k}^{(q)}= \tag{5.7}
\end{equation*}
$$

The inverses are required when $k<0$, since we traverse the cycle diagram starting with $b_{1}^{R}\left(d_{k}^{(q)}\right)$. Recall that $e$ is the diagram in $\mathcal{B}_{1,1}^{r}$ and in $H_{1,1}^{r}$ given by

$$
e=\begin{align*}
& \varphi_{\square}  \tag{5.8}\\
& \curvearrowleft
\end{align*}
$$

and let $e^{\otimes h}=e \otimes e \otimes \cdots \otimes e$ with $h$-factors. For $\zeta \in \Phi^{m, n}$, let $h(\zeta) \in \mathbb{Z}$ so that $\zeta^{+} \vdash(m-h(\zeta))$ and $\zeta^{-} \vdash(n-h(\zeta))$, and assume that the lengths of the positive and negative parts of $\zeta$ are $\ell\left(\zeta^{+}\right)=i$ and $\ell\left(\zeta^{-}\right)=j$. Then $d_{\zeta^{+}}, d_{\zeta^{-}}, d_{\zeta^{+}}^{(q)}$, and $d_{\zeta^{-}}^{(q)}$ are the diagrams given by
(5.9) $d_{\zeta^{+}}=d_{\zeta_{1}} \otimes d_{\zeta_{2}} \otimes \cdots \otimes d_{\zeta_{i}}$ and $d_{\zeta^{-}}=d_{\zeta_{r-j}} \otimes \cdots \otimes d_{\zeta_{r-1}} \otimes d_{\zeta_{r}}$, $d_{\zeta^{+}}^{(q)}=d_{\zeta_{1}}^{(q)} \otimes d_{\zeta_{2}}^{(q)} \otimes \cdots \otimes d_{\zeta_{i}}^{(q)}$ and $d_{\zeta^{-}}^{(q)}=d_{\zeta_{r-j}}^{(q)} \otimes \cdots \otimes d_{\zeta_{r-1}}^{(q)} \otimes d_{\zeta_{r}}^{(q)}$,
and $d_{\zeta} \in \mathcal{B}_{m, n}^{r}$ and $d_{\zeta}^{(q)} \in H_{m, n}^{r}(q)$ are the diagrams given by

$$
\begin{equation*}
d_{\zeta}=d_{\zeta^{+}} \otimes e^{\otimes h(\zeta)} \otimes d_{\zeta^{-}} \quad d_{\zeta^{(q)}}^{(q)}=d_{\zeta^{+}}^{(q)} \otimes e^{\otimes h(\zeta)} \otimes d_{\zeta^{-}}^{(q)} \tag{5.10}
\end{equation*}
$$

For example, if $\zeta=\left(2,2,0^{8},(-1)^{2},-3\right) \in \Phi^{6,7}$, then


Elements $a$ and $b$ of $H_{m, n}^{r}(q)$ (resp. $\mathcal{B}_{m, n}^{x}$ ) are said to be conjugate, written $a \sim b$, if there exists $h \in H_{m}(q) \otimes H_{n}(q)$ (resp. $\left.h \in \mathcal{S}_{m} \times \mathcal{S}_{n}\right)$ such that $h a h^{-1}=b$. If $a \sim b$ and $t r$ is any trace on $H_{m, n}^{r}(q)$ (resp. $\mathcal{B}_{m, n}^{x}$ ), then by the trace property, $\operatorname{tr}(a)=\operatorname{tr}(b)$.

## Proposition 5.11.

(a) If $d \in \mathcal{D}_{m, n}$, then $d \sim c_{1} \otimes c_{2} \otimes \cdots \otimes c_{s}$ and $d_{q} \sim c_{1}^{(q)} \otimes c_{2}^{(q)} \otimes \cdots \otimes c_{k}^{(q)}$, where $c_{1}, c_{2}, \ldots, c_{s}$ are the cycles of $d$ ordered so that type $\left(c_{1}\right) \geq$ type $\left(c_{2}\right) \geq$ $\cdots \geq$ type $\left(c_{s}\right)$.
(b) If d is any $(m-1, n-1 ; q)$-diagram, then $d \otimes e \sim e \otimes d$.

Proof. For part (a), define $\pi=\left(\pi_{1}, \pi_{2}\right) \in \mathcal{S}_{m} \times \mathcal{S}_{n}$ and $h=h_{1} \otimes h_{2} \in$ $H_{m}(q) \otimes H_{n}(q)$ as follows: if in $q$-traversing $d_{q}$ as above, the $i$ th column visited on the left side of the wall is $j$, then let $\pi_{1}(j)=i$ and connect the $j$ th vertex in the bottom row of $h_{1}$ to the $i$ th vertex in the top row of $h_{1}$ always passing under any edges that are already drawn. If the $i$ th column visited on the right side of the wall is $j$, then let $\pi_{2}(j)=i$ and connect the $j$ th vertex in the bottom row of $h_{2}$ to the $i$ th vertex in the top row of $h_{2}$ always passing under any edges that are already drawn. Then $h d^{(q)} h^{-1}$ is equal to the tensor product of the cycles of $d^{(q)}$. For our example (5.1) we have


Notice that layering consecutive edges of $h$ just as we did in $d^{(q)}$ allows us to pull the first cycle of $d^{(q)}$ to the front over the top of the other cycles, then pull the second cycle out from between the first and the third, etc. That $\pi d \pi^{-1}$ is the tensor product of its cycles follows from ignoring the over and under-crossings. For part (b), let $h=g_{1} g_{2} \cdots g_{m-1} g_{1}^{*-1} g_{2}^{*-2} \cdots g_{n-1}^{*-1}$, and then $h(d \otimes e) h^{-1}=e \otimes d$. The reader should note that in general $d_{1} \otimes d_{2} \sim d_{2} \otimes d_{1}$ holds in $\mathcal{B}_{m, n}^{r}$ but not in $H_{m, n}^{r}(q)$.

Let

$$
z(d) \stackrel{\text { def }}{=}(\text { number of } 0 \text {-cycles in } d)
$$

Since 0 -cycles do not contribute to $\zeta(d)$ and since 0 -cycles contain the same number of vertices on each side of the wall, we have $0 \leq z(d) \leq h(d)$. Let $v(d) \stackrel{\text { def }}{=}$ (number of vertical edges of $d$ which do not get counted in $\zeta(d)$ ), $w(d) \stackrel{\text { def }}{=}$ (number of cycles $c$ in $d$ with type $(c)<0$ that have at least one horizontal edge),
$u(d) \stackrel{\text { def }}{=}[h(d)-v(d)-z(d)-w(d)] r-w(d)$,
and define functions $\xi: \mathcal{D}_{m, n} \longrightarrow \mathbb{C}(x)$ and $\xi_{q}: \mathcal{D}_{m, n} \longrightarrow \mathbb{C}(q)$ by

$$
\begin{equation*}
\xi(d)=x^{z(d)-h(d)} \quad \text { and } \quad \xi_{q}(d)=\llbracket r \rrbracket_{q}^{z(d)-h(d)} q^{u(d)} \tag{5.12}
\end{equation*}
$$

If $d \sim d_{\zeta}$ for some $\zeta \in \Phi^{m, n}$, then $z(d)=h(d), v(d)=0, w(d)=0, \xi(d)=1$, and $\xi_{q}(d)=1$.

Theorem 5.13. Let $d \in \mathcal{D}_{m, n}$ with $\zeta=\zeta(d)$ and $h=h(d)$. Then for any character $\chi_{H}$ of $H_{m, n}^{r}(q)$ and any character $\chi_{\mathcal{B}}$ of $\mathcal{B}_{m, n}^{x}$, we have:
(i) $\chi_{\mathcal{B}}(d)=\xi(d) \chi_{\mathcal{B}}\left(d_{\zeta}\right)$,
(ii) $\chi_{H}\left(d^{(q)}\right)=\xi_{q}(d) \chi_{H}\left(d_{\zeta}^{(q)}\right)$.

Proof. Part (i) follows from (ii) by setting $q=1$, so we prove (ii). From Proposition 5.11(a), we have

$$
\begin{equation*}
d^{(q)} \sim d^{(q)^{\prime}}=c_{1}^{(q)} \otimes c_{2}^{(q)} \otimes \cdots \otimes c_{s}^{(q)} \tag{5.14}
\end{equation*}
$$

where type $\left(c_{1}^{(q)}\right) \geq \operatorname{type}\left(c_{2}^{(q)}\right) \geq \cdots \geq \operatorname{type}\left(c_{s}^{(q)}\right)$. If each 0 -cycle is $e$ and each nonzero cycle has no horizontal edges, then $d^{(q)^{\prime}}=d_{\varsigma}^{(q)}$, and we are done. Otherwise, there exists a cycle $c \neq e$ in (5.14) that has a horizontal edge. Assume that $c$ is an ( $m^{\prime}, n^{\prime} ; q$ )-cycle diagram and that the last horizontal edge encountered in $t(c)$ while $q$-traversing $c$ connects $t_{i}^{L}(c)$ to $t_{j}^{R}(c)$. Then, $\varepsilon_{i j} c=\llbracket r \rrbracket_{q} c$, where we are considering $\varepsilon_{i j} \in H_{m^{\prime}, n^{\prime}}^{r}(q)$. Moreover, if $E$ is the embedding of $\varepsilon_{i, j}$ in $H_{m, n}^{r}(q)$, then

$$
\begin{equation*}
\chi_{H}\left(d^{(q)^{\prime}}\right)=\frac{1}{\llbracket r \rrbracket_{q}} \chi_{H}\left(E d^{(q)^{\prime}}\right)=\frac{1}{\llbracket r \rrbracket_{q}} \chi_{H}\left(d^{(q)^{\prime}} E\right) . \tag{5.15}
\end{equation*}
$$

Therefore, we are interested in the product $d^{(q)^{\prime}} E$, or more particularly, $c \varepsilon_{i, j}$. If $v$ and $v^{\prime}$ are vertices in $c$, we write $v \leftrightarrow v^{\prime}$ if they are connected by an edge. Let $\circ$ and $\diamond$ be the vertices in $c$ such that $b_{2}^{L}(c) \leftrightarrow 0$ and $b_{1}^{R}(c) \leftrightarrow \diamond$, and consider the four possible locations of $\circ$ and $\diamond$.
Case (i): $\quad \circ \in t^{L}(c)$ and $\diamond \in t^{R}(c)$. Then we have

where only the edges of interest are included and where edges which come before these in the cycle pass over the edges shown here. Notice that $c \varepsilon_{i, j} \sim$ $e \otimes c^{\prime}$ where $c^{\prime} \in \mathcal{D}_{m^{\prime}-1, n^{\prime}-1}^{(q)}$ is a cycle with the same type as $c$. If $i=1$, then, since we are using the last horizontal edge encountered in $t(c)$, there is only one horizontal edge in each row of $c$, and we must have $\circ=t_{m}^{L}(c)$. Conjugating $c$ by $h=g_{1}^{-1} g_{2}^{-1} \cdots g_{m^{\prime}}^{-1}$, moves $t_{1}^{L}(c)$ to $t_{2}^{L}(c)$ and $\circ$ to $t_{1}^{L}(c)$, so we are safe to assume that $\circ=t_{i-1}^{L}(c)$ as pictured above.

Case (ii): $\circ \in t^{L}(c)$ and $\diamond \in b^{L}(c)$. Here $\diamond=b_{i+1}^{L}(c)$ is forced by the definition of cycle diagram, and the picture is


We remove the positively-oriented simple curl in $\circ \leftrightarrow \diamond$ with penalty $q^{r}$ and have $c \varepsilon_{i, j} \sim q^{r} e \otimes c^{\prime}$ where $c^{\prime} \in \mathcal{D}_{m^{\prime}-1, n^{\prime}-1}^{(q)}$ is a cycle with the same type as c. As in case (i), we assume that $o=t_{i-1}^{L}(c)$.

Case (iii): $\quad \circ \in b^{R}(c)$ and $\diamond \in b^{L}(c)$. We must have $j=n^{\prime}$ and $\circ=b_{n^{\prime}-1}^{R}(c)$, so the picture is


We remove the curl and have $c \varepsilon_{i, n^{\prime}} \sim q^{r} e \otimes c^{\prime}$, where $c^{\prime} \in \mathcal{D}_{m^{\prime}-1, n^{\prime}-1}^{(q)}$ is a cycle with the same type as $c$.
Case (iv): $\circ \in b^{R}(c)$ and $\diamond \in t^{R}(c)$. First we assume that $c$ has more than one horizontal edge in each row. Then the picture is


The curl is removed with a penalty of $q^{r}$ and $c \varepsilon_{i, j} \sim q^{r} c^{\prime} \otimes e$ where $c^{\prime} \in$ $\mathcal{D}_{m^{\prime}-1, n^{\prime}-1}^{(q)}$ has the same type as $c$.

If $c$ has only one horizontal edge in each row, then $c$ is a right cycle, and


Here, the curl is removed with a penalty of $q^{-1}$ (see Figure 4.7. $\left(Q 2^{*}\right)(\mathrm{b})$ ), since it has negative orientation. We have $c \varepsilon_{1,1} \sim q^{-1} c^{\prime} \otimes e$ where $c^{\prime} \in$
$\mathcal{D}_{m^{\prime}-1, n^{\prime}-1}^{(q)}$.
We repeat the process with $c^{\prime}$ in place of $c$ until either $c^{\prime}=e$ or $c^{\prime}$ has no horizontal edges. If $c$ is a 0 -cycle, then $z(c)=1$, and after $h(c)-z(c)$ reductions we get $c^{\prime}=e$. If $c$ is a $k$-cycle with $k \neq 0$, then after $h(c)$ reductions we get $c^{\prime}=d_{k}^{(q)}$. At each reduction, we multiply by $\llbracket r \rrbracket_{q}$, so in the end we pick up the scalar $\llbracket r \rrbracket_{q}^{\prod^{h(c)-z(c)}}$. Each reduction also introduces the constant $q^{r}$ except for reductions in which we cancel vertical edges and for the last reduction in the case that type $(c)<0$. In this event, we introduce $q^{-1}$. Note that in this last case $w(c)=1$; otherwise, $w(c)=0$. There are a total of $h(c)-z(c)-v(c)-w(c)$ reductions in which we multiply by $q^{r}$ and $w(c)$ reductions in which we multiply by $q^{-1}$. If we do this for each cycle in (5.14) that has a horizontal edge and is not $e$, then by 5.11(b), we can conjugate the resulting diagram to be in the form of $d_{\zeta}^{(q)}$. To see that we have picked up the constant $\xi_{q}(d)$, observe that $h(d)=\sum_{i=1}^{\ell} h\left(c_{i}\right)$ and $u(d, r)=\sum_{i=1}^{\ell} u\left(c_{i}, r\right)$.

We rescale the bases of $H_{m, n}^{r}(q)$ and $\mathcal{B}_{m, n}^{r}$ as follows:

$$
\begin{equation*}
\tilde{\mathcal{D}}_{m, n}^{q}=\left\{\xi_{q}(d)^{-1} d_{q} \mid d \in \mathcal{D}_{m, n}\right\}, \quad \tilde{\mathcal{D}}_{m, n}=\left\{\xi(d)^{-1} d \mid d \in \mathcal{D}_{m, n}\right\} \tag{5.16}
\end{equation*}
$$

Then $\tilde{\mathcal{D}}_{m, n}$ and $\tilde{\mathcal{D}}_{m, n}^{q}$ are bases for $\mathcal{B}_{m, n}^{x}$ and $H_{m, n}^{r}(q)$, respectively, that divides into classes labeled by $\Phi^{m, n}$ on which characters are constant. For this reason we call the classes indexed by $\Phi^{m, n}$ character classes. Note that we have shown, also, that $d_{\zeta}$ and $d_{\zeta}^{(q)}$ are representatives of the class $\zeta \in \Phi^{m, n}$ in their respective algebras.

The idea of diagram type is generalized from [R2]. There, the type of $(m+n)$-diagrams is given, and the $(m+n)$-diagrams are partitioned into $\mathcal{B}_{m+n}^{r}$-character classes.

## 6. The Quantum General Linear Group.

In this chapter we describe a $q$-deformation $\mathcal{U}_{q}(g \ell(r, \mathbb{C}))$ of the universal enveloping algebra $\mathcal{U}(g \ell(r, \mathbb{C}))$ of the Lie algebra $g \ell(r, \mathbb{C})$. Such deformations are known as quantum groups, although they are not groups but are Hopf algebras over the field $\mathbb{C}(q)$ of rational functions. Let $\mathcal{H}$ be the Cartan subalgebra of diagonal matrices in th Lie algebra $g \ell(r, \mathbb{C})$. For $1 \leq i \leq r$, let $\epsilon_{i}$ be the basis element of $\mathcal{H}^{*}$ that projects a matrix onto its $i, i$-entry. There exists a non-degenerate bilinear form on $\mathcal{H}^{*}$ given by $\left(\epsilon_{i}, \epsilon_{j}\right)=\delta_{i, j}$. If we let $\alpha_{i}=\epsilon_{i}-\epsilon_{i+1}$, then $\alpha_{1}, \ldots, \alpha_{r-1}$ is a base of simple roots for the subalgebra $s \ell(r, \mathbb{C})$ with respect to its Cartan subalgebra of diagonal matrices. Relative
to this form $\left(\alpha_{i}, \alpha_{i}\right)=1$, and the Cartan matrix $\left(a_{i j}\right)$ of $s \ell(r, \mathbb{C})$ satisfies $a_{i, j}=2\left(\alpha_{i}, \alpha_{j}\right)$. Thus $a_{i i}=2, a_{i j}=-1$, if $j=i \pm 1$, and $a_{i j}=0$, otherwise.

Let $\mathcal{U}_{q}=\mathcal{U}_{q}(g \ell(r, \mathbb{C}))$ be the associative $\mathbb{C}(q)$ algebra with generators $\left\{X_{i}^{ \pm} \mid 1 \leq i \leq r-1\right\} \cup\left\{t_{i}^{ \pm 1} \mid 1 \leq i \leq r\right\}$ subject to the relations:
(1) $t_{i} t_{i}^{-1}=1=t_{i}^{-1} t_{i}, \quad$ and $\quad t_{i} t_{j}=t_{j} t_{i}$, if $i \neq j$,
(2) $t_{i} X_{j}^{ \pm} t_{i}^{-1}=q^{ \pm \frac{1}{2}\left(\epsilon_{i}, \alpha_{j}\right)} X_{j}^{ \pm}$,
(3) $\left[X_{i}^{+}, X_{j}^{-}\right]=\delta_{i j} \frac{k_{i}^{2}-k_{i}^{-2}}{q^{1 / 2}-q^{-1 / 2}}, \quad$ where $\quad k_{i}=t_{i} t_{i+1}^{-1}$ for $1 \leq i \leq r-1$,
(4) $\left(X_{i}^{ \pm}\right)^{2} X_{i \pm 1}^{ \pm}-\left(q^{1 / 2}+q^{-1 / 2}\right) X_{i}^{ \pm} X_{i \pm 1}^{ \pm} X_{i}^{ \pm}+X_{i \pm 1}^{ \pm}\left(X_{i}^{ \pm}\right)^{2}=0$. Upon letting $q \rightarrow 1$, one obtains the classical Serre relations for the universal enveloping algebra of $g \ell(r, \mathbb{C})$. The element $t_{1} t_{2} \cdots t_{r}$ commutes with $\mathcal{U}_{q}$, and the subalgebra generated by $\left\{X_{i}^{ \pm}, k_{i}^{ \pm 1} \mid 1 \leq i \leq r-1\right\}$ is the quantum group $\mathcal{U}_{q}(s \ell(r, \mathbb{C}))$. Moreover, the algebra $\mathcal{U}_{q}$ is a Hopf algebra whose structure is given by
(1) Comultiplication $\Delta: \mathcal{U}_{q} \longrightarrow \mathcal{U}_{q} \otimes \mathcal{U}_{q}$, where

$$
\Delta\left(X_{i}^{ \pm}\right)=X_{i}^{ \pm} \otimes k_{i}^{-1}+k_{i} \otimes X_{i}^{ \pm}, \quad \text { and } \quad \Delta\left(t_{i}\right)=t_{i} \otimes t_{i}
$$

(2) Antipode $S: \mathcal{U}_{q} \longrightarrow \mathcal{U}_{q}$, where $S\left(X_{i}^{ \pm}\right)=-q^{\mp 1 / 2} X_{i}^{ \pm}$and $S\left(t_{i}\right)=t_{i}^{-1}$.
(3) Counit $u: \mathcal{U}_{q} \longrightarrow \mathbb{C}(q)$, where $u\left(X_{i}^{ \pm}\right)=0$, and $u\left(t_{i}\right)=1$.

Comultiplication $\Delta$ is co-associative, so we can define $\Delta^{(f)}: \mathcal{U}_{q} \longrightarrow \otimes^{f} \mathcal{U}_{q}$ by

$$
\begin{align*}
\Delta^{(f)}\left(X_{i}^{ \pm}\right) & =\sum_{i=1}^{f} \underbrace{k_{i} \otimes \cdots \otimes k_{i}}_{i-1} \otimes X_{i}^{ \pm} \otimes \underbrace{k_{i}^{-1} \otimes \cdots \otimes k_{i}^{-1}}_{f-(i+1)}  \tag{6.1}\\
\Delta^{(f)}\left(t_{i}\right) & =t_{i} \otimes t_{i} \otimes \cdots \otimes t_{i}
\end{align*}
$$

The fundamental representation of $g \ell(r, \mathbb{C})$ on $V=\mathbb{C}^{r}$ is extended to the natural representation $\phi_{q}: \mathcal{U}_{q} \longrightarrow \operatorname{End}_{\mathbb{C}(q)}\left(V_{q}\right)$ of $\mathcal{U}_{q}$ on $V_{q}=V \otimes \mathbb{C}(q)$ by

$$
\begin{equation*}
\phi_{q}\left(X_{i}^{+}\right)=E_{i, i+1}, \quad \phi_{q}\left(X_{i}^{-}\right)=E_{i+1, i}, \quad \phi_{q}\left(t_{i}\right)=q^{1 / 4} E_{i, i}+\sum_{j \neq i} E_{j j} \tag{6.2}
\end{equation*}
$$

where $E_{i, j}$ denotes the matrix unit that has a 1 in the $(i, j)$-position and 0 elsewhere. It is straightforward to check that $\phi_{q}$ is indeed a representation of $\mathcal{U}_{q}$ and that

$$
\begin{equation*}
\phi_{q}\left(k_{i}\right)=q^{1 / 4} E_{i i}+q^{-1 / 4} E_{i+1, i+1}+\sum_{j \neq i, i+1} E_{j j} . \tag{6.3}
\end{equation*}
$$

Let $V^{*}$ be the dual space to $V$ and let $V_{q}{ }^{*}=V^{*} \otimes \mathbb{C}(q)$. The contragradient representation $\phi_{q}^{*}: \mathcal{U}_{q} \longrightarrow \operatorname{End}\left(V_{q}{ }^{*}\right)$ of $\mathcal{U}_{q}$ on $V_{q}{ }^{*}$ is given by $\phi_{q}^{*}={ }^{t}\left(\phi_{q} S\right)$, where $t$ denotes matrix transpose. Thus

$$
\begin{align*}
\phi_{q}^{*}\left(X_{i}^{+}\right) & =-q^{-1 / 2} E_{i+1, i}, \quad \phi_{q}^{*}\left(X_{i}^{-}\right)=-q^{1 / 2} E_{i, \imath+1}  \tag{6.4}\\
\phi_{q}^{*}\left(t_{i}\right) & =q^{-1 / 4} E_{i, i}+\sum_{j \neq i} E_{\jmath j}
\end{align*}
$$

We induce a representation $\Phi: \mathcal{U}_{q} \longrightarrow \operatorname{End}_{\mathbb{C}(q)}\left(T_{q}^{m, n}\right)$ of $\mathcal{U}_{q}$ on $T_{q}^{m, n}=$ $\left(\otimes^{m} V_{q}\right) \otimes\left(\otimes^{n} V_{q}{ }^{*}\right)$ by

$$
\begin{equation*}
\Phi=\left(\left(\otimes^{m} \phi_{q}\right) \otimes\left(\otimes^{n} \phi_{q}^{*}\right)\right) \Delta^{m+n} \tag{6.5}
\end{equation*}
$$

Lusztig [ $\mathbf{L} \mathbf{u}]$ proves that every irreducible $\mathcal{U}_{q}$-module specializes when $q \rightarrow 1$ to an irreducible $G L_{r}$-module (see Leduc [Le] for details). Thus for $\gamma \in \Phi_{r}^{m, n}$, we let $V_{q}^{\gamma}$ be the irreducible $\mathcal{U}_{q}$-module that specializes to $V^{\gamma}$. Lusztig [ $\mathbf{L u}$ ] proves further that $T_{q}^{m, n}$ is a completely reducible $\mathcal{U}_{q}$-module. By letting $q \rightarrow 1$, we see that the decomposition of $T_{q}^{m, n}$ as a $\mathcal{U}_{q}$-module is

$$
\begin{equation*}
T_{q}^{m, n} \cong \bigoplus_{\gamma \in \Phi_{r}^{m, n}} m_{\gamma} V_{q}^{\gamma} \tag{6.6}
\end{equation*}
$$

where $m_{\gamma}$ is the number of $(m, n)$-up-sown staircases of shape $\gamma$ (see Section $2)$.

For any invertible element $\mathcal{R} \in \mathcal{U}_{q} \otimes \mathcal{U}_{q}$ given by $\mathcal{R}=\sum a_{i} \otimes b_{i}$, define $\mathcal{R}_{12}, \mathcal{R}_{13}, \mathcal{R}_{23} \in \mathcal{U}_{q}{ }^{\otimes 3}$ to be the elements

$$
\mathcal{R}_{12}=\sum a_{i} \otimes b_{i} \otimes 1, \quad \mathcal{R}_{13}=\sum a_{i} \otimes 1 \otimes b_{i}, \quad \mathcal{R}_{12}=\sum 1 \otimes a_{i} \otimes b_{i}
$$

Then we say that $\mathcal{R}$ satisfies the quantum Yang-Baxter equation (QYBE) if

$$
\begin{equation*}
\mathcal{R}_{12} \mathcal{R}_{13} \mathcal{R}_{23}=\mathcal{R}_{23} \mathcal{R}_{13} \mathcal{R}_{12} \tag{6.7}
\end{equation*}
$$

Let $T: \mathcal{U}_{q} \otimes \mathcal{U}_{q} \rightarrow \mathcal{U}_{q} \otimes \mathcal{U}_{q}$ be given by $T(a \otimes b)=b \otimes a$ for all $a, b \in \mathcal{U}_{q}$. Then $\mathcal{R} \in \mathcal{U}_{q} \otimes \mathcal{U}_{q}$ is a universal $R$-matrix if it satisfies the relations

$$
\begin{align*}
T \Delta(a) & =\mathcal{R} \Delta(a) \mathcal{R}^{-1} \quad \text { for all } a \in \mathcal{U}_{q}  \tag{6.8}\\
(\Delta \otimes \mathrm{id})(\mathcal{R}) & =\mathcal{R}_{13} \mathcal{R}_{23} \\
(\mathrm{id} \otimes \Delta)(\mathcal{R}) & =\mathcal{R}_{13} \mathcal{R}_{12}
\end{align*}
$$

If $\mathcal{R}$ is a universal $R$-matrix, $\mathcal{R}$ satisfies (5.8). If $\rho$ is a representation of $\mathcal{U}_{q}$, then $\check{R}$ is the matrix given by $\check{R}=\rho(T \mathcal{R})$. Jimbo [J] extracts the $\check{R}$
matrices for the representations $V_{q} \otimes V_{q}$ and $V_{q}{ }^{*} \otimes V_{q}{ }^{*}$, and shows that they have the form:

$$
\begin{align*}
\check{R} & =q \sum_{j=1}^{r} E_{j j} \otimes E_{j j}+q^{1 / 2} \sum_{j \neq k}^{r} E_{j k} \otimes E_{k j}+(q-1) \sum_{j<k}^{r} E_{j j} \otimes E_{k k},  \tag{6.9}\\
\check{R}^{*} & =q \sum_{j=1}^{r} E_{j j} \otimes E_{j j}+q^{1 / 2} \sum_{j \neq k}^{r} E_{j k} \otimes E_{k j}+(q-1) \sum_{j>k}^{r} E_{j j} \otimes E_{k k} .
\end{align*}
$$

In $E n d_{\mathbb{C}(q)}\left(T_{q}^{m, n}\right)$ define the following matrices:
$R_{i}=\underbrace{1 \otimes \cdots \otimes 1}_{m-(i+1)} \otimes \check{R} \otimes \underbrace{1 \otimes \cdots \otimes 1}_{n+(i-1)} \quad$ and $\quad R_{j}^{*}=\underbrace{1 \otimes \cdots \otimes 1}_{m+(j-1)} \otimes \check{R}^{*} \otimes \underbrace{1 \otimes \cdots \otimes 1}_{n-(j+1)}$.
It follows from (QYBE) (6.6) that

$$
\begin{equation*}
R_{i} R_{i+1} R_{i}=R_{i+1} R_{i} R_{i+1} \quad \text { and } \quad R_{j}^{*} R_{j+1}^{*} R_{j}^{*}=R_{j+1}^{*} R_{j}^{*} R_{j+1}^{*} \tag{6.10}
\end{equation*}
$$

and thus the $R_{i}$ and the $R_{j}^{*}$ satisfy the braid relations (B1) and (B2) and (B1*) and (B2*), respectively. It was this observation that led Jimbo [J] to define a representation $\pi: H_{f}(q) \longrightarrow E n d_{\mathbb{C}(q)}\left(T^{f} \otimes \mathbb{C}(q)\right)$ given by $\pi\left(g_{i}\right)=$ $R_{i}$.

Define the matrix $F \in \operatorname{End}_{\mathbb{C}(q)}\left(T_{q}^{m, n}\right)$ by

$$
\begin{equation*}
F=\underbrace{1 \otimes \cdots \otimes 1}_{m-1} \otimes\left(\sum_{k=1}^{r} q^{(k-1)} \sum_{j=1}^{r} E_{j k} \otimes E_{j k}\right) \otimes \underbrace{1 \otimes \cdots \otimes 1}_{n-1} . \tag{6.11}
\end{equation*}
$$

Using the fact that $\sum_{i=1}^{r} q^{i-1}=\llbracket r \rrbracket_{q}$ (see 4.1) we get $F^{2}=\llbracket r \rrbracket_{q} F$. One can directly verify the other $H_{m, n}^{r}(q)$-relations to see that the map $\pi: H_{m, n}^{r}(q) \longrightarrow$ $E n d_{\mathbb{C}(q)}\left(T_{q}^{m, n}\right)$ given on the generators by

$$
\begin{equation*}
\pi\left(g_{i}\right)=R_{i}, \quad \pi\left(g_{j}^{*}\right)=R_{j}^{*}, \quad \text { and } \quad \pi(e)=F \tag{6.12}
\end{equation*}
$$

is a representation of $H_{m, n}^{r}(q)$. Moreover, this representation is well-defined independent of $r$. It is straightforward, but quite tedious, to check that $\Phi\left(\mathcal{U}_{q}\right)$ commutes with $R_{i}, R_{j}^{*}$, and $F$, and, therefore, $\pi: H_{m, n}^{r}(q) \longrightarrow E n d_{\mathcal{U}_{q}}\left(T_{q}^{m, n}\right)$. Kosuda proves the following theorem when $r \geq m+n$, and we extend it to all $r \geq 0$.

Theorem 6.13. The map $\pi: H_{m, n}^{r}(q) \longrightarrow \operatorname{End}_{\mathcal{U}_{q}}\left(T_{q}^{m, n}\right)$ is onto for $r \in$ $\mathbb{Z}^{+} \cup\{0\}$.

Proof. Since $H_{m, n}^{r}(q)$ and $\mathcal{U}_{q}$ commute, we know that $\pi$ maps $H_{m, n}^{r}(q)$ into $E n d_{\mathcal{U}_{q}}\left(T_{q}^{m, n}\right)$. By (6.6), $\operatorname{dim}_{\mathbb{C}(q)} E n d_{\mathcal{U}_{q}}\left(T_{q}^{m, n}\right)=\sum_{\gamma \in \Phi_{r}^{m, n}} m_{\gamma}^{2}$. We know that
$\operatorname{dim}_{\mathbb{C}(q)} H_{m, n}^{r}(q) \geq \operatorname{dim}_{\mathbb{C}} H_{m, n}^{r}(1)=\operatorname{dim}_{\mathbb{C}} \mathcal{B}_{m, n}^{r}=\sum_{\gamma \in \Phi_{r}^{m, n}}=m_{\gamma}^{2}$, and the result follows by comparing dimensions.

Remark 6.14. Since $H_{m, n}^{r}(q)$ maps onto $E n d_{\mathcal{U}_{q}}\left(T_{q}^{m, n}\right)$, there exists an irreducible $H_{m, n}^{r}(q)$-module $M_{q}^{\gamma}$ for each $\gamma \in \Phi_{r}^{m, n}$. However, when $r<m+n$ the set $\left\{M_{q}^{\gamma} \mid \gamma \in \Phi_{r}^{m, n}\right\}$ does not form a complete set of irreducibles for $H_{m, n}^{r}(q)$. In fact, $H_{m, n}^{r}(q)$ is not necessarily semisimple when $r<m+n$ (see Leduc [Le]).

Let $\mathcal{C}_{m, n}^{r}(q)=\operatorname{End}_{\mathcal{U}_{q}}\left(T_{q}^{m, n}\right)$ and $\mathcal{C}_{m, n}^{r}=\operatorname{End}_{G L(r, \mathcal{C})}\left(T^{m, n}\right)$. Then if $r \geq$ $m+n$, we have $H_{m, n}^{r}(q) \cong \mathcal{C}_{m, n}^{r}(q)$ and $\mathcal{B}_{m, n}^{r} \cong \mathcal{C}_{m, n}^{r}$. Recall the definition of $[\mu, \nu]_{r} /[\alpha, \beta]_{r}=\square$ from (3.15). Kosuda proves the following theorem for $r \geq m+n$ and Leduc extends it to all $r \geq 0$.

Theorem $6.15[\mathrm{Kos}],[\mathrm{Le}]$. Let $[\mu, \nu]_{r} \in \Phi^{m, n}$. Then

$$
M_{q}^{[\mu, \nu]_{r}} \downarrow_{\mathcal{C}_{m-1, n}^{r}}^{\mathcal{C}_{m, n}^{r}(q)} \cong \bigoplus_{\substack{[\alpha, \beta]_{r} \in \Phi_{r}^{m-1, n} \\[\mu, \nu]_{r} /[\alpha, \beta]_{r}=\square}} M_{q}^{[\alpha, \beta]_{r}}
$$

and

$$
M_{q}^{[\mu, \nu]_{r}} \downarrow_{\mathcal{C}_{m, n-1}^{r}(q)}^{\mathcal{C}_{m, n}^{r}(q)} \cong \bigoplus_{\substack{[\alpha, \beta]_{r} \in \Phi_{m}^{m, n-1} \\[\alpha, \beta]_{r} /[\mu, \nu]_{r}=\square}} M_{q}^{[\alpha, \beta]_{r}} .
$$

Thus, $\mathbb{C}(q) \cong \mathcal{C}_{1,0}^{r}(q) \subseteq \cdots \subseteq \mathcal{C}_{m, 0}^{r}(q) \subseteq \mathcal{C}_{m, 1}^{r}(q) \subseteq \cdots \subseteq \mathcal{C}_{m, n}^{r}(q)$ and $\mathbb{C} \cong \mathcal{C}_{1,0}^{r} \subseteq \cdots \subseteq \mathcal{C}_{m, 0}^{r} \subseteq \mathcal{C}_{m, 1}^{r} \subseteq \cdots \subseteq \mathcal{C}_{m, n}^{r}$ are towers of semisimple algebras with multiplicity free branching such that $\mathcal{C}_{i, j}^{r}(q)$ and $\mathcal{C}_{i, j}^{r}$ have the same matrix decomposition. The next proposition follows immediately from Theorem 1.16.

Proposition 6.16. There exists a partition of unity in $\mathcal{C}_{m, n}^{r}(q)$ which specializes when $q=1$ to a partition of unity in $\mathcal{C}_{m, n}^{r}$. In particular, if $r \geq m+n$ there exists a partition of unity in $H_{m, n}^{r}(q)$ that specializes when $q=1$ to a partition of unity in $\mathcal{B}_{m, n}^{r}$.

As in Section 2, let $\left\{v_{1}, \ldots, v_{r}\right\}$ be the standard basis for $V$, and let $\left\{v_{1}^{*}, \ldots, v_{r}^{*}\right\}$ be its dual. Then the simple tensors $\underline{v}=v_{i_{1}} \otimes \cdots \otimes v_{i_{m}} \otimes v_{j_{1}}^{*} \otimes$ $\cdots \otimes v_{j_{n}}^{*}$ form a basis of $T_{q}^{m, n}$. In this section we give the action of $H_{m, n}^{r}(q)$ on this basis. If $1 \leq k \leq m-1$ and $1 \leq \ell \leq n-1$, then the action of $g_{k}$,
$g_{\ell}^{*-1}$, and $e$ on $\underline{v}$ is given by

$$
\begin{align*}
g_{k} \cdot \underline{v} & = \begin{cases}q \underline{v} & \text { if } i_{k}=i_{k+1}, \\
q^{1 / 2} s_{k} \cdot \underline{v}+(q-1) \underline{v} & \text { if } i_{k}<i_{k+1}, \\
q^{1 / 2} s_{k} \cdot \underline{v} & \text { if } i_{k}>i_{k+1},\end{cases}  \tag{6.17}\\
g_{\ell}^{*-1} \cdot \underline{v} & = \begin{cases}q^{-1} \underline{v} & \text { if } j_{\ell}=j_{\ell+1}, \\
q^{-1 / 2} s_{\ell}^{*} \cdot \underline{v}+\left(q^{-1}-1\right) \underline{v} & \text { if } j_{\ell}<j_{\ell+1}, \\
q^{-1 / 2} s_{\ell}^{*} \cdot \underline{v} & \text { if } j_{\ell}>j_{\ell+1},\end{cases} \\
e \cdot \underline{v} & =\delta_{i_{m}, j_{1}} q^{\left(i_{m}-1\right)} \sum_{k=1}^{r} v_{i_{1}} \otimes \cdots \otimes v_{i_{m-1}} \otimes v_{k} \otimes v_{k}^{*} \otimes v_{j_{2}}^{*} \otimes \cdots \otimes v_{j_{n}}^{*},
\end{align*}
$$

where the transpositions $s_{k}$ and $s_{\ell}^{*}$ act on $T_{q}^{m, n}$ by place permutations (3.1). One can check directly that this action of $H_{m, n}^{r}(q)$ on $T_{q}^{m, n}$ is well-defined. Notice that if $q=1$, then the action of $H_{m, n}^{r}(q)$ specializes exactly to the action of $\mathcal{B}_{m, n}^{r}$.

## 7. Characters.

Denote by $\chi_{H_{m, n}^{r}}^{\gamma}(\zeta)$ the value of the $H_{m, n}^{r}(q)$-character $\chi_{H_{m, n}^{r}(q)}^{\gamma}\left(d_{\zeta}^{(q)}\right)$ and by $\chi_{\mathcal{B}_{m, n}^{r}}^{\gamma}(\zeta)$ the value of the $\mathcal{B}_{m, n}^{r}$-character $\chi_{\mathcal{B}_{m, n}^{r}}^{\gamma}\left(d_{\zeta}\right)$. We derive the Frobenius formulas for $\mathcal{B}_{m, n}^{r}$ and $H_{m, n}^{r}(q)$ and use them to give a character formula for $\chi_{\mathcal{B}_{m, n}^{r}}^{\gamma}(\zeta)$ and $\chi_{H_{m, n}^{r}}^{\gamma}(\zeta)$ in terms of $\mathcal{S}_{m} \times \mathcal{S}_{n}$ and $H_{m}(q) \otimes H_{n}(q)$-characters, respectively.
7.1. Rational Frobenius Formulas. Let $x_{1}, x_{2}, \ldots, x_{r}$ be commuting, independent variables. Let $\left\{v_{1}, \ldots, v_{r}\right\}$ be the canonical basis of $V=\mathbb{C}^{r}$ and $V_{q}=V \otimes \mathbb{C}(q)$, and let $\left\{v_{1}^{*}, \ldots, v_{r}^{*}\right\}$ be its dual. Then the set $\left\{v_{i_{1}} \otimes\right.$ $\left.\cdots \otimes v_{i_{m}} \otimes v_{j_{1}}^{*} \otimes \cdots \otimes v_{j_{n}}^{*} \mid 1 \leq i_{k}, j_{\ell} \leq r\right\}$ is a basis of simple tensors of for both the $\mathbb{C}$-vector space $T^{m, n}=\left(\otimes^{m} V\right) \otimes\left(\otimes^{n} V^{*}\right)$ and the $\mathbb{C}(q)$-vector space $T_{q}^{m, n}=\left(\otimes^{m} V_{q}\right) \otimes\left(\otimes^{n} V_{q}{ }^{*}\right)$. Define the weight of each simple tensor $\underline{v}=v_{i_{1}} \otimes \cdots \otimes v_{i_{m}} \otimes v_{j_{1}}^{*} \otimes \cdots \otimes v_{j_{n}}^{*}$ to be

$$
w t(\underline{v})=x_{i_{1}} x_{i_{2}} \cdots x_{i_{m}} x_{j_{1}}^{-1} x_{j_{2}}^{-1} \cdots x_{j_{n}}^{-1}
$$

and for $h \in H_{m, n}^{r}(q)$ define a weighted trace $w \operatorname{tr}(h)$ of $h$ acting on $T_{q}^{m, n}$ by

$$
\begin{equation*}
w \operatorname{tr}(h)=\left.\sum_{\underline{v}} h \cdot \underline{v}\right|_{\underline{v}} w t(\underline{v}) \tag{7.1}
\end{equation*}
$$

where the sum is over all simple tensors $\underline{v} \in T^{m, n}$, and where $\left.h \cdot \underline{v}\right|_{\underline{v}}$ is the coefficient of $\underline{v}$ in $h \cdot \underline{v}$. The set up here is analogous to that of [HR].

Let $\Gamma$ denote the set of all $r$-tuples $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{r}\right)$ of integers with the property that $\left|\alpha_{1}\right|+\cdots+\left|\alpha_{r}\right|=m+n-2 k$ for some $k$ satisfying $0 \leq k \leq \min (m, n)$. For $\alpha \in \Gamma$, define

$$
x_{r}^{\alpha}=x_{1}^{\alpha_{1}} x_{2}^{\alpha_{2}} \cdots x_{r}^{\alpha_{r}}
$$

Then $\left\{x_{r}^{\alpha} \mid \alpha \in \Gamma\right\}$ is the set of all possible weights of simple tensors in $T_{q}^{m, n}$. For each $\alpha \in \Gamma$, define the weight space $T_{q, \alpha}^{m, n}$ to be the span of the simple tensors of weight $\alpha$. That is,

$$
T_{q, \alpha}^{m, n} \stackrel{\text { def }}{=} \mathbb{C}(q)-\operatorname{span}\left\{\underline{v}=v_{\imath_{1}} \otimes \cdots \otimes v_{i_{m}} \otimes v_{j_{1}}^{*} \otimes \cdots \otimes v_{j_{n}}^{*} \mid w t(\underline{v})=x_{r}^{\alpha}\right\}
$$

The action of $H_{m, n}^{r}(q)$ on simple tensors (6.13) preserves weight, so $T_{q, \alpha}^{m, n}$ is an $H_{m, n}^{r}(q)$-module. Thus, we can re-write the weighted trace by summing over the weight spaces as follows

$$
\begin{equation*}
w \operatorname{tr}(h)=\left.\sum_{\alpha \in \Gamma} \sum_{\underline{v} \in T_{\alpha}^{m, n}} h \cdot \underline{v}\right|_{\underline{v}} x_{r}^{\alpha}=\sum_{\alpha \in \Gamma} t r_{\alpha}(h) x_{r}^{\alpha}, \tag{7.2}
\end{equation*}
$$

where $\operatorname{tr}_{\alpha}(h)$ is the trace of the action of $h$ on $T_{\alpha}^{m, n}$. Notice that if $h_{1}, h_{2} \in$ $H_{m, n}^{r}(q)$, then

$$
w \operatorname{tr}\left(h_{1} h_{2}\right)=\sum_{\alpha \in \Gamma} t r_{\alpha}\left(h_{1} h_{2}\right) x_{r}^{\alpha}=\sum_{\alpha \in \Gamma} \operatorname{tr}\left(h_{\alpha} h_{1}\right) x_{r}^{\alpha}=w \operatorname{tr}\left(h_{2} h_{1}\right)
$$

so $w t r$ satisfies the trace property.
Theorem 7.3. If $b \in \mathcal{B}_{m, n}^{r}$, then $w \operatorname{tr}(b)=\sum_{\gamma \in \Phi_{r}^{m, n}} \chi_{\mathcal{B}_{m, n}^{r}}^{\gamma}(b) s_{\gamma}\left(x_{1}, \ldots, x_{r}\right)$.
Proof. Let $g \in G L_{r}$ be diagonal with eigenvalues $e_{1}, e_{2}, \ldots, e_{r}$. Let $e_{r}=$ $\left(e_{1}, e_{2}, \ldots, e_{r}\right)$ and $x_{r}=\left(x_{1}, x_{2}, \ldots, x_{r}\right)$, and denote by $\left.w \operatorname{tr}(b)\right|_{x_{r}=e_{r}}$ and $\left.w t(\underline{v})\right|_{x_{r}=e_{r}}$ the specializations of $w \operatorname{tr}(b)$ and $w t(\underline{v})$ given by setting $x_{i}=e_{i}$ for each $i=1,2, \ldots, r$. Since $g \cdot v_{i}=e_{i} v_{i}$ and $g \cdot v_{i}^{*}=e_{i}^{-1} v_{i}^{*}$, we have $g \cdot \underline{v}=\left.w t(\underline{v})\right|_{x_{r}=e_{r}} \underline{v}$ for each simple tensor $\underline{v}$. Thus, the bicharacter of $b \otimes g$ on $T^{m, n}$ satisfies

$$
\operatorname{Tr}(b \otimes g)=\left.\sum_{\underline{v}}(b \otimes g) \cdot \underline{v}\right|_{\underline{v}}=\left.\left.\sum_{\underline{v}} b \cdot \underline{v}\right|_{\underline{v}} w t(\underline{v})\right|_{x_{r}=e_{r}}=\left.w \operatorname{tr}(b)\right|_{x_{r}=e_{r}} .
$$

Moreover, by Theorem 3.10, we have

$$
\operatorname{Tr}(b \otimes g)=\sum_{\gamma \in \Phi_{r}^{m, n}} \chi_{\mathcal{B}_{m, n}^{r}}^{\gamma}(b) s_{\gamma}\left(e_{1}, \ldots, e_{r}\right)
$$

so $w \operatorname{tr}(b)$ and $\sum_{\gamma \in \Phi_{r}^{m, n}} \chi_{\mathcal{B}_{m, n}^{r}}^{\gamma}(b) s_{\gamma}\left(x_{r}\right)$ are rational functions in $x_{r}$ that agree at infinitely many specializations $x_{r}=e_{r} \in \mathbb{C}^{r}$. Thus they are equal, and the theorem is proved.

Corollary 7.4. Let $p^{\gamma} \in \mathcal{B}_{m, n}^{r}$ be a minimal idempotent such that $p^{\gamma} z^{\gamma}=p^{\gamma}$, where $z^{\gamma}$ is the minimal central idempotent of $\mathcal{B}_{m, n}^{r}$ associated to $\gamma \in \Phi_{r}^{m, n}$. Then $w \operatorname{tr}\left(p^{\gamma}\right)=s_{\gamma}\left(x_{r}\right)$.

Proof. If $p^{\gamma}$ is a minimal idempotent corresponding to $\gamma$, then $\chi_{\mathcal{B}_{m, n}^{r}}^{\rho}\left(p^{\gamma}\right)=$ $\delta_{\rho, \gamma}$, so

$$
w \operatorname{tr}\left(p^{\gamma}\right)=\sum_{\rho \in \Phi_{r}^{m, n}} \chi_{\mathcal{B}_{m, n}^{\rho}}^{\rho}\left(p^{\gamma}\right) s_{\rho}\left(x_{r}\right)=s_{\gamma}\left(x_{r}\right) .
$$

Lemma 7.5. If $p \in H_{m, n}^{r}(q)$ is any idempotent, then the weighted trace $w \operatorname{tr}(p)$ is independent of $q$.

Proof. If $p \in H_{m, n}^{r}(q)$ is an idempotent, then we can view $p$ acting on $T_{q, \alpha}^{m, n}$ as a projection from $T_{\alpha}^{m, n}$ to $p T_{q, \alpha}^{m, n}$. We choose a basis of $p T_{\alpha}^{m, n}$ and extend it to $T_{\alpha}^{m, n}$. Relative to this basis, the trace of the matrix of $p$ is its rank, and therefore $\operatorname{tr}_{\alpha}(p) \in \mathbb{Z}$. Moreover, we know that $t r_{\alpha}(p)$ is a rational function in $q$, so it must be a constant. Thus $w \operatorname{tr}(p)=\sum_{\alpha \in \Gamma} t r_{\alpha}(p) x_{r}^{\alpha}$ does not depend on $q$.

As in Section 6, let $\mathcal{C}_{m, n}^{r}(q)=\operatorname{End}_{\mathcal{U}_{q}}\left(T_{q}^{m, n}\right)$ and $\mathcal{C}_{m, n}^{r}=\operatorname{End}_{G L_{r}}\left(T^{m, n}\right)$. Then $H_{m, n}^{r}(q)$ (respectively, $\mathcal{B}_{m, n}^{r}$ ) maps onto $\mathcal{C}_{m, n}^{r}(q)\left(\mathcal{C}_{m, n}^{r}\right)$ and is isomorphic to $\mathcal{C}_{m, n}^{r}(q)\left(\mathcal{C}_{m, n}^{r}\right)$ when $r \geq m+n$. Moreover, from Proposition 6.17 there is a partition of unity

$$
\begin{equation*}
1=\sum_{\gamma \in \Phi_{r}^{m, n}} \sum_{i=1}^{m_{\gamma}} p_{i}^{\gamma} \tag{7.6}
\end{equation*}
$$

in $\mathcal{C}_{m, n}^{r}(q)$ that specializes to a partition of unity in $\mathcal{C}_{m, n}^{r}$.
Theorem 7.7. If $h \in H_{m, n}^{r}(q)$, then $w \operatorname{tr}(h)=\sum_{\gamma \in \Phi_{r}^{m, n}} \chi_{H_{m, n}^{r}(q)}^{\gamma}(h) s_{\gamma}\left(x_{r}\right)$.
Proof. For each $p_{i}^{\gamma}$ in (7.6) let $h_{i i}^{\gamma} \in \mathbb{C}(q)$ be the constant that satisfies $p_{i}^{\gamma} h p_{i}^{\gamma}=h_{i i}^{\gamma} p_{i}^{\gamma}$. That is, $h_{i i}^{\gamma}$ is the $(i, i)$-entry of the matrix of $h$ in the irreducible representation indexed by $\gamma$ with respect to the partition of unity. Therefore,

$$
\chi_{H_{m, n}^{\gamma}(q)}^{\gamma}(h)=\sum_{i=1}^{m_{\gamma}} h_{i i}^{\gamma}, \quad \text { for each } \gamma \in \Phi_{r}^{m, n} .
$$

Using the trace property of $w t r$, we have

$$
\begin{aligned}
w \operatorname{tr}\left(p_{i}^{\gamma} h p_{j}^{\rho}\right) & =w \operatorname{tr}\left(p_{j}^{\rho} p_{i}^{\gamma} h\right) \\
& =\delta_{\gamma, \rho} \delta_{i, j} w \operatorname{tr}\left(p_{i}^{\gamma} h p_{i}^{\gamma}\right) \\
& =\delta_{\gamma, \rho} \delta_{i, j} h_{i i}^{\gamma} w \operatorname{tr}\left(p_{i}^{\gamma}\right) \\
& =\delta_{\gamma, \rho} \delta_{i, j} h_{i i}^{\gamma} s_{\gamma}\left(x_{r}\right)
\end{aligned}
$$

where the last equality is proved by using Lemma 7.5 to say that $w \operatorname{tr}\left(p_{i}^{\gamma}\right)$ is independent of $q$ and using Corollary 7.4 to say that it equals $s_{\gamma}\left(x_{r}\right)$ when $q=1$. Thus

$$
\begin{aligned}
w \operatorname{tr}(h) & =\sum_{\gamma \in \Phi_{r}^{m, n}} \sum_{\rho \in \Phi_{r}^{m, n}} \sum_{i=1}^{m_{\gamma}} \sum_{j=1}^{m_{\rho}} w \operatorname{tr}\left(p_{i}^{\gamma} h p_{j}^{\rho}\right) \\
& =\sum_{\gamma \in \Phi_{r}^{m, n}}\left(\sum_{i=1}^{m_{\gamma}} h_{i i}^{\gamma}\right) s_{\gamma}\left(x_{r}\right), \\
& =\sum_{\gamma \in \Phi_{r}^{m, n}} \chi_{H_{m, n}^{r}(q)}^{\gamma}(h) s_{\gamma}\left(x_{r}\right) .
\end{aligned}
$$

The trick to computing the Frobenius formula is to now compute the weighted trace in another way. To do this requires the following property of the weighted trace.

Proposition 7.8. For $i=1, \ldots, t$, let $h_{i} \in H_{m_{i}, n_{i}}^{r}(q)$. Then the weighted trace of $h_{1} \otimes h_{2} \otimes \cdots h_{t} \in H_{m_{1}, n_{1}}^{r}(q) \otimes H_{m_{2}, n_{2}}^{r}(q) \otimes \cdots \otimes H_{m_{t}, n_{t}}^{r}(q)$ satisfies

$$
w \operatorname{tr}\left(h_{1} \otimes h_{2} \otimes \cdots \otimes h_{t}\right)=w \operatorname{tr}\left(h_{1}\right) w \operatorname{tr}\left(h_{2}\right) \cdots w \operatorname{tr}\left(h_{t}\right)
$$

Proof. It suffices to prove the result for $t=2$. Let $h=h_{1} \otimes h_{2} \in H_{m_{1}, n_{1}}^{r}(q) \otimes$ $H_{m_{2}, n_{2}}^{r}(q) \subseteq H_{m, n}^{r}(q)$ where $m_{1}+m_{2}=m$ and $n_{1}+n_{2}=n$. For each simple tensor $\underline{v}=v_{i_{1}} \otimes \cdots \otimes v_{i_{m}} \otimes v_{j_{1}}^{*} \otimes \cdots \otimes v_{j_{n}}^{*}$, let $\underline{v}^{\prime}=v_{i_{1}} \otimes \cdots \otimes v_{i_{m_{1}}}$, $\underline{v}^{\prime \prime}=v_{i_{m_{1}+1}} \otimes \cdots \otimes v_{i_{m_{2}}}, \underline{v}^{*^{\prime}}=v_{j_{1}}^{*} \otimes \cdots \otimes v_{j_{n_{1}}}^{*}$, and $\underline{v}^{*^{\prime \prime}}=v_{j_{n_{1}+1}}^{*} \otimes \cdots \otimes v_{j_{n_{2}}}^{*}$. Then, since $h_{1}$ only acts on $v^{\prime}$ and $v^{*^{\prime}}$ and $h_{2}$ only acts on $v^{\prime \prime}$ and $v^{*^{\prime \prime}}$, we
have

$$
\begin{aligned}
& \left.\sum_{\underline{v}}\left(h_{1} \otimes h_{2}\right) \cdot \underline{v}\right|_{\underline{v}} w t(\underline{v}) \\
& =\left.\sum_{\substack{v^{\prime}, v^{v^{\prime}} \\
\underline{v}^{\prime \prime}, \underline{v}^{*^{\prime \prime}}}}\left(h_{1} \otimes h_{2}\right) \cdot\left(\underline{v}^{\prime} \otimes \underline{v}^{\prime \prime} \otimes \underline{v}^{*^{\prime}} \otimes \underline{v}^{*^{\prime \prime}}\right)\right|_{\underline{v}^{\prime} \otimes \underline{v}^{\prime \prime} \otimes \underline{v}^{*^{*}} \otimes \underline{v}^{v^{\prime \prime}}} w t\left(\underline{v}^{\prime} \otimes \underline{v}^{\prime \prime} \otimes \underline{v}^{v^{\prime}} \otimes \underline{v}^{*^{\prime \prime}}\right) \\
& =\left(\left.\sum_{\underline{v}^{\prime}, v^{x^{\prime}}} h_{1} \cdot\left(\underline{v}^{\prime} \otimes \underline{v}^{*^{\prime}}\right)\right|_{\underline{v}^{\prime} \otimes \underline{v}^{*^{\prime}}} w t\left(\underline{v}^{\prime} \otimes \underline{v}^{*^{\prime}}\right)\right) \\
& \cdot\left(\left.\sum_{\underline{v}^{\prime \prime}, \underline{v}^{*^{\prime \prime}}} h_{2} \cdot\left(\underline{v}^{\prime \prime} \otimes \underline{v}^{*^{\prime \prime}}\right)\right|_{\underline{v}^{\prime \prime} \otimes \underline{v}^{* \prime}} w t\left(\underline{v}^{\prime \prime} \otimes \underline{v}^{*^{\prime \prime}}\right)\right) .
\end{aligned}
$$

Therefore, $w \operatorname{tr}\left(h_{1} \otimes h_{2}\right)=w \operatorname{tr}\left(h_{1}\right) w \operatorname{tr}\left(h_{2}\right)$. Note this is essentially a proof of the fact that the trace of the action of $H_{m_{1}, n_{1}}^{r}(q) \otimes H_{m_{2}, n_{2}}^{r}(q)$ on $T_{q}^{m, n}$ is the product of the traces of the action of $H_{m_{\imath}, n_{\imath}}^{r}(q)$ on $T_{q}^{m_{2}, n_{2}}$.

Let $\zeta \in \Phi_{r}^{m, n}$. Then by Proposition 7.8 the weighted trace of the character class representatives $d_{\zeta}^{(q)}$ and $d_{\zeta}(5.10)$ satisfies

$$
\begin{equation*}
w \operatorname{tr}\left(d_{\zeta^{(q)}}^{(q)}=w \operatorname{tr}\left(d_{\zeta^{+}}^{(q)}\right) w \operatorname{tr}(e)^{h(\zeta)} w \operatorname{tr}\left(d_{\zeta^{-}}^{(q)}\right)\right. \tag{7.9}
\end{equation*}
$$

Moreover, if the lengths of $\zeta^{+}$and $\zeta^{-}$are $\ell\left(\zeta^{+}\right)=i$ and $\ell\left(\zeta^{-}\right)=j$, respectively, then

$$
\begin{align*}
& w \operatorname{tr}\left(d_{\zeta^{+}}^{(q)}\right)=w \operatorname{tr}\left(d_{\zeta_{1}}^{(q)}\right) w \operatorname{tr}\left(d_{\zeta_{2}}^{(q)}\right) \cdots w \operatorname{tr}\left(d_{\zeta_{i}}^{(q)}\right)  \tag{7.10}\\
& w \operatorname{tr}\left(d_{\zeta^{-}}^{(q)}\right)=\operatorname{wtr}\left(d_{\zeta_{r-\jmath}}^{(q)}\right) \cdots w \operatorname{tr}\left(d_{\zeta_{r-1}}^{(q)}\right) w \operatorname{tr}\left(d_{\zeta_{r}}^{(q)}\right)
\end{align*}
$$

Thus, we directly compute the weighted traces $w \operatorname{tr}(e)$ and $w \operatorname{tr}\left(d_{k}^{(q)}\right)$ for each $k \in \mathbb{Z}$. To do this requires a $q$-extension of the power symmetric function given in [R1]. It is defined on the integer $k>0$ by

$$
\begin{equation*}
\bar{p}_{k}\left(q ; x_{r}\right)=\sum_{I=\left(i_{1}, \ldots, \imath_{k}\right)} q^{E(I)}(q-1)^{L(I)} x_{\imath_{1}} x_{i_{2}} \cdots x_{i_{k}} \tag{7.11}
\end{equation*}
$$

where the sum is over all weakly increasing sequences $I=\left\{1 \leq i_{1} \leq i_{2} \leq\right.$ $\left.\cdots \leq i_{k} \leq r\right\}$ and $E(I)=\left|\left\{1 \leq j<k \mid i_{j}=i_{j+1}\right\}\right|$ and $L(I)=\mid\{1 \leq j<$ $\left.k \mid i_{j}<i_{j+1}\right\} \mid$. For the partition $\alpha$ let $\bar{p}_{\alpha}=\bar{p}_{\alpha_{1}} \bar{p}_{\alpha_{2}} \cdots \bar{p}_{\alpha_{t}}$. Notice that when $q=1, \bar{p}_{k}=p_{k}$ and $\bar{p}_{\alpha}=p_{\alpha}$. The next theorem is due to Schur for $q=1$ and was generalized to generic $q$ by Ram.

Theorem $7.12[\mathbf{S c} 1, \mathbf{S c 2}]$, $[\mathbf{R 1}]$. If $k>0$, then the weighted trace of $d_{k}^{(q)}$ on $\otimes^{k} V_{q}$ is $w \operatorname{tr}\left(d_{k}^{(q)}\right)=\bar{p}_{\alpha}\left(q ; x_{r}\right)$.

Proof. Let $\underline{v}=v_{i_{1}} \otimes v_{i_{2}} \otimes \cdots \otimes v_{k}, \underline{v}^{\prime}=v_{i_{2}} \otimes \cdots \otimes v_{k}$, and $\underline{v}^{\prime \prime}=v_{i_{3}} \otimes \cdots \otimes v_{k}$. Then, recalling the action of $g_{i}$ on $T_{q}^{m, n}$ (see (6.18)), we have three cases to consider.
Case 1: $\quad i_{1}>i_{2}$.

$$
\left.\left(g_{k-1} \cdots g_{2} g_{1}\right) \cdot \underline{v}\right|_{\underline{v}} w t(\underline{v})=\left.q^{1 / 2}\left(g_{k-1} \cdots g_{2}\right) \cdot\left(v_{i_{2}} \otimes v_{i_{1}} \otimes \underline{v}^{\prime \prime}\right)\right|_{\underline{v}} w t(\underline{v})=0
$$

since $v_{i_{2}} \neq v_{i_{1}}$ and $g_{k-1} \cdots g_{2}$ acts only on $v_{i_{1}} \otimes \underline{v}^{\prime \prime}$.
Case 2: $\quad i_{1}=i_{2}$.

$$
\begin{aligned}
\left.\left(g_{k-1} \cdots g_{2} g_{1}\right) \cdot \underline{v}\right|_{\underline{v}} w t(\underline{v}) & =\left.q\left(g_{k-1} \cdots g_{2}\right) \cdot \underline{v}\right|_{\underline{v}} w t(\underline{v}) \\
& =\left.q x_{i_{1}}\left(g_{k-1} \cdots g_{2}\right) \cdot \underline{v}^{\prime}\right|_{\underline{v}^{\prime}} w t\left(\underline{v}^{\prime}\right) .
\end{aligned}
$$

Case 3: $\quad i_{1}<i_{2}$.

$$
\begin{aligned}
& \left.\left(g_{k-1} \cdots g_{2} g_{1}\right) \underline{v}\right|_{\underline{v}} w t(\underline{v}) \\
= & \left.q^{1 / 2}\left(g_{k-1} \cdots g_{2}\right) \cdot\left(v_{i_{2}} \otimes v_{i_{1}} \otimes \underline{v}^{\prime \prime}\right)\right|_{\underline{v}} w t(\underline{v})+\left.(q-1)\left(g_{k-1} \cdots g_{2}\right) \cdot \underline{v}\right|_{\underline{v}} w t(\underline{v}) \\
= & 0+\left.(q-1) x_{i_{1}}\left(g_{k-1} \cdots g_{2}\right) \cdot \underline{v}^{\prime}\right|_{\underline{v}^{\prime}} w t\left(\underline{v}^{\prime}\right) .
\end{aligned}
$$

The theorem follows by induction on $k$.
We extend the definition of $\bar{p}_{k}$ to $k \leq 0$ by letting $\bar{p}_{0}=1$, and for $k<0$ letting

$$
\begin{equation*}
\bar{p}_{k}\left(q ; x_{r}\right)=\bar{p}_{-k}\left(q^{-1} ; x_{r}^{-1}\right) \tag{7.13}
\end{equation*}
$$

Then if $\zeta \in \Phi_{r}^{m, n}$, we let

$$
\bar{p}_{\zeta}=\bar{p}_{\zeta_{1}} \bar{p}_{\zeta_{2}} \cdots \bar{p}_{\zeta_{r}}
$$

and we immediately have the identity

$$
\begin{equation*}
\bar{p}_{\zeta}\left(q ; x_{r}\right)=\bar{p}_{\zeta^{+}}\left(q ; x_{r}\right) \bar{p}_{\zeta^{-}}\left(q^{-1} ; x_{r}^{-1}\right) . \tag{7.14}
\end{equation*}
$$

When $q=1$ we get the corresponding extension of the power symmetric functions to the $r$ staircase $\zeta \in \Phi_{r}^{m, n}$ given by letting $p_{0}\left(x_{r}\right)=1$, for $k<0$ letting

$$
\begin{equation*}
p_{k}\left(x_{r}\right)=p_{-k}\left(x_{r}^{-1}\right)=x_{1}^{k}+x_{2}^{k}+\cdots+x_{r}^{k} \tag{7.15}
\end{equation*}
$$

and for $\zeta \in \Phi_{r}^{m, n}$ letting

$$
p_{\zeta}=p_{\zeta_{1}} p_{\zeta_{2}} \cdots p_{\zeta_{r}}
$$

Proposition 7.16. If $k \leq 0$, then the weighted trace of $d_{k}^{(q)}$ on $\otimes^{-k} V_{q}^{*}$ is $w \operatorname{tr}\left(d_{k}^{(q)}\right)=\bar{p}_{k}\left(q ; x_{r}\right)=\bar{p}_{-k}\left(q^{-1} ; x_{r}^{-1}\right)$.

Proof. If $k=0$ the result holds trivially. If $k<0$, then considering the action of $d_{k}^{q}=g_{1}^{*-1} \cdots g_{-k-1}^{*-1}$ on $\otimes^{-k} V_{q}^{*}$ (see (6.13)), the proof of the previous theorem holds with $q^{-1}$ in place of $q$ and $x_{i}^{-1}$ in place of $x_{i}$.

Proposition 7.17. The weighted trace of e on $V_{q} \otimes V_{q}{ }^{*}$ is $w \operatorname{tr}(e)=\llbracket r \rrbracket_{q}$. Proof. Since $e \cdot\left(v_{i} \otimes v_{j}^{*}\right)=\delta_{i, j} q^{i-1} \sum_{i=1}^{r} v_{k} \otimes v_{k}^{*}$, we have

$$
\begin{aligned}
w \operatorname{tr}(e) & =\left.\sum_{i, j} x_{i} x_{j}^{-1} e \cdot\left(v_{i} \otimes v_{j}\right)\right|_{v_{i} \otimes v_{j}} \\
& =\left.\sum_{i, j} x_{i} x_{j}^{-1} \delta_{i, j} \sum_{k=1}^{r} q^{k-1}\left(v_{k} \otimes v_{k}^{*}\right)\right|_{v_{i} \otimes v_{j}^{*}} \\
& =\sum_{i=1}^{r} q^{i-1}=\llbracket r \rrbracket_{q}
\end{aligned}
$$

We conclude that if $\zeta \in \Phi_{r}^{m, n}$ with $\zeta^{+} \vdash(m-h)$ and $\zeta^{-} \vdash(n-h)$, then

$$
\begin{equation*}
w \operatorname{tr}\left(d_{\zeta}^{(q)}\right)=\llbracket r \rrbracket_{q}^{h} \bar{p}_{\zeta}\left(q ; x_{r}\right) \quad \text { and } \quad w \operatorname{tr}\left(d_{\zeta}\right)=r^{h} p_{\zeta}\left(x_{r}\right) \tag{7.18}
\end{equation*}
$$

As an immediate consequence of (7.18) and Theorems 7.3 and 7.8 we get the Frobenius formulas:

Theorem 7.19 (Frobenius Formula). If $\zeta \in \Phi_{r}^{m, n}$ with $\zeta^{+} \vdash(m-h)$ and $\zeta^{-} \vdash(n-h)$, then

$$
\begin{equation*}
r^{h} p_{\zeta}\left(x_{r}\right)=\sum_{\gamma \in \Phi_{r}^{m, n}} \chi_{H_{m, n}^{r}}^{\gamma}(\zeta)\left(d_{\zeta}^{(q)}\right) s_{\gamma}\left(x_{r}\right) \tag{i}
\end{equation*}
$$

$$
\begin{equation*}
\llbracket r \rrbracket_{q}^{h} \bar{p}_{\zeta}\left(q ; x_{r}\right)=\sum_{\gamma \in \Phi_{r}^{m, n}} \chi_{H_{m, n}^{r}}^{\gamma}(\zeta)\left(d_{\zeta}^{(q)}\right) s_{\gamma}\left(x_{r}\right) \tag{ii}
\end{equation*}
$$

7.2. Character Formulas. We now use the Frobenius formulas to write the characters of $H_{m, n}^{r}(q)$ and $\mathcal{B}_{m, n}^{x}$ in terms of their subalgebras:

$$
\begin{aligned}
\mathbb{C}\left[\mathcal{S}_{m} \times \mathcal{S}_{n}\right] & \subseteq \mathcal{B}_{m, n}^{x} \\
H_{m}(q) \otimes H_{n}(q) & \subseteq H_{m, n}^{r}(q)
\end{aligned}
$$

For $\alpha, \lambda \vdash f$, let $\chi_{\mathcal{S}_{f}}^{\lambda}(\alpha)$ denote the irreducible $\mathcal{S}_{f}$-character labeled by $\lambda$ evaluated on the conjugacy class determined by $\alpha$, and let $\chi_{H_{f}(q)}^{\lambda}(\alpha)$ denote
the irreducible $H_{f}(q)$-character labeled by $\lambda$ evaluated on the conjugacy class determined by $\alpha$.

Theorem 7.20. Let $\gamma, \zeta \in \Phi_{r}^{m, n}$ with $\gamma^{+} \vdash(m-k)$, $\gamma^{-} \vdash(n-k)$, $\zeta^{+} \vdash m^{\prime}=(m-h)$, and $\zeta^{-} \vdash n^{\prime}=(n-h)$. Then
(i) $\quad \chi_{\mathcal{B}_{m, n}^{x}}^{\gamma}(\zeta)=x^{h} \sum_{\substack{\lambda+m^{\prime} \\ \pi \vdash n^{\prime}}}\left(\sum_{\delta \vdash(k-h)}\left(c_{\delta \gamma^{+}}^{\lambda}\right)\left(c_{\delta \gamma^{-}}^{\pi}\right)\right) \chi_{\mathcal{S}_{m^{\prime}}}^{\lambda}\left(\zeta^{+}\right) \chi_{S_{n^{\prime}}}^{\pi}\left(\zeta^{-}\right)$,
(ii) $\quad \chi_{H_{m, n}^{r}}^{\gamma}(\zeta)=\llbracket r \rrbracket_{q}^{h} \sum_{\substack{\lambda+m^{\prime} \\ \pi+n^{\prime}}}\left(\sum_{\delta \vdash(k-h)}\left(c_{\delta \gamma^{+}}^{\lambda}\right)\left(c_{\delta \gamma^{-}}^{\pi}\right)\right) \chi_{H_{m^{\prime}}(q)}^{\lambda}\left(\zeta^{+}\right) \chi_{H_{n^{\prime}}\left(q^{-1}\right)}^{\pi}\left(\zeta^{-}\right)$.

Proof. To prove (ii), we view the Frobenius formula (Theorem 7.19) first with $m=m^{\prime}$ and $n=0$ and then with $n=n^{\prime}$ and $m=0$ to obtain

$$
\bar{p}_{\zeta^{+}}\left(q ; x_{r}\right)=\sum_{\lambda \vdash m^{\prime}} \chi_{H_{m^{\prime}}(q)}^{\lambda}\left(\zeta^{+}\right) s_{\lambda}\left(x_{r}\right)
$$

and

$$
\bar{p}_{\zeta^{-}}\left(q^{-1} ; x_{r}^{-1}\right)=\sum_{\pi \vdash n^{\prime}} \chi_{H_{n^{\prime}}\left(q^{-1}\right)}^{\pi}\left(\zeta^{-}\right) s_{\pi}\left(x_{r}^{-1}\right)
$$

Note that these are the Frobenius formulas for $H_{m^{\prime}}(q)$ on $\otimes^{m^{\prime}} V_{q}$ and $H_{n^{\prime}}\left(q^{-1}\right)$ on $\otimes^{n^{\prime}} V_{q}^{*}$, respectively. Substituting into (7.15) gives

$$
\bar{p}_{\zeta}\left(q ; x_{r}\right)=\llbracket r \rrbracket_{q}^{h} \sum_{\substack{\lambda+m^{\prime} \\ \pi \vdash n^{\prime}}} \chi_{H_{m^{\prime}}(q)}^{\lambda}\left(\zeta^{+}\right) \chi_{H_{n^{\prime}}\left(q^{-1}\right)}^{\pi}\left(\zeta^{-}\right) s_{\lambda}\left(x_{r}\right) s_{\pi}\left(x_{r}^{-1}\right)
$$

Using the branching rule of Theorem 2.13(b) to expand the product $s_{\lambda}\left(x_{r}\right) s_{\pi}\left(x_{r}^{-1}\right)$ in terms of rational Schur functions gives

$$
\begin{aligned}
& \bar{p}_{\zeta}\left(q ; x_{r}\right) \\
& \quad=\llbracket r \rrbracket_{q}^{h} \sum_{\substack{\lambda+m^{\prime} \\
\pi+n^{\prime}}} \sum_{\gamma \in \Phi_{r}^{m, n}}\left(\sum_{\delta}\left(c_{\delta \gamma^{+}}^{\lambda}\right)\left(c_{\delta \gamma^{+}}^{\pi}\right)\right) \chi_{H_{m^{\prime}}(q)}^{\lambda}\left(\zeta^{+}\right) \chi_{H_{n^{\prime}}\left(q^{-1}\right)}^{\pi}\left(\zeta^{-}\right) s_{\gamma}\left(x_{r}\right) .
\end{aligned}
$$

Since the rational Schur functions $s_{\gamma}\left(x_{r}\right)$ are linearly independent (see [Koi] or [Hal]), we can equate the coefficient of $s_{\gamma}\left(x_{r}\right)$ above with the coefficient of $s_{\gamma}\left(x_{r}\right)$ in Theorem 7.19 and obtain

$$
\chi_{H_{m, n}^{r}}^{\gamma}(\zeta)=\llbracket r \rrbracket_{\substack{\lambda+m^{\prime} \\ \pi+r^{\prime}}}^{h}\left(\sum_{\delta}\left(c_{\delta \gamma^{+}}^{\lambda}\right)\left(c_{\delta \gamma^{-}}^{\pi}\right)\right) \chi_{H_{m^{\prime}}(q)}^{\lambda}\left(\zeta^{+}\right) \chi_{H_{n^{\prime}}\left(q^{-1}\right)}^{\pi}\left(\zeta^{-}\right)
$$

This proves (ii). Setting $q=1$ proves (i) in the case where $x=r \geq m+n$. To extend to the indeterminate $x$, let

$$
c(x)=x^{h} \sum_{\substack{\lambda+m^{\prime} \\ \pi \vdash n^{\prime}}}\left(\sum_{\delta}\left(c_{\delta \gamma^{+}}^{\lambda}\right)\left(c_{\delta \gamma^{-}}^{\pi}\right)\right) \chi_{\mathcal{S}_{m^{\prime}}}^{\lambda}\left(\zeta^{+}\right) \chi_{\mathcal{S}_{n^{\prime}}}^{\pi}\left(\zeta^{-}\right)
$$

Then for all integers $r \geq m+n$, we have $c(r)=\chi_{\mathcal{B}_{m, n}^{r}}^{\gamma}(\zeta)$, so $c(x)$ and $\chi_{\mathcal{B}_{m, n}^{x}}^{\gamma}(\zeta)$ are rational functions in $x$ that agree at an infinite number of points and thus are equal.

Corollary 7.21. Let $\gamma, \zeta \in \Phi^{m, n}$ with $\gamma^{+} \vdash(m-k)$ and $\gamma^{-} \vdash(n-k)$, and $\zeta^{+} \vdash m^{\prime}=(m-h)$ and $\beta \vdash n^{\prime}=(n-h)$. Then
(a) If $h>k$, then $\chi_{H_{m, n}^{r}}^{\gamma}(\zeta)=0$,
(b) If $h=k$, then $\chi_{H_{m, n}^{r}}^{\gamma}(\zeta)=\llbracket r \rrbracket_{q}^{h} \chi_{H_{m^{\prime}}(q)}^{\lambda}\left(\zeta^{+}\right) \chi_{H_{n^{\prime}}\left(q^{-1}\right)}^{\pi}\left(\zeta^{-}\right)$,
(c) If $k \geq h>0$, then $\chi_{H_{m, n}^{r}}^{\gamma}(\zeta)=\llbracket r \rrbracket_{q} \chi_{H_{m-1, n-1}^{r}}^{\gamma}(\zeta)$.

Proof. To have $\left(c_{\delta \gamma^{+}}^{\lambda}\right)\left(c_{\delta \gamma^{-}}^{\pi}\right) \neq 0$ requires that $\gamma^{+} \subseteq \lambda$ and $\gamma^{-} \subseteq \pi$. Therefore, we must have $m-k \leq m-h$, which proves (i). If $h=k$, then to have $\left(c_{\delta \gamma^{+}}^{\lambda}\right)\left(c_{\delta \gamma^{-}}^{\pi}\right) \neq 0$ requires that we have $\gamma^{+}=\lambda, \gamma^{-}=\pi$, and $\delta=\emptyset$. In this case, $\left(c_{\delta \gamma^{+}}^{\lambda}\right)\left(c_{\delta \gamma^{-}}^{\pi}\right)=1$, and (ii) follows. If $k \geq h>0$, then let $\tilde{d}_{\zeta}^{q}=$ $d_{\zeta^{+}}^{q} \otimes e^{\otimes(h-1)} \otimes d_{\zeta^{-}}^{q}$, and

$$
\begin{aligned}
\chi_{H_{m, n}^{r}}^{\gamma}(\zeta) & =\llbracket r \rrbracket_{q} \llbracket r \rrbracket_{q}^{h-1} \sum_{\substack{\lambda+m^{\prime} \\
\pi+n^{\prime}}}\left(\sum_{\delta}\left(c_{\delta \gamma^{+}}^{\lambda}\right)\left(c_{\delta \gamma}^{\pi}\right)\right) \chi_{H_{m^{\prime}}(q)}^{\lambda}\left(\zeta^{+}\right) \chi_{H_{n^{\prime}}\left(q^{-1}\right)}^{\pi}\left(\zeta^{-}\right) \\
& =\llbracket r \rrbracket_{q} \chi_{H_{m-1, n-1}^{r}(q)}^{\gamma}(\zeta) .
\end{aligned}
$$

The character table for $H_{m, n}^{r}(q)$, denoted $\Xi_{m, n}^{q}$, is the matrix whose rows and columns are indexed by elements of $\Phi_{r}^{m, n}$ and whose $(\gamma, \zeta)$-entry is given by $\chi_{H_{m, n}^{r}}^{\gamma}(\zeta)$. From Corollary 7.22 , we see that if we put an order on $\Phi^{m, n}$ so that $h$ and $k$ are increasing, then $\Xi_{m, n}^{q}$ has the form Here $\Xi_{m}^{q}$ is character

| $\Xi_{m}^{q} \otimes \Xi_{n}^{q^{-1}}$ | 0 |
| :---: | :---: |
| $\mathfrak{B}$ | $\llbracket r \rrbracket_{q} \Xi_{m-1, n-1}^{q}$ |

Table 7.22: Character Table for $H_{m, n}^{r}(q)$.
table for $H_{m}(q)$, and $\Xi_{n}^{q^{-1}}$ is character table for $H_{n}\left(q^{-1}\right)$. The matrix $\mathfrak{B}$
depends both on Iwahori-Hecke algebra characters and on the branching rule. The indices for the columns of the branching matrix $\mathfrak{B}$ have $h=0$ and the indices for the rows have $k>0$. Thus the $(\gamma, \zeta)$-entry of $\mathfrak{B}$ is

$$
\begin{equation*}
\sum_{\substack{\lambda \vdash m \\ \pi \vdash n}}\left(\sum_{\delta \vdash k} c_{\delta \gamma}^{\lambda}+c_{\delta \nu}^{\pi}\right) \chi_{H_{m}(q)}^{\lambda}\left(d_{\alpha}^{(q)}\right) \chi_{H_{n}(q)}^{\pi}\left(d_{\beta}^{(q)^{*}}\right) . \tag{7.23}
\end{equation*}
$$

The results of Corollary 7.20 hold when $q=1$, and thus the character table for $\mathcal{B}_{m, n}^{r}$ is $\Xi_{m, n}^{1}$. We are using the fact that $\Xi_{m}^{1} \otimes \Xi_{n}^{1}$ is the character table for $\mathcal{S}_{m} \times \mathcal{S}_{n}$. Setting $q=1$ and replacing $r$ with $x$ in (7.23) gives the character table for $\mathcal{B}_{m, n}^{x}$.

As a final corollary of Theorem 7.19, we obtain the branching rules for the inclusions $\mathbb{C}\left[\mathcal{S}_{m} \times \mathcal{S}_{n}\right] \subseteq \mathcal{B}_{m, n}^{x}$ and $H_{m}(q) \otimes H_{n}(q) \subseteq H_{m, n}^{r}(q)$.

Corollary 7.24. If $r \geq m+n$ and $\gamma \in \Phi_{r}^{m, n}$, then
(i) the decomposition of the $\mathcal{B}_{m, n}^{x}$-module $M^{\gamma}$ into irreducible $\mathbb{C}\left[\mathcal{S}_{m} \times \mathcal{S}_{n}\right]$ modules is given by

$$
M^{\gamma} \downarrow_{\mathbb{C}\left[S_{m} \times \mathcal{S}_{n}\right]}^{\mathcal{B}_{x, n}^{x}} \cong \bigoplus_{\substack{\alpha \nvdash m \\ \beta \vdash n}}\left(\sum_{\delta}\left(c_{\delta, \gamma^{+}}^{\alpha} c_{\delta, \gamma^{-}}^{\beta}\right)\right) S^{\alpha} \otimes S^{\beta}
$$

(ii) the decomposition of the $H_{m, n}^{r}(q)$-module $M_{q}^{\gamma}$ into irreducible $H_{m}(q) \otimes H_{n}(q)$-modules is given by

$$
M_{q}^{\gamma} \downarrow_{H_{m}(q) \otimes H_{n}(q)}^{H_{m, n}^{r}(q)} \cong \bigoplus_{\substack{\alpha+m \\ \beta \vdash n}}\left(\sum_{\delta}\left(c_{\delta, \gamma^{+}}^{\alpha} c_{\delta, \gamma^{-}}^{\beta}\right)\right) S_{q}^{\alpha} \otimes S_{q}^{\beta}
$$

## Concluding Remarks.

1. Leduc [Le] has recently given a $\mathbb{C}(z, q)$-algebra $\mathcal{A}_{m, n}(z, q)$ which specializes to $\mathcal{B}_{m, n}^{x}$ when $q \rightarrow 1$ and to $H_{m, n}^{r}(q)$ when $x \rightarrow q^{r}$. The algebra $\mathcal{A}_{m, n}(z, q)$ is analogous to the Birman-Wenzl algebra $B W_{f}(z, q)$ (see [Wen3]) which is isomorphic to the Brauer algebra $\mathcal{B}_{f}^{x}$ when $q \rightarrow 1$. If, in our work here, we replace $q^{r}$ with $z$ and let $x=\frac{1-z}{1-q}$, then the basis $\mathcal{D}_{m, n}^{q}$ is a basis for $\mathcal{A}_{m, n}(z, q)$, and if we replace $\llbracket r \rrbracket_{q}$ in $\Xi_{m, n}^{q}$ with $x$, we get the character table for $\mathcal{A}_{m, n}(z, q)$.
2. Leduc $[\mathbf{L e}]$ constructs a Markov trace on $H_{m, n}^{r}(q)$ such that $H_{m+1, n+1}^{r}(q)$ is isomorphic to a direct sum of $H_{m}(q) \otimes H_{n}(q)$ and a Jones basic construction for $H_{m-1, n-1}^{r}(q) \subseteq H_{m, n}^{r}(q)$. A recent paper by Halverson and Ram [HR] studies the characters of algebras containing a Jones basic construction. It
follows from the results in this paper that the character table of $H_{m, n}^{r}(q)$ should take the form of Table 7.23. However, the work done in this paper is necessary to give an explicit $H_{m, n}^{r}(q)$-basis on which to compute characters, to give the Frobenius formulas, and to give the character formulas.
3. Since $T^{m, n} \cong T^{m+n}$ as modules for the orthogonal group $O(r, \mathbb{C})$ (see (3.4)), the branching rule for $\mathcal{B}_{m, n}^{r} \subseteq \mathcal{B}_{m+n}^{r}$ is the same as for $O_{r} \subseteq G L_{r}$. This rule was given by Littlewood [ $\mathbf{L i}$ ] for irreducible polynomial $G L_{r}$-modules $V^{\lambda}$ with $\ell(\lambda) \leq\lfloor r / 2\rfloor$. It is

$$
\begin{equation*}
V^{\lambda} \downarrow_{O_{r}}^{G L_{r}} \cong \sum_{\mu}\left(\sum_{\beta \text { even }} c_{\beta \mu}^{\lambda} \tilde{V}^{\mu}\right) \tag{7.25}
\end{equation*}
$$

where $V^{\mu}$ is the irreducible $O_{r}$-module labeled by $\mu$, and $\beta$ even meaning that $\beta$ has even parts (i.e., rows). Since $\operatorname{det}(g)= \pm 1$ for $g \in O_{r}$, and the irreducible rational $G L_{r}$-module $V^{\gamma}$ indexed by $\gamma$ is given by the representation $\phi_{\gamma}=\operatorname{det}^{\gamma_{r}-1} \phi_{\lambda(\gamma)}\left(\right.$ see (2.9)), the restriction rule $V^{\gamma} \downarrow_{O_{r}}^{G L_{r}}$ is the same as $V^{\lambda(\gamma)} \downarrow{ }_{O_{r}}^{G L_{r}}$ when $\ell(\lambda(\gamma)) \leq\lfloor r / 2\rfloor$. In the case when $\ell(\lambda(\gamma))>\lfloor r / 2\rfloor$, one must use the modification rules of King [Ki] and Koike and Terada [KT] to decompose $V^{\lambda(\gamma)}$ into irreducible $O_{r}$-modules. Thus, it remains an open question to determine in closed-form the multiplicity of the irreducible $\mathcal{B}_{m, n}^{r}$-module $M^{\gamma}$ in the irreducible $\mathcal{B}_{m+n}^{r}$-module $\tilde{M}^{\mu}$.
4. A natural question to ask is whether $H_{m, n}^{r}(q)$ can be embedded in the Birman-Wenzl algebra $B W_{m+n}(z, q)$, which is a the $q$-deformation of the Brauer algebra (see [Wen3]), in the same way that $\mathcal{B}_{m, n}^{x}$ is embedded as a subalgebra of $\mathcal{B}_{m+n}^{x}$. It turns out that such an embedding is impossible, as it would force the containment of the quantum orthogonal group $\mathcal{U}_{q}(o(r, \mathbb{C}))$ in $\mathcal{U}_{q}(g \ell(r, \mathbb{C}))$. Such a containment does not hold. See [HR] for example.
5. Theorem 7.19 provides a completely algebraic proof that if $r \geq m+n$, then as an $H_{m, n}^{r}(q) \otimes \mathcal{U}_{q}(g \ell(r, \mathbb{C}))$-bimodule,

$$
T_{q}^{m, n} \cong \bigoplus_{\gamma \in \Phi_{r}^{m, n}} M_{q}^{\gamma} \otimes V_{q}^{\gamma}
$$

where $V_{q}^{\gamma}$ is an irreducible $\mathcal{U}_{q}(g \ell(r, \mathbb{C}))$-module.

## References

CHLLS] G.M. Benkart, M. Chakrabarti, T. Halverson, C. Lee, R. Leduc and J. Stroomer, Tensor product representations of general linear groups and their connections with Brauer algebras, J. Algebra, 166 (1994), 529-567.
[Bra] R. Brauer, On algebras which are connected with semisimple Lie groups, Ann. of Math., 38 (1937), 857-872.
[Bro1] W.P. Brown, An algebra related to the orthogonal group, Mich. Math J., 3 (19551956), 1-22.
[Bro2] , The semisimplicity of $\omega_{f}^{n}$, Ann. of Math., 63 (1956), 324-335.
[EK] N. El-Samra and R.C. King, Dimensions of irreducible representations of the classical Lie groups, J. Phys. A, 12 (1979), 2305-2315.
[F] F.G. Frobenius, Über die Character der symmetrischen Gruppe, Sitzungsber. K. Preuss. Akad. Wisse. Berlin, 516-534 (1900); reprinted in Gessamelte Abhandlungen, 3 (973), 148-166.
[Hal] T. Halverson, Ph.D. Dissertation, Univ. of Wisconsin, Madison, 1993.
[HR] T. Halverson and A. Ram, Characters of algebras containing a Jones basic construction: the Birman-Wenzl algebra, the Brauer algebra, the Okada algebra, and the Temperley-Lieb algebra, Adv. Math., 116 (1995), 263-321.
[HW1] P. Hanlon and D. Wales, On the decomposition of Brauer's centralizer algebras, J. Algebra, 121 (1989), 409-445.
[HW2] , A tower construction for the radical in Brauer's centralizer algebras, J. Algebra, to appear.
[J] M. Jimbo, A q-analog of $U(g l(N+1))$, Hecke algebra, and the Yang-Baxter equation, Lett. Math. Phys., 11 (1986), 247-252.
[KT] K. Koike and I. Terada, Young-diagrammatic methods for the representation theory of the classical groups of type $B_{n}, C_{n}$, and $D_{n}, \mathrm{~J}$. Algebra, 107 (1987), 466-511.
[Ka] L.H. Kauffman, An invariant of regular isotopy, Trans. Amer. Math. Soc., 318 (1990), 417-471.
[Ki] R.C. King, Modification rules and products of irreducible representations of the unitary, orthogonal, and symplectic groups, J. Math. Phys., 12 (1971), 1588-1598.
[Koi] K. Koike, On the decomposition of tensor products of the representations of the classical groups: By means of universal characters, Adv. Math., 74 (1989), 57-86.
[Kos] M. Kosuda, Centralizer algebras of the mixed tensor representations of quantum algebra, $U_{q}(g l(m, \mathbb{C}))$, preprint.
[Lu] G. Lusztig, Quantum groups at roots of 1, Geom. Ded., to appear.
[Le] R. Leduc, A two-parameter version of the centralizer algebra of mixed tensor representations of quantum $G L(r)$, submitted for publication.
[Li] D.E. Littlewood, Theory of Group Characters, Oxford Univ. Press, (1940).
[Mac] I.G. Macdonald, Symmetric Functions and Hall Polynomials, Oxford University Press, Oxford, (1979).
[R1] A. Ram, A Frobenius formula for the characters of the Hecke algebras, Invent. Math., 106 (1991), 461-468.
[R2] $\longrightarrow$, Characters of Brauer's centralizer algebras, Pacific. J. Math., 169 (1995), 173-200.
[R3] —, Thesis, Univ. Cal. San Diego, 1991.
[Sa] B. Sagan, The Symmetric Group, Brooks/Cole, Pacific Grove, CA, 1991.
[Sc1] I. Schur, Über eine Klasse von Matrixen die sich einer gegebenen Matrix zuordnen lassen, Thesis Berlin (1901), reprinted in I. Schur, Gesammelte Abhandlungen I Springer, Berlin, (1973), 1-70.
[Sc2] $\quad$, Über die rationalen Darstellungen der allgemeinen linearen Gruppe (1927),
reprinted in I. Schur, Gesammelte Abhandlungen III Springer, Berlin, (1973), 68-85.
[Ste] J.R. Stembridge, Rational tableaux and the tensor algebra of $g l_{n}$, J. Combin. Theory A, 46 (1987), 79-120.
[Str] J. Stroomer, Insertion and the multiplication of rational Schur functions, J. Combin. Theory A, 65 (1994), 529-567.
[Wen1] H. Wenzl, Hecke algebras of type $A_{n}$ and subfactors, Invent. Math., 92 (1988), 349-383.
[Wen2] , On the structure of Brauer's centralizer algebras, Ann. of Math., 129 (1988), 173-183.
[Wen3] , Quantum groups and subfactors of type $B, C$, and $D$, Comm. Math. Phys,. 133 (1990), 383-432.
[Wey] H. Weyl, Classical Groups, Their Invariants and Representations, 2nd ed., Princeton Mathematical Series, 1, Princeton University Press, Princeton, 1946.

Received July 1,1993 . The author was supported in part by National Science Foundation Grant \#DMS-902511 and by Department of Education Fellowship \#P200A10014-92. This paper is part of the author's doctoral dissertation. The research was done under the direction of Georgia M. Benkart at the University of Wisconsin-Madison.

## Macalester College

St. Paul, MN 55105

