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#### Abstract

In [1], Wilson defined holomorphic 1-cochains and combinatrial period matrices of triangulated Riemann surfaces by using the combinatorial Hodge star operator, introduced in [2]. In this paper, we define a matrix and call this matrix the associate matrix. Then, we prove that among the three matrices, which are a period matrix, a combinatorial period matrix which is introduced by Wilson [2] and an associate matrix, there exists a matrix equation. Then we also show that an associate matrix is an element of the Siegel upper half space, so this means that a trianguted Riemann surface gives three elements of the Siegel upper half space.
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1. Introduction. In [2], Wilson defined the combinatorial Hodge star operator to define holomorphic 1-cochains of a triangulated Riemann surface whose simplicial 1 -cochains are equipped with a non-degenerate inner product. In [1], Wilson studied the periods of holomorphic 1-cochains and defined the combinatorial period matrix. Using a particularly nice inner product which is called the Whitney inner product and written by $\langle\cdot, \cdot\rangle_{C}$, introduced in [8], Wilson proved that for a triangulated Riemann surface, the combinatorial period matrix converges to the (conformal) period matrix as the mesh of the triangulation tends to zero.

In this paper, we will introduce a new matrix and call this matrix the associate matrix. Then we will show that among three matrices which are a (conformal) period matrix, a combinatorial period matrix and an associate matrix, there exists an equation which is the main result. From this matrix equation, we will show that an associate matrix is an element of the Siegel upper half space as well as a period matrix and a combinatorial period matrix. Thus a triangulated Riemann surface gives three elements of the Siegel upper half space.

In this paper, we define triangulated Riemann surfaces as follow. Let $M$ be a closed Riemann surface of genus $g,\{a, b\}:=\left\{a_{1}, \cdots, a_{g}, b_{1}, \cdots, b_{g}\right\}$ a homology basis which satisfies the single relation $a_{1} b_{1} a_{1}^{-1} b_{1}^{-1} \cdots a_{g} b_{g} a_{g}^{-1} b_{g}^{-1}=1$ and $K$ a triangulation

[^0]of $M$. Then, we define a triangulated Riemann surface by a triple ( $M,\{a, b\}, K$ ). By the Riemann's bi-linear relations of forms (see [3]), we obtain the canonical basis $\left\{\theta_{1}, \cdots, \theta_{g}\right\}$ for holomorphic 1 -forms which satisfies $\int_{a_{j}} \theta_{j}=1$ and $\int_{a_{k}} \theta_{j}=0$ for $j \neq k$. The canonical basis $\left\{\theta_{1}, \cdots, \theta_{g}\right\}$ of holomorphic 1 -forms gives the (conformal) period matrix $\Pi: \Pi=$ $\left(\pi_{j k}\right)_{1 \leq j, k \leq g}$, where $\pi_{j k}=\int_{b_{k}} \theta_{j}$.

In [1], Wilson defined combinatorial period matrices by using the Whitney embedding $W$ of cochains into piecewise-linear differential forms, introduced in [8]. By the Riemann's bi-linear relation of cochains, showed in [1], we obtain the canonical basis $\left\{\sigma_{1}, \cdots, \sigma_{g}\right\}$ for holomorphic 1-cochains which satisfies $\int_{a_{i}} W \sigma_{j}=1$ and $\int_{a_{k}} W \sigma_{j}=0$ for $j \neq k$. The canonical basis $\left\{\sigma_{1}, \cdots, \sigma_{g}\right\}$ of holomorphic 1-cochains gives the combinatorial period matrix $\Pi_{K}: \Pi_{K}=\left(\pi_{j k}^{K}\right)_{1 \leq j, k \leq g}$, where $\pi_{j k}^{K}=\int_{b_{k}} W \sigma_{j}$.

Then, we will introduce the following matrix by using the canonical basis $\left\{\theta_{1}, \cdots, \theta_{g}\right\}$ for holomorphic 1 -forms and the canonical basis $\left\{\sigma_{1}, \cdots, \sigma_{g}\right\}$ for holomorphic 1-cochains. We define a matrix $\Lambda_{K}$ by

$$
\Lambda_{K}=\left(\left\langle W \sigma_{j}, \star \theta_{k}\right\rangle_{\Omega}\right)_{1 \leq j, k \leq g},
$$

and call this matrix $\Lambda_{K}$ the associate matrix.
We will prove the following result:
Theorem 4.2. Let $(M,\{a, b\}, K)$ be a triangulated Riemann surface with the period matrix $\Pi$, the combinatorial period matrix $\Pi_{K}$ and the associate matrix $\Lambda_{K}$. Then, the following matrix equation holds:

$$
\Pi=\overline{\Pi_{K}}-\overline{\Lambda_{K}}
$$

2. Period matrices of closed Riemann surfaces. In this section, we review the construction of period matrices of closed Riemann surfaces.

Let $M$ be a closed Riemann surface. The Hodge star operator $\star$ on the complex valued 1-forms of $M$ may be defined in local coordinates $(U, x+i y)$ by $\star d x=d y$ and $\star d y=-d x$ and extended over $\mathbf{C}$ linearly. This is well defined using the CauchyRiemann equations for the coordinate interchanges. The Hodge star operator restricts to an orthogonal automorphism of complex valued 1-forms that squares to $-I d$.
2.1. Holomorphic forms on closed Riemann surfaces. Let $\Omega^{j}(M)$ denote the set of smooth complex valued differential forms of degree $j$ on $M$. Then, we define an inner product on $\Omega(M)=$ $\oplus_{j \in\{0,1,2\}} \Omega^{j}(M)$ as follows:

Definition 2.1. For $\omega, \eta \in \Omega(M)$, we define an inner product $\langle\cdot, \cdot\rangle_{\Omega}$ on $\Omega(M)$ by

$$
\langle\omega, \eta\rangle_{\Omega}=\int_{M} \omega \wedge \star \bar{\eta}
$$

Definition 2.2. The adjoint operator of an exterior derivative $d$, denoted by $d^{*}$, is defined by $\left\langle d^{*} \omega, \eta\right\rangle_{\Omega}=\langle\omega, d \eta\rangle_{\Omega}$.

These operators give rise to harmonic forms:
Definition 2.3. The space $\mathcal{H} \Omega^{j}(M)$ of harmonic $j$-forms on $M$ is defined to be

$$
\mathcal{H} \Omega^{j}(M)=\left\{\omega \in \Omega^{j}(M) \mid d \omega=d^{*} \omega=0\right\}
$$

The following theorem holds (see [6]):
Theorem 2.4 ([6]). There is an orthogonal direct sum decomposition

$$
\Omega^{j}(M)=d \Omega^{j-1}(M) \oplus \mathcal{H} \Omega^{j}(M) \oplus d^{*} \Omega^{j+1}(M)
$$

The harmonic 1-forms split into an orthogonal sum of holomorophic and anti-holomorphic 1-forms corresponding to the $-i$ and $+i$ eigenspaces of the Hodge star operator.

Definition 2.5. The space of holomorphic 1-forms on $M$ is defined to be

$$
\mathcal{H} \Omega^{1,0}(M)=\left\{\omega \in \mathcal{H} \Omega^{1}(M) \mid \star \omega=-i \omega\right\}
$$

and the space of anti-holomorphic 1-forms on $M$ is defined to be

$$
\mathcal{H} \Omega^{0,1}(M)=\left\{\omega \in \mathcal{H} \Omega^{1}(M) \mid \star \omega=+i \omega\right\}
$$

Theorem 2.6 ([3]). The following hold:
(1) There exists the following orthogonal decomosition:

$$
\mathcal{H} \Omega^{1}(M)=\mathcal{H} \Omega^{1,0}(M) \oplus \mathcal{H} \Omega^{0,1}(M)
$$

(2) $\operatorname{dim} \mathcal{H} \Omega^{1,0}(M)=\operatorname{dim} \mathcal{H} \Omega^{0,1}(M)=g$,
(3) Complex conjugation maps $\mathcal{H} \Omega^{1,0}(M)$ to $\mathcal{H} \Omega^{0,1}(M)$ and vise versa.
2.2. Period matrices. For a closed Riemann surface $M$ of genus $g$, we choose a point $p \in M$ and denote by $\pi_{1}(M, p)$ the fundamental group formed by the homotopy classes of closed curves from $p$.

The group can be generated by $2 g$ generators $a_{1}, b_{1}, \cdots, a_{g}, b_{g}$ which satisfy the single relation $a_{1} b_{1} a_{1}^{-1} b_{1}^{-1} \cdots a_{g} b_{g} a_{g}^{-1} b_{g}^{-1}=1$. Any such ordered system of generators is called a canonical homology basis.

Given $M$ and $\{a, b\}=\left\{a_{1}, \cdots, a_{g}, b_{1}, \cdots, b_{g}\right\}$ there exists a unique holomorphic 1-form $\theta_{j}$ with period 1 along $a_{k}$ and periods 0 along all $a_{m}, m \neq k$. The period of $\theta_{j}$ along $b_{j}$ is denoted by $\pi_{j k}$. These numbers are elements of the period matrix $\Pi$ associated with $M$ and $\{a, b\}$.

Definition 2.7. For $\omega \in \mathcal{H} \Omega^{1}(M)$, we define the A-periods $\omega\left(a_{j}\right)$ and B-periods $\omega\left(b_{j}\right)$ by

$$
\omega\left(a_{j}\right):=\int_{a_{j}} \omega, \quad \omega\left(b_{j}\right):=\int_{b_{j}} \omega
$$

where $1 \leq j \leq g$.
Riemann showed that for any fixed canonical homology basis these periods satisfy the so-called Riemann's bi-linear relations. See [3] for detail.

Lemma 2.8 ([3]). For $\omega_{1}, \omega_{2} \in \mathcal{H} \Omega^{1}(M)$, the following holds:

$$
\left\langle\star \omega_{1}, \omega_{2}\right\rangle_{\Omega}=\sum_{j=1}^{g}\left(\omega_{1}\left(a_{j}\right) \overline{\omega_{2}\left(b_{j}\right)}-\omega_{1}\left(b_{j}\right) \overline{\omega_{2}\left(a_{j}\right)}\right)
$$

Theorem 2.9 ([3] [Riemann's bi-linear relation of forms]). For $\omega_{1}, \omega_{2} \in \mathcal{H} \Omega^{1,0}(M)$, the following holds:

$$
\sum_{j=1}^{g}\left(\omega_{1}\left(a_{j}\right) \omega_{2}\left(b_{j}\right)-\omega_{1}\left(b_{j}\right) \omega_{2}\left(a_{j}\right)\right)=0
$$

The Riemann's bi-linear relations yields the following properties:

Corollary 2.10 ([3]). Let $\omega$ be a holomorphic 1-form.
(1) If all the $\omega\left(a_{j}\right)$ or all the $\omega\left(b_{j}\right)$ vanish, then $\omega=0$.
(2) If all the $\omega\left(a_{j}\right)$ and all the $\omega\left(b_{j}\right)$ are real, then $\omega=0$.

By Corollary 2.10 (1), a basis $\left\{\theta_{1}, \cdots, \theta_{g}\right\}$ is uniquely determined by a pair $(M,\{a, b\})$. We call this basis the canonical basis for holomorphic 1 -forms.

Definition 2.11. Let $M$ be a closed Riemann surface of genus $g$ and $\{a, b\}$ a canonical homology basis. Let $\left\{\theta_{1}, \cdots, \theta_{g}\right\}$ be the canonical basis for holomorphic 1-forms, so $\theta_{j}\left(a_{k}\right)=\delta_{j k}$. We define the period matrix $\Pi=\left(\pi_{j k}\right)_{1 \leq j, k \leq g}$ to be the $(g \times g)$ matrix of $B$-periods:

$$
\pi_{j k}:=\theta_{k}\left(b_{j}\right)
$$

Note that period matrices lie in the Siegel upper half space. See [3] for detail.
3. Combinatorial Hodge theory on triangulated Riemann surfaces. Let $K$ be a $C^{\infty}$ triangulation of $M$ whose ordering of the vertices are fixed. Also, we assume that all simplices in $K$ have nice shape. This means that the shapes do not too thin. Let $C^{j}(K)$ the set of the simplicial cochains of degree $j$ of $K$ with values in $\mathbf{C}$. We denote the $i$-th vertex of $K$ by $p_{i}$. Since $M$ is compact, we can identify the cochains and chains of $K$. For $c \in C^{j}(K)$ write $c=\sum_{\tau} c_{\tau} \cdot \tau$ where $c_{\tau} \in \mathbf{C}$ and the sum is over all $j$-simplices $\tau$ of $K$. We write $\tau=\left[p_{i_{0}}, p_{i_{1}}, \cdots, p_{i_{j}}\right]$ of $K$ with the vertices in an increasing sequence with respect to the ordering of vertices in $K$. We assume our triangulation $K$ is a subdivision of the cellular decomposition given by the canonical homology basis. Each element of the canonical basis is represented as a sum of 1-simplices in $K$ (see [1]).

Definition 3.1. Under the above settings, we call a triple $(M,\{a, b\}, K)$ a triangulated Riemann surface.

Definition 3.2. We define the mesh $\eta$ of $K$ by

$$
\eta(K)=\sup r(p, q)
$$

where $r$ means the geodesic distance in $M$ and the supremum is taken over all pairs of vertices $p, q$ of a 1-simplex in $K$.
3.1. Whitney forms. Now we review some definitions and results of Whitney forms. Given the ordering of the vertices of $K$, we have a coboundary operator $\delta: C^{j} \rightarrow C^{j+1}$.

Let $\mu_{i}$ define the barycentric coordinate corresponding to the $i$-th vartex $p_{i}$ of $K$ as follows:

Definition 3.3. The barycentric coordinates $\mu_{i}$ corresponding to each $p_{i}$ are defined by the
following properties: for each simplex $\tau$ in $K$,
(1) $\mu_{i}: \tau \rightarrow[0,1]$,
(2) $\sum_{i} \mu_{i}(p)=1$,
(3) $p=\sum_{i} \mu_{i}(p) p_{i}$ for $p \in \tau$.

We write $c=\sum_{\tau} c_{\tau} \cdot \tau$ where $c_{\tau} \in \mathbf{C}$ and the sum is over all $j$-simplices $\tau$ of $K$. We now define the Whitney embedding of cochains into piecewiselinear differential forms.

Definition 3.4. For $\tau$ as above, we define

$$
\begin{aligned}
W \tau= & j!\sum_{k=0}^{j}(-1)^{k} \mu_{k} d \mu_{0} \wedge \cdots \wedge d \mu_{k-1} \\
& \wedge d \mu_{k+1} \wedge \cdots \wedge d \mu_{j}
\end{aligned}
$$

$W$ is defined on all of $C^{j}$ by extending linearly.
Note that the coordinates $\mu_{k}$ are not even of class $C^{1}$, but they are $C^{\infty}$ on the interior of any $n$-simplex of $K$. Hence, $d \mu_{k}$ is defined and $W \tau$ is well defined. By the same consideration, $d W$ is also well defined, where $d$ denotes exterior derivative.

Several properties of the map $W$ are given below.

Proposition 3.5 ([5]). The following hold:
(1) $W \tau=0$ on $M \backslash \overline{S t(\tau)}$,
(2) $d W=W \delta$,
where St denotes the open star and $\overline{\operatorname{St(} \tau)}$ is the closure of $\operatorname{St}(\tau)$.

Now we define a particularly nice inner product on $C(K)=\oplus_{j} C^{j}(K)$ :

Definition 3.6. An inner product $\langle\cdot, \cdot\rangle_{C}$ on $C(K)$ is defined as follows:

$$
\langle\sigma, \tau\rangle_{C}=\langle W \sigma, W \tau\rangle_{\Omega} \quad \text { for } \quad \sigma, \tau \in C(K)
$$

This inner product $\langle\cdot, \cdot\rangle_{C}$ is called the Whitney inner product.
3.2. Holomorphic cochains. Now suppose that $C(K)$ are equipped with the Whitney inner product. Then one can define further structures on the cochains.

Definition 3.7. The adjoint of $\delta$, denoted by $\delta^{*}$, is defined by $\left\langle\delta^{*} \sigma, \tau\right\rangle_{C}=\langle\sigma, \delta \tau\rangle_{C}$.

These operators $\delta, \delta^{*}$ give rise to harmonic cochains:

Definition 3.8. Harmonic $j$-cochains of $K$ are defined to be

$$
\mathcal{H} C^{1}(K)=\left\{\sigma \in C^{j}(K) \mid \delta \sigma=\delta^{*} \sigma=0\right\} .
$$

The following theorem is due to Eckmann [7]:
Theorem 3.9 ([7]). For $C(K)$ equipped with the Whitney inner product, there is an orthogonal direct sum decomposition
$C^{j}(K)=\delta C^{j-1}(K) \oplus \mathcal{H} C^{j}(K) \oplus \delta^{*} C^{j+1}(K)$.
Next, we recall the definition of the combinatorial Hodge star operator $\star$, defined by Wilson [2]:

Definition 3.10. For $\sigma \in C^{j}(K)$, we define $\star \sigma \in C^{2-j}(K)$ by

$$
\langle\star \sigma, \tau\rangle_{C}=\int_{M} W \sigma \wedge \overline{W \tau} \quad \text { for } \tau \in C^{2-j}(K)
$$

By $\star$, a harmonic 1-cochains can be splited into two part. The one is called the holomorphic 1-cochain and the another is called anti-holomorphic 1-cochains (see [1]).

Definition 3.11. The space of holomorophic 1 -cochains $\mathcal{H} C^{1,0}(K)$ is defined by the span of the eigenvectors for non-positive imaginary eigenvalues of $\star$ and the space of anti-holomorphic 1-cochains $\mathcal{H} C^{0,1}(K)$ is defined by the span of the eigenvectors for non-negative imaginary eigenvalues of $\star$.

The following theorem is due to [1]:
Theorem 3.12 ([1]). The following hold:
(1) There exists the following orthogonal decomposition:

$$
\mathcal{H} C^{1}(K)=\mathcal{H} C^{1,0}(K) \oplus \mathcal{H} C^{0,1}(K)
$$

(2) $\operatorname{dim} \mathcal{H} C^{1,0}(K)=\operatorname{dim} \mathcal{H} C^{0,1}(K)=g$,
(3) Complex conjugation maps $\mathcal{H} C^{1,0}(K)$ to $\mathcal{H} C^{0,1}(K)$ and vise verse.
3.3. Combinatorial period matrices. Now we review the construction of combinatorial period matrices, introduced by Wilson [1].

In [1], Wilson showed that there exists the Riemann's bi-linear relation of cochains and one can take the canonical basis for holomorphic 1-cochains, which is uniquely determined by a triangulated Riemann surface. A combinatrial period matrix is defined by the canonical basis for holomorphic 1-cochains of a triangulated Riemann surface. Wilson also showed that the combinatrial period matrix of a triangulated Riemann surface converges to the period matrix, as the mesh of the triangulation tends to zero.

Definition 3.13. For $\sigma \in \mathcal{H} C^{1}(K)$, we define the combinatorial A-periods $\sigma\left(a_{j}\right)$ and combinatorial B-periods $\sigma\left(b_{j}\right)$ by

$$
\sigma\left(a_{j}\right):=\int_{a_{j}} W \sigma, \quad \sigma\left(b_{j}\right):=\int_{b_{j}} W \sigma
$$

where $1 \leq j \leq g$.

Wilson [1] showed that the Riemann's bi-linear relation holds for harmonic 1-cochains with respect to the Whitney inner product:

Theorem 3.14 ([1] [Riemann's bi-linear relations of cochains]). For $\sigma_{1}, \sigma_{2} \in \mathcal{H} C^{1,0}(K)$, the following holds:

$$
\sum_{j=1}^{g}\left(\sigma_{1}\left(a_{j}\right) \sigma_{2}\left(b_{j}\right)-\sigma_{1}\left(b_{j}\right) \sigma_{2}\left(a_{j}\right)\right)=0
$$

One can define the canonical basis for holomorphic 1-cochains (see [1]):

Definition 3.15. For a triangulated Riemann surface $(M,\{a, b\}, K)$ of genus $g$, the canonical basis $\left\{\sigma_{1}, \cdots \sigma_{g}\right\}$ for holomorphic 1-cochains is defined as follows: $\sigma_{j}\left(a_{k}\right)=\delta_{j k}$.

By Riemann's bi-linear relation of cochains, the canonical basis for holomorphic 1-cochains is uniquely determined by a triangulated Riemann surface. See [1] for detail.

Next, we define combinatorial period matrices introduced in [1]:

Definition 3.16. Let $(M,\{a, b\}, K)$ be a triangulated Riemann surface of genus $g$, and let $\left\{\sigma_{1}, \cdots, \sigma_{g}\right\}$ be the canonical basis for holomorphic 1-cochains of $(M,\{a, b\}, K)$. The combinatorial period matrix $\Pi_{K}$ is defined by

$$
\Pi_{K}:=\left(\pi_{i j}^{K}\right)_{1 \leq i, j \leq g} \quad \text { where } \quad \pi_{i j}^{K}:=\sigma_{i}\left(b_{j}\right)
$$

A combinatorial period matrix satisfies some following properties.

Theorem 3.17 ([1]). Let $\Pi_{K}$ be the combinatorial period matrix of a triangulated Riemann surface $(M,\{a, b\}, K)$. Then, $\Pi_{K}$ is an element of the Siegel upper half space.

Wilson showed that if complex valued simplicial cochains of a triangulated Riemann surface are equipped with the Whitney inner product, the all of these structures provide a good approximation to the analogues (see $[4,5]$ ). In particular, the holomorphic and anti-holomorphic 1-cochains converge to the holomorphic and anti-holomorphic 1-forms, and the combinatorial period matrix converges to the period matrix of the associated Riemann surface, as the mesh of the triangulation tends to zero. Hence, a period matrix is a limit point of a sequence of combinatorial period matrices.

Theorem 3.18 ([1]). Let $M$ be a closed Riemann surface and $K$ a triangulation of $M$. We set a sequence $\left\{K_{n}\right\}_{n \in \mathbf{N}}$ of subdivisions of $K$ which satisfies

$$
\lim _{n \rightarrow \infty} \eta\left(K_{n}\right)=0
$$

where $\eta\left(K_{n}\right)$ is the mesh of $K_{n}$. Then,

$$
\lim _{n \rightarrow \infty} \Pi_{K_{n}}=\Pi
$$

where $\Pi$ is the period matrix and $\Pi_{K_{n}}$ is the combinatorial period matrix of a triangulated Riemann surface ( $M,\{a, b\}, K_{n}$ ).
4. Main results. For a triangulated Riemann surface, we checked the definitions of period matrices and the combinatorial period matrices. In general, it is unclear whether or not the two matrices coincide.

In this section, we will introduce a new matrix which is uniquely determined by a triangulated Riemann surface as well as a period matrix and a combinatorial period matrix and call this new matrix the associate matrix of a triangulated Riemann surface. Then we will show that a matrix equation is holding among the period matrix, the combinatorial period matrix and the associate matrix of a triangulated Riemann surface.

Definition 4.1. Let $(M,\{a, b\}, K)$ be a triangulated Riemann surface of genus $g$. Let $\left\{\theta_{1}, \cdots, \theta_{g}\right\}$ be the canonical basis for holomorphic 1 -forms and $\left\{\sigma_{1}, \cdots, \sigma_{g}\right\}$ the canonical basis for holomorphic 1-cochains of $(M,\{a, b\}, K)$. We define the associate matrix $\Lambda_{K}$ of $(M,\{a, b\}, K)$ by

$$
\Lambda_{K}:=\left(\left\langle W \sigma_{j}, \star \theta_{k}\right\rangle_{\Omega}\right)_{1 \leq j, k \leq g}
$$

Note that the associate matrix is well defined by choosing any Riemannian metric in the conformal class of the Riemann surface. Since $\left\{\theta_{1}, \cdots, \theta_{g}\right\}$ and $\left\{\sigma_{1}, \cdots, \sigma_{g}\right\}$ are uniquely determined by a triangulated Riemann surface ( $M,\{a, b\}, K$ ), so $\Lambda_{K}$ is uniquely determined.

Next theorem is the main result of this paper:
Theorem 4.2. Let $(M,\{a, b\}, K)$ be a triangulated Riemann surface with the period matrix $\Pi$, the combinatorial period matrix $\Pi_{K}$ and the associate matrix $\Lambda_{K}$. Then, the following matrix equation holds:

$$
\Pi=\overline{\Pi_{K}}-\overline{\Lambda_{K}}
$$

Proof. Set

$$
\widetilde{C}_{K}:=\frac{1}{2 i}\left(\Pi-\Pi_{K}\right)(\operatorname{Im} \Pi)^{-1}
$$

$$
C_{K}:=E-\widetilde{C}_{K}
$$

where $E$ is the $(g \times g)$ identity matrix.
Note that since $\operatorname{Im} \Pi$ is positive definite, there exists $(\operatorname{Im} \Pi)^{-1}$.
We compute

$$
\begin{aligned}
\Pi_{K} & =\Pi-2 i \widetilde{C}_{K} \operatorname{Im} \Pi \\
& =\left(C_{K}+\widetilde{C}_{K}\right) \Pi-2 i \widetilde{C}_{K} \operatorname{Im} \Pi \\
& =C_{K} \Pi+\widetilde{C}_{K} \bar{\Pi}
\end{aligned}
$$

Let $c_{j k}$ be the $(j, k)$-entry of $C_{K}$ and $\widetilde{c}_{j k}$ the $(j, k)$-entry of $\widetilde{C}_{K}$.
Then, for each $j, k$, we have

$$
\int_{b_{k}} W \sigma_{j}=\sum_{m=1}^{g} c_{j m} \int_{b_{k}} \theta_{m}+\sum_{m=1}^{g} \widetilde{c}_{j m} \int_{b_{k}} \overline{\theta_{m}}
$$

and

$$
\int_{b_{k}}\left(W \sigma_{j}-\sum_{m=1}^{g} c_{j m} \theta_{m}-\sum_{m=1}^{g} \widetilde{c}_{j m} \overline{\theta_{m}}\right)=0
$$

On the other hand, we compute

$$
\begin{aligned}
& \int_{a_{k}}\left(W \sigma_{j}-\sum_{m=1}^{g} c_{j m} \theta_{m}-\sum_{m=1}^{g} \widetilde{c}_{j m} \overline{\theta_{m}}\right) \\
& \quad=\int_{a_{k}} W \sigma_{j}-\sum_{m=1}^{g} c_{j m} \int_{a_{k}} \theta_{m}-\sum_{m=1}^{g} \widetilde{c}_{j m} \int_{a_{k}} \overline{\theta_{m}} \\
& \quad=\delta_{j k}-\sum_{m=1}^{g}\left(c_{j m}+\widetilde{c}_{j m}\right) \delta_{k m} \\
& \quad=\delta_{j k}-\sum_{m=1}^{g} \delta_{j m} \delta_{k m} \\
& \quad=0
\end{aligned}
$$

Namely, all A-periods and B-periods of $W \sigma_{j}-$ $\sum_{m=1}^{g} c_{j m} \theta_{m}-\sum_{m=1}^{g} \widetilde{c}_{j m} \overline{\theta_{m}}$ are zero. By Proposition 3.5 and $\delta \sigma_{j}=0$, we have $d W \sigma_{j}=W \delta \sigma_{j}=0$ on the interior $\tau^{i}$ of any $n$-simplex $\tau$ in $K$, where $n=1,2$. This implies that $W \sigma_{j}-\sum_{m=1}^{g} c_{j m} \theta_{m}-$ $\sum_{m=1}^{g} \widetilde{c}_{j m} \overline{\theta_{m}}$ is closed on $\tau^{i}$. By de Rham's theorem, the closed form $W \sigma_{j}-\sum_{m=1}^{g} c_{j m} \theta_{m}-\sum_{m=1}^{g} \widetilde{c}_{j m} \overline{\theta_{m}}$ is exact: there exists $d f_{j}$ such that

$$
W \sigma_{j}-\sum_{m=1}^{g} c_{j m} \theta_{m}-\sum_{m=1}^{g} \widetilde{c}_{j m} \overline{\theta_{m}}=d f_{j}
$$

on $\mathrm{M} \backslash\{p \in M \mid p:$ vertex in $K\}$.
Since $\{p \in M \mid p:$ vertex in $K\}$ is a null set, we have

$$
\left\langle d f_{j}, \theta_{k}\right\rangle_{\Omega}=\left\langle W \sigma_{j}-\sum_{m=1}^{g} c_{j m} \theta_{m}-\sum_{m=1}^{g} \widetilde{c}_{j m} \overline{\theta_{m}}, \theta_{k}\right\rangle_{\Omega}
$$

and

$$
\begin{aligned}
= & \left\langle W \sigma_{j}, \theta_{k}\right\rangle_{\Omega}-\sum_{m=1}^{g} c_{j m}\left\langle\theta_{m}, \theta_{k}\right\rangle_{\Omega} \\
& -\sum_{m=1}^{g} \widetilde{c}_{j m}\left\langle\overline{\theta_{j}}, \theta_{k}\right\rangle_{\Omega}
\end{aligned}
$$

By Theorem 2.6 and $d^{*} \theta_{k}=0$, we obtain $\left\langle\overline{\theta_{m}}, \theta_{k}\right\rangle_{\Omega}=$ 0 and $\left\langle\theta_{m}, d f_{j}\right\rangle_{\Omega}=\left\langle d^{*} \theta_{m}, f_{j}\right\rangle_{\Omega}=0$. So, we have

$$
\left\langle W \sigma_{j}, \theta_{k}\right\rangle_{\Omega}=\sum_{m=1}^{g} c_{j m}\left\langle\theta_{m}, \theta_{k}\right\rangle_{\Omega}
$$

By Riemann's bi-linear relation of forms (Lemma 2.8), we obtain

$$
\begin{aligned}
\left\langle\theta_{m}, \theta_{k}\right\rangle_{\Omega} & =i\left\langle-i \theta_{m}, \theta_{k}\right\rangle_{\Omega} \\
& =i\left\langle\star \theta_{m}, \theta_{k}\right\rangle_{\Omega} \\
& =i \sum_{s=1}^{g}\left(\int_{a_{s}} \theta_{m} \int_{b_{s}} \overline{\theta_{k}}-\int_{b_{s}} \theta_{m} \int_{a_{s}} \overline{\theta_{k}}\right) \\
& =i\left(\overline{\pi_{k m}}-\pi_{m k}\right) \\
& =i\left(\overline{\pi_{m k}}-\pi_{m k}\right) \\
& =2 \operatorname{Im} \pi_{m k}
\end{aligned}
$$

Note that since the period matrix $\Pi$ is lie in the Siegel upper half space, the period matrix $\Pi$ is symmetric and we obtain $\pi_{k m}=\pi_{m k}$. Thus, we have

$$
\begin{aligned}
\Lambda_{K} & =\left(\left\langle W \sigma_{j}, \star \theta_{k}\right\rangle_{\Omega}\right)_{1 \leq j, k \leq g} \\
& =i\left(\left\langle W \sigma_{j}, \theta_{k}\right\rangle_{\Omega}\right)_{1 \leq j, k \leq g} \\
& =i\left(2 \sum_{m=1}^{g} c_{j m} \operatorname{Im} \pi_{m k}\right)_{1 \leq j, k \leq g} \\
& =2 i\left(c_{j m}\right)_{1 \leq j, m \leq g}\left(\operatorname{Im} \pi_{m k}\right)_{1 \leq m, k \leq g} \\
& =2 i C_{K} \operatorname{Im} \Pi .
\end{aligned}
$$

So we conclude

$$
\begin{aligned}
\Pi_{K} & =\Pi-2 i \widetilde{C}_{K} \operatorname{Im} \Pi \\
& =\Pi-2 i\left(E-C_{K}\right) \operatorname{Im} \Pi \\
& =\Pi-2 i \operatorname{Im} \Pi+2 i C_{K} \operatorname{Im} \Pi \\
& =\bar{\Pi}+\Lambda_{K} .
\end{aligned}
$$

By Theorem 4.2, we see that an associate matrix is an element of the Siegel upper half space. This implies that a triangulated Riemann surface gives three elements of the Siegel upper half space.

Corollary 4.3. Let $(M,\{a, b\}, K)$ be a triangulated Riemann surface, and let $\Pi$ be the period matrix, $\Pi_{K}$ the combinatorial period matrix and $\Lambda_{K}$
the associate matrix of $(M,\{a, b\}, K)$. Then, $\Lambda_{K}$ is an element of the Siegel upper half space. Also $\Lambda_{K}$ is not equal to $\Pi$ nor $\Pi_{K}$.

Proof. By Theorem 4.2, we have

$$
\begin{aligned}
\Lambda_{K} & =\Pi_{K}-\bar{\Pi} \\
& =\left(\operatorname{Re} \Pi_{K}-\operatorname{Re} \Pi\right)+i\left(\operatorname{Im} \Pi_{K}+\operatorname{Im} \Pi\right)
\end{aligned}
$$

For any $x \in \mathbf{R}^{g}$, we see that

$$
\begin{aligned}
{ }^{t} x\left(\operatorname{Im} \Lambda_{K}\right) x & ={ }^{t} x\left(\operatorname{Im} \Pi_{K}+\operatorname{Im} \Pi\right) x \\
& ={ }^{t} x\left(\operatorname{Im} \Pi_{K}\right) x+{ }^{t} x(\operatorname{Im} \Pi) x>0
\end{aligned}
$$

This implies that $\Lambda_{K}$ is symmetric and $\operatorname{Im} \Lambda_{K}$ is positive definite, so $\Lambda_{K}$ is an element of the Siegel upper half space.
Next, we assume that $\Lambda_{K}$ is equal to $\Pi$. Then, by Theorem 4.2, we have

$$
\Pi_{K}=\bar{\Pi}+\Lambda_{K}=\bar{\Pi}+\Pi=2 \operatorname{Re} \Pi
$$

This is a contradiction, because the imaginary part of a combinatorial period matrix is not equal to zero matrix. In a similar way, one can check that $\Lambda_{K}$ is not equal to $\Pi_{K}$ as well.
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