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The purpose of this note is to give a simple and new proof to the existence of an independent product measure on a Cartesian infinite product space.

Let $\left\{\left(\Omega^{r}, \mathfrak{B}^{r}, m^{\tau}\right) \mid r \in \Gamma\right\}$ be a family of measure spaces satisfying $m^{r}\left(\Omega^{r}\right)=1$ for each $\gamma \in \Gamma$, where we mean by a measure space $(\Omega, \mathfrak{B}, m)$ a triple of a space $\Omega$ (without topology), a Borel field $\mathfrak{B}$ of subsets $B$ of $\Omega$, and a countably additive measure $m(B)$ defined on $\mathfrak{B}$ (with $0<m(\Omega)<\infty)$. We shall first define a measure space ( $\Omega^{*}, \mathfrak{B}^{*}, m^{*}$ ) which we call the independent product measure space of the family $\left\{\left(\Omega^{r}, \mathfrak{B}^{r}, m^{r}\right) \mid \gamma \in \Gamma\right\}$.

The space $\Omega^{*}$, which is symbolically denoted as

$$
\begin{equation*}
\Omega^{*}=\mathbf{P}_{\gamma \in \Gamma} \Omega^{r} \tag{1}
\end{equation*}
$$

is the set of all $\Gamma$-sequences (or functions defined on $\Gamma$ )

$$
\begin{equation*}
\omega^{*}=\left\{\omega^{\tau} \mid r \in \Gamma\right\} \tag{2}
\end{equation*}
$$

such that $\omega^{r} \in \Omega^{r}$ for each $\gamma \in \Gamma$.
A subset $R^{*}$ of $\Omega^{*}$ is called rectangular if it is of the form:

$$
\begin{equation*}
R^{*}=B^{r_{1}} \times \cdots \times B^{r_{n}} \times \mathbf{P}_{r \in \Gamma-\left\{r_{1}, \ldots, r_{n}\right\}} \Omega^{r} \tag{3}
\end{equation*}
$$

where $B^{r_{i}} \in \mathfrak{B}^{r_{i}}, i=1, \ldots, n$, and $\left\{r_{1}, \ldots, r_{n}\right\}$ is an arbitrary finite system of elements from $\Gamma . R^{*}$ is, by definition, the set of all $\omega^{*}=\left\{\omega^{\gamma} \mid r \in \Gamma\right\} \in \Omega^{*}$ such that $\omega^{\gamma_{i}} \in B^{r_{i}}$ for $i=1, \ldots, n$. The family of all rectangular sets $R^{*}$ of $\Omega^{*}$ is denoted by $\Re^{*}$.

Further, a subset $E^{*}$ of $\Omega^{*}$ is called elementary if it is of the form :

$$
\begin{equation*}
E^{*}=\mathbf{U}_{i=1}^{n} R_{i}^{*} \tag{4}
\end{equation*}
$$

where $R_{i}^{*} \in \mathfrak{R}^{*}$ for $i=1, \ldots, n$. We may assume that the $R_{i}^{*}$ in (4) are mutually disjoint. This follows from the fact that the intersection of two rectangular set of $\Omega^{*}$ is again rectangular, and that the complementary of a rectangular set of $\Omega^{*}$ is expressible as the union of a finite number of mutually disjoint rectangular sets of $\Omega^{*}$. The family of all elementary sets $E^{*}$ of $\Omega^{*}$ is denoted by $\mathfrak{F}^{k}$. It is clear that $\mathfrak{F}^{*}$ is a field.

We shall next define a set function $m^{*}\left(R^{*}\right)$ on $\Re^{*}$ by

$$
\begin{equation*}
m^{*}\left(R^{*}\right)=m^{r_{1}}\left(B^{r_{1}}\right) \times \cdots \times m^{r_{n}}\left(\boldsymbol{B}^{\tau_{n}}\right) \tag{5}
\end{equation*}
$$

if $R^{*}$ is of the form (3), and then $m^{*}\left(E^{*}\right)$ on $\mathfrak{F}^{*}$ by

$$
\begin{equation*}
m^{*}\left(E^{*}\right)=\sum_{i-1}^{n} m^{*}\left(R_{i}^{*}\right) \tag{6}
\end{equation*}
$$

if $E^{*}$ is of the form (4) and if the $R_{i}^{*}$ are mutually disjoint. It is easy to see that, although the expressions (3) and (4) are not unique for a given set $R^{*}$ or $E^{*}$, the values $m^{*}\left(R^{*}\right)$ and $m^{*}\left(E^{*}\right)$ defined by (5) and (6) are uniquely determined. Further, it is clear that, if an elementary set $E^{*}$ happens to be a rectangular set $R^{*}$, then the two definitions (5) and (6) give the same value. It is also clear that $m^{*}\left(E^{*}\right)$ is finitely additive on the field $\mathbb{C}^{*}$.

A measure space ( $\Omega^{*}, \mathfrak{B}^{*}, m^{*}$ ) defined on the Cartesian product space $\Omega^{*}$ is called the independent product measure space of the family $\left\{\left(\Omega^{r}, \mathfrak{B}^{r}, m^{r}\right) \mid \gamma \in \Gamma\right\}$, if $\mathfrak{B}^{*}$ is the Borel field generated by $\mathfrak{C r}^{*}$, and if $m^{*}\left(B^{*}\right)$ coincides with $m^{*}\left(E^{*}\right)$ on $\mathfrak{E}^{*}$. This fact is expressed symbolically as

$$
\begin{equation*}
\left(\Omega^{*}, \mathfrak{B}^{*}, m^{*}\right)=\mathbf{P}_{r \in \Gamma} \otimes\left(\Omega^{r}, \mathfrak{B}^{r}, m^{r}\right) \tag{7}
\end{equation*}
$$

Then the main purpose of this paper is to give a proof tc the following

Theorem. Let $\left\{\left(\Omega^{r}, \mathfrak{B}^{r}, m^{r}\right) \mid \gamma \in \Gamma\right\}$ be a family of measure spaces satisfying $m^{r}\left(\Omega^{r}\right)=1$ for each $\gamma \in \Gamma$. Then there exists an independent product measure space $\left(\Omega^{*}, \mathfrak{B}^{*}, m^{*}\right)=\mathbf{P}_{r \in \Gamma} \otimes\left(\Omega^{r}, \mathfrak{B}^{r}, m^{r}\right)$.

This theorem was proved by A. Kolmogoroff ${ }^{1)}$ in case when each measure space ( $\Omega^{r}, \mathfrak{B}^{r}, m^{r}$ ), $\gamma \in \Gamma$, is the Lebesgue measure space defined on the closed interval ( 0,1 ) (i. e., when $\Omega^{r}$ is the closed interval ( 0,1 ), $\mathfrak{B}^{r}$ is the Borel field of all Lebesgue measurable subsets $B^{r}$ of $(0,1)$, and $m^{\tau}\left(B^{r}\right)$ is the ordinary Lebesgue measure on $\mathfrak{B}^{r}$ ). More general cases were discussed by J. L. Doob ${ }^{2}$ by reducing them to the case of A. Kolmogoroff. The proof of A. Kolmogoroff, however, is based on the fact that the Cartesian product space $\Omega^{*}$ is compact (=bicompact) with respect to the ordinary weak topology of the product space whenever each factor space $\Omega^{r}, \gamma \in \Gamma$, is compact. In the following lines we shall give a simple proof to our theorem which is completely free from the notion of topology ${ }^{3}$.

Proof. It is sufficient to show that the finitely additive measure $m^{*}\left(E^{*}\right)$ defined on the field $\mathfrak{F}^{*}$ can be extended to a countably additive measure $m^{*}\left(B^{*}\right)$ defined on the Borel field $B^{*}$ generated by $\mathfrak{F}^{*}$. In order to show this, it suffices to verify that ${ }^{4}$

$$
\begin{equation*}
E_{k}^{*} \in \mathfrak{E}^{*}, \quad m^{*}\left(E_{k}^{*}\right) \geqq \delta>0, \quad E_{k}^{*} \geqq E_{k+1}^{*}, \quad k=1,2, \ldots \tag{8}
\end{equation*}
$$

implies $\cap_{k=1}^{\infty} E_{h}^{*} \neq \Theta$, where $\Theta$ denotes the empty set. Since every rectangular, and hence every elementary, set is determined by a finite

[^0]number of coordinates ${ }^{1}$, there exists a sequence of indices $\left\{\gamma_{\mu} \mid n=1,2, \ldots\right\}$ from $\Gamma$ and an increasing sequence of positive integers $\left\{n_{k} \mid k=1,2, \ldots\right\}$ such that the set $E_{k}^{*}$ is determined by the coordinates $\left\{\gamma_{1}, \gamma_{2}, \ldots, \gamma_{n_{k}}\right\}$ for $k=1,2, \ldots$

Let us now put

$$
\begin{equation*}
\Omega^{*(n)}=\mathbf{P}_{r \epsilon \Gamma-\left\{r_{1}, \ldots, r_{n}\right\} \Omega^{r}} \tag{9}
\end{equation*}
$$

$n=1,2, \ldots$, and decompose the whole space $\Omega^{*}$ into factors:

$$
\begin{equation*}
\Omega^{*}=\Omega^{r_{1}} \times \cdots \times \Omega^{r_{n}} \times \Omega^{*(n)} . \tag{10}
\end{equation*}
$$

We have also

$$
\begin{equation*}
\Omega^{*(n)}=Q_{n+1} \times \Omega^{*(n+1)} \tag{11}
\end{equation*}
$$

$n=0,1,2, \ldots$, where we put $\Omega^{*(0)}=\Omega^{*}$. In each $\Omega^{*(n)}$, we may define rectangular sets $R^{*(n)}$, elementary sets $E^{*(n)}$, and also the measures $m^{*(n)}\left(R^{*(n)}\right)$ and $m^{*(n)}\left(E^{*(n)}\right)$ defined on the family $\mathfrak{R}^{*(n)}$ and $\mathbb{C}^{*(n)}$ of all these sets $R^{*(n)}$ and $E^{*(n)}$ respectively. This can be carried out in exactly the same way as in the case of the space $\Omega^{*(0)}=\Omega^{*}$.

Now, for each $\omega^{r_{1}} \in \boldsymbol{S}^{r_{1}}$, consider the sets

$$
\begin{equation*}
\left(E_{k}^{*}\right)_{\omega_{1}}=\left\{\omega^{*(1)} \mid\left(\omega^{r_{1}}, \omega^{*(1)}\right) \in E_{k}^{*}\right\} \tag{12}
\end{equation*}
$$

$k=1,2, \ldots\left(E_{k}^{*}\right)_{\omega} r_{1}$ is, by definition, the set of all $\omega^{*(1)} \in Q^{*(1)}$ such that $\left(\omega^{r_{1}}, \omega^{*(1)}\right) \in E_{k}^{*}$. It is clear that $\left(E_{k}^{*}\right)_{\omega r_{1}} \in \mathbb{F}^{*(1)}$ and $\left(E_{k}^{*}\right)_{\omega r_{1}} \geqq\left(E_{k+1}^{*}\right)_{\omega r_{1}}$ for each $\omega^{\gamma_{1}} \in \Omega^{r_{1}}$ and $k=1,2, \ldots$, and that

$$
\begin{equation*}
\int_{\Omega^{r_{1}}} m^{*(1)}\left(\left(E_{k}^{*}\right)_{\omega} r_{1}\right) m^{r_{1}}\left(d \omega^{r_{1}}\right)=m^{*}\left(E_{k}^{*}\right) \geqq \hat{o}>0 \tag{13}
\end{equation*}
$$

for $k=1,2, \ldots$ Since the sequence of functions $\left\{m^{*(1)}\left(\left(E_{k}^{*}\right)_{\omega_{1}}\right) \mid k=1,2, \ldots\right\}$, defined and measurable on the measure space ( $\Omega^{r_{1}}, \mathfrak{B}^{r^{r}}, \boldsymbol{m}^{r_{1}}$ ), is uniformly bounded between 0 and 1 , and is monotone non-increasing, there exists an $\omega_{0}^{\gamma_{1}} \in \boldsymbol{Q}^{r_{1}}$ and a positive number $\hat{o}_{1}>0$ such that

$$
\begin{equation*}
m^{*(1)}\left(\left(E_{k}^{*}\right)_{w_{0}^{r_{1}}}\right) \geqq \delta_{1}>0 \tag{14}
\end{equation*}
$$

for $k=1,2, \ldots$
Thus we see that the same condition as (8) is satisfied in $\Omega^{*(1)}$ by the sequence of elementary sets $\left\{\left(E_{k}^{*}\right)_{\omega_{0}} \mid k=1,2, \ldots\right\}$. Consequently, by proceeding in this way, we shall be able to obtain a sequence of points $\left\{\omega_{0}^{n} \mid n=1,2, \ldots\right\}$ such that $\omega \sigma^{n} \in \Omega^{r_{n}}$ for $n=1,2, \ldots$, and a sequence of positive numbers $\left\{\delta_{n} \mid n=1,2, \ldots\right\}$ satisfying the condition:

$$
\begin{equation*}
m^{*(n)}\left(\left(E_{k}^{*}\right)_{w_{0}}^{\gamma_{1}} \ldots, \alpha_{0}^{n}\right) \geqq \delta_{n}>0 \tag{15}
\end{equation*}
$$

for $k, n=1,2, \ldots$, where we put

[^1](16)
\[

$$
\begin{aligned}
\left(E_{k}^{*}\right)_{\omega_{0}^{\gamma_{1}} \ldots, \omega_{0}^{\gamma_{n}}} & =\left\{\omega^{*(n)} \mid\left(\omega_{0}^{\tau_{1}}, \ldots, \omega_{0}^{\tau_{n}}, \omega^{*(n)}\right) \in E_{k}^{*}\right\} \\
& =\left\{\omega^{*(n)} \mid\left(\omega_{0}^{\tau_{n}}, \omega^{*(n)}\right) \in\left(E_{k}^{*}\right)_{\omega_{0}^{\gamma_{1}} \ldots \ldots \omega_{0}^{\gamma} n-1}\right\}
\end{aligned}
$$
\]

i. e., $\left(E_{k}^{*}\right)_{\omega_{0}^{1}} \ldots \omega_{0}^{\gamma_{n}}$ is the set of all points $\omega^{*(n)} \in \Omega^{*(n)}$ such that $\left(\omega_{0}^{\gamma_{1}}, \ldots\right.$, $\left.\omega_{0}^{\gamma n}, \omega^{*(n)}\right) \in E_{k}^{*}$, or equivalently the set of all points $\omega^{*(n)} \in \Omega^{*(n)}$ such


We claim that a point $\omega^{*}=\left\{\omega^{r} \mid \gamma \in \Gamma\right\} \in \Omega^{*}$ satisfying $\omega^{\gamma}{ }^{\gamma}=\omega_{0}^{\gamma} n$ for $n=1,2, \ldots$ belongs to $E_{k}^{*}$ for $k=1,2 \ldots$ In fact, for each $E_{k}^{*}$, there exists an integer $n_{k}$ such that $E_{k}^{*}$ is determined by the coordinates $\left\{r_{1}, r_{2}, \ldots, r_{n_{k}}\right\}$. The relation (15) for $n=n_{k}$ then implies that
 and, since $E_{k}^{*}$ is determined by the coordinates $\left\{r_{1}, r_{2}, \ldots, r_{n_{k}}\right\}$, we must have $\omega^{*} \in E_{k}^{*}, k=1,2, \ldots$, which immediately implies that $\Pi_{k-1}^{\infty} E_{k}^{*} \neq \Theta$, as we wanted to prove.
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    In this paper it is attempted to prove our theorem without appealing to the notions of topology, but unfortunately the proof given here contains a mistake.
    4) See, for example, E. Hopf, Ergodentheorie, Berlin, 1937, p. 2.

[^1]:    1) A subset $A^{*}$ of $\Omega^{*}$ is determined by a finite number of coordinates if there exists a finite system of elements $\left\{r_{1}, \ldots, \gamma_{n}\right\}$ from $\Gamma$ such that a point $\omega_{0}^{*}=\left\{\omega_{r}^{*} \mid r \in \Gamma\right\} \in \Omega^{*}$ belongs to $A^{*}$ whenever there exists an $\omega^{*}=\left\{\omega^{r} \mid \boldsymbol{r} \in \Gamma\right\} \in \boldsymbol{\Omega}^{*}$ belonging to $A^{*}$ with $\omega^{r i}=\omega_{0}^{r i}$ for $i=1, \ldots, n$.
