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#### Abstract

We classify C* near-group categories by using Vaughan Jones theory of subfactors and the Cuntz algebra endomorphisms. Our results show that there is a sharp contrast between two essentially different cases, integral and irrational cases. When the dimension of the unique non-invertible object is an integer, we obtain a complete classification list, and it turns out that such categories are always group theoretical. When it is irrational, we obtain explicit polynomial equations whose solutions completely classify the C* near-group categories in this class.
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## 1. Introduction

In his celebrated paper [35], Vaughan Jones introduced the notion of index for subfactors, and opened up a totally new subject related to various fields in mathematics and mathematical physics, such as low dimensional topology, conformal field theory, quantum groups etc. The theory of subfactors is often compared with the classical Galois theory of field extensions, and in fact a subfactor gives rise to tensor categories, which play an analogous role of the Galois group. More precisely, to a subfactor $N \subset M$ of finite index and finite depth, we can associate two kinds of fusion categories, consisting of $M-M$ bimodules and $N-N$ bimodules respectively, and two kinds of module categories of them consisting of $N-M$ bimodules and $M-N$ bimodules.

Fusion categories may be considered as a generalization of the representation categories of finite groups, and commonly appear in the above mentioned fields related to subfactors. Their axioms were formulated by Etingof, Nikshych, and Ostrik [12] as follows: a fusion category over an algebraically closed field $k$ is a rigid semisimple $k$-linear tensor category with finitely many simple objects and finite dimensional morphism spaces such that the unit object 1 is simple. Other than the representation category of a finite group $G$, a typical example of a fusion category, which may not be commutative in general, is given by $G$ itself. Namely, if every simple object of a fusion category $\mathcal{C}$ is invertible, the set of equivalence classes of simple objects in $\mathcal{C}$ is identified with a finite group $G$ obeying the fusion rules

$$
\begin{equation*}
g \otimes h \cong g h, \quad g, h \in G . \tag{1.1}
\end{equation*}
$$

It is known that such fusion categories, called pointed categories, are parametrized by the third cohomology group $H^{3}\left(G, k^{\times}\right)$arising from the associativity constraint.

A near-group category, formally introduced by Siehler [50], is one step beyond the pointed categories, and has only one non-invertible simple object. Let $\mathcal{C}$ be a near-group category with the group $G$ of the invertible simple objects, and let $\rho$ be the unique non-invertible object in $\mathcal{C}$. Then the only possible fusion rules, apart from Eq.(1.1), are

$$
\begin{gathered}
g \otimes \rho \cong \rho \otimes g \cong \rho, \quad g \in G, \\
\rho \otimes \rho \cong \bigoplus_{g \in G} g \oplus \overbrace{\rho \oplus \rho \oplus \cdots \oplus \rho}^{m \text { times }} .
\end{gathered}
$$

Thus in the level of fusion rules, the multiplicity $m$ of $\rho$ in $\rho \otimes \rho$ is the only free parameter, which we call the multiplicity parameter of $\mathcal{C}$. The based ring $\mathbb{Z} G+\mathbb{Z} \rho$ obeying the above relations is denoted by $K(G, m)$ in [47]. The classification of the near-group categories having a prescribed based ring $K(G, m)$ is a fundamental question in the subject.

Many near-group categories appear in nature. For example, the Ising model in conformal field theory is a near-group category with $(G, m)=\left(\mathbb{Z}_{2}, 0\right)$, and the representation category of the symmetric group $\mathfrak{S}_{3}$ is a near-group category with $(G, m)=\left(\mathbb{Z}_{2}, 1\right)$. The $E_{6}$ subfactor provides a more exotic example with $(G, m)=\left(\mathbb{Z}_{2}, 2\right)$. The recent developments of the classification of subfactors [36], [1] show that quadratic categories, slight generalization of near-group categories, are rather typical (see [20]), and it is hard to construct subfactors neither related to (quantum) groups nor quadratic categories. So far the only known exception is the extended Haagerup subfactor constructed in [2].

The first systematic classification result of a class of near-group categories was obtained by TambaraYamagami [52], and they completely classified the near-group categories with $m=0$, now called Tambara-Yamagami categories. They showed that such categories exist if and only if $G$ is abelian, and obtained complete classification invariants in terms of $G$. Another extreme case was treated by Ostrik [46], where he showed that a near-group category with trivial $G$ exists if and only if $m=1$. The proof requires a much more sophisticated argument than one would think at first sight, and it uses braiding in a crucial way. Since then, there have been several attempts to classify various classes of near-group categories (see [50], [10], [23], [47], [45], [16], [39]).

Fusion categories arising from subfactors form a special class, called C* fusion categories, whose morphism spaces are complex Banach spaces with $*$-structure obeying the $\mathrm{C}^{*}$ condition. Throughout this note, we focus on near-group categories satisfying this condition, which we call $\mathrm{C}^{*}$ near-group categories. It is known that every $\mathrm{C}^{*}$ fusion category is uniquely realized in the category of bimodules of the hyperfinite $\mathrm{II}_{1}$ factor, and similarly in the category of endomorphisms $\operatorname{End}(M)$ of the hyperfinite type $\mathrm{III}_{1}$ factor $M$ (see [25], [48]). In the latter category, invertible objects are nothing but automorphisms of $M$, and one can utilize well-known results on group actions on operator algebras to analyse the structure of C* near-group categories. In fact, the third cohomology class of a pointed category for a finite group $G$ mentioned above can be identified with the Connes obstruction of a $G$-kernel (see [5], [34], [51]). Moreover, the author pointed out in [28] and [32] that C* near group categories realized in End $(M)$ can be reconstructed from Cuntz algebra endomorphisms, which provides us a handy way to construct new examples. The main purpose in [32] was to compute the Drinfeld centers for concrete examples of tensor categories, and for that we deduced polynomial equations whose solutions give $\mathrm{C}^{*}$ near group categories via Cuntz algebra endomorphisms. One of the purposes of this paper is to further pursue this approach, and to classify the $\mathrm{C}^{*}$ near-group categories by using operator algebra techniques.

We summarize the main results of this paper now, which we prove in Section 3-6 (see Theorem 3.9 and Theorem 6.1).
Theorem 1.1. Let $\mathcal{C}$ be a $C^{*}$ near-group category with $G, \rho$, and $m \neq 0$ as above, and let $d=\frac{m+\sqrt{m^{2}+4|G|}}{2}$ be the dimension of the object $\rho$. Then the following hold.

If d is rational, either of the following two cases occurs:
(1) $G$ is abelian and $m=|G|-1$.
(2) $G$ is an extra-special 2-group of order $2^{2 a+1}$ and $m=2^{a}$ with a natural number $a$. For each extra-special 2-group, there exist exactly $3 C^{*}$ near group-categories.
If $d$ is irrational, $G$ is abelian and $m$ is a multiple of $|G|$.
Siehler [50, Theorem 1.2] showed, under the implicit assumption of $G$ being abelian, that if $m<|G|$, the group $G$ is cyclic, $m=|G|-1$, and $|G|+1$ is a prime power. On the other hand, Etingof-Gelaki-Ostrik [10, Corollary 7.4] completely classified such fusion categories, and showed that there exist exactly three categories for $G=\mathbb{Z}_{2}$, two categories for each of $\mathbb{Z}_{3}$ and $\mathbb{Z}_{7}$, and there exists a unique category for every other cyclic group $\mathbb{Z}_{q-1}$ with a prime power $q$. These results hold without the $\mathrm{C}^{*}$ condition. The case (2) was overlooked in [50] for the reason stated above.

The proof of the statement for the irrational case can be found in [45] (and in [16, Theorem 2(a)] with an extra assumption). In the case of $m=|G|$, Evans-Gannon [16, Theorem 4] showed that the solutions of the polynomial equations obtained in [32] completely classify the $C^{*}$ near-group categories in this class. Moreover, they obtained a number of new solutions and computed the Drinfeld centers of the corresponding $C^{*}$ near-group categories following the approach established in [31], [32]. We will deduce the polynomial equations for the general irrational case in Section 7-8, and show that their solutions completely classify such categories in Theorem 8.6. We will treat the special case of $m=|G|$ in Section 9,
and the case of $m=2|G|$ in Section 10. Recently an example with $(G, m)=\left(\mathbb{Z}_{3}, 6\right)$ was discovered, and the latter case also draws attention of specialists (see [19], [39], [40]). Theorem 10.19 shows that there exist exactly two $\mathrm{C}^{*}$ near group categories with $(G, m)=\left(\mathbb{Z}_{3}, 6\right)$, and they are complex conjugate to each other.

This paper is an extended version of the author's personal note written around 2008, which roughly corresponds to the contents in Section 3-9 in the present version. Since then there have been several new developments about near-group categories, and some results in the original note are no longer new as already mentioned above. Nevertheless, the author believes that it is still worth publishing the old part because it lays the foundation for the other part of this note, and it still contains new results, for example, the case (2) in Theorem 1.1. Section 2 and Section 10-13 are newly written in 2015.

As already mentioned above, it is a folklore result that any $\mathrm{C}^{*}$ fusion category uniquely embeds into $\operatorname{End}(M)$ for the hyperfinite type $\mathrm{III}_{1}$ factor, and the uniqueness part is based on Popa's classification result for subfactors [48]. In Section 2, we clarify in what sense the uniqueness statement holds. The author would like to thank Roberto Longo for pointing out the author's vague understanding of the statement before, and Luca Giorgetti for pointing out a flaw in Theorem 2.2 in the first version.

In [28], [32], we showed that a C* near-group category with $m=|G|$ gives rise to so called a $2^{G} 1$ subfactor. Generalizing this observation, we show in Section 11 that there exists a one-to-one correspondence between the $\mathrm{C}^{*}$ near-group categories in the irrational case and a certain class of subfactors with specific principal graphs. We show that these subfactors are self-dual under a mild assumption.

Section 12 is devoted to de-equivariantization of C* near group categories, which is a systematic account inspired by Ostrik's wonderful observation that the Haagerup category is related to a near-group category with $(G, m)=\left(\mathbb{Z}_{3} \times \mathbb{Z}_{3}, 9\right)$ via de-equivariantization (see Example 12.13). As a byproduct, we find new $C^{*}$ near-group categories with $(G, m)=\left(\mathbb{Z}_{2} \times \mathbb{Z}_{2} \times \mathbb{Z}_{3}, 12\right)$ missing in [16, Table 2] (see Example 12.18).

In subsection 13, we discuss equivariantization. For that purpose, we determined the structure of the automorphism groups of $C^{*}$ near-group categories in the irrational case in subsection 13.1.

The author would like thank David Evans, Terry Gannon, Pinhas Grossman, Vaughan Jones, Zhengwei Liu, Scott Morrison, Sebastien Palcoux, David Penneys, Victor Ostrik, and Noah Snyder for stimulating discussions and encouragement.

## 2. Preliminaries

Our basic references are [11] for tensor categories, [18] for operator algebras and subfactors, and [3] for the category of endomorphisms of von Neumann algebras. Every von Neumann algebra in this note is assumed to have separable predual.

For a Hilbert space $\mathcal{H}$, we denote by $\mathbb{B}(\mathcal{H})$ the set of bounded operators on $\mathcal{H}$, and by $\mathcal{U}(\mathcal{H})$ the set of unitaries on $\mathcal{H}$. The identity operator of $\mathcal{H}$ is denoted by $I_{\mathcal{H}}$ or simply by $I$. For a unital $\mathrm{C}^{*}$-algebra $A$, we denote by $\mathcal{U}(A)$ the set of unitaries in $A$. The unit of $A$ is denoted by $I_{A}$ or simply by $I$.

Let $M$ be a properly infinite factor. Then the set of unital endomorphisms End $(M)$ forms a tensor category with the monoidal product $\rho \otimes \sigma$ of two objects $\rho, \sigma \in \operatorname{End}(M)$ given by the composition $\rho \circ \sigma$, and the morphism space from $\rho$ to $\sigma$ given by

$$
\operatorname{Hom}_{\operatorname{End}(M)}(\rho, \sigma)=\{T \in M ; T \rho(x)=\sigma(x) T, \forall x \in M\} .
$$

For simplicity, we denote $(\rho, \sigma)=\operatorname{Hom}_{\operatorname{End}(M)}(\rho, \sigma)$. In this tensor category, the monoidal product $T_{1} \otimes T_{2}$ of two morphisms $T_{i} \in\left(\rho_{i}, \sigma_{i}\right), i=1,2$, are given by

$$
T_{1} \rho_{1}\left(T_{2}\right)=\sigma_{1}\left(T_{2}\right) T_{1} .
$$

This is graphically expressed as


By definition, two objects $\rho, \sigma$ are equivalent if and only if there exists a unitary $U \in \mathcal{U}(M)$ satisfying $\rho=\operatorname{Ad} U \circ \sigma$, where $\operatorname{Ad} U$ is the inner automorphism of $M$ given by $\operatorname{Ad} U(x)=U x U^{-1}$. We denote by $[\rho]$ the equivalence class of $\rho$. The self-morphism space $(\rho, \rho)$ is nothing but the relative commutant $M \cap \rho(M)^{\prime}$, and when this space consists of only scalars, we say that $\rho$ is irreducible (or simple).

The morphism space $(\rho, \sigma)$ inherits the Banach space structure from $M$, and the $*$-operation of $M$ sends $(\rho, \sigma)$ to $(\sigma, \rho)$, which makes $\operatorname{End}(M)$ a C* tensor category (see [3, Section 1]). Moreover, if $\rho$ is irreducible, the space $(\rho, \sigma)$ is a Hilbert space with an inner product given by $T_{1}^{*} T_{2}=\left\langle T_{1}, T_{2}\right\rangle I_{M}$ for $T_{1}, T_{2} \in(\rho, \sigma)$. Throughout the paper, we assume that any functor between $\mathrm{C}^{*}$ fusion categories preserves the $*$-structure.

For $\rho \in \operatorname{End}(M)$, its dimension $d(\rho)$ is defined by $[M: \rho(M)]_{0}^{1 / 2}$, where $[M: \rho(M)]_{0}$ is the minimal index of $\rho(M)$ in $M$. We denote by $\operatorname{End}_{0}(M)$ the set of $\rho \in \operatorname{End}(M)$ with finite $d(\rho)$. The dimension function $\operatorname{End}_{0}(M) \ni \rho \mapsto d(\rho)$ is additive with respect to the direct sum operation and multiplicative with respect to the monoidal product operation. The tensor category $\operatorname{End}_{0}(M)$ is rigid in the following sense: for any $\rho \in \operatorname{End}_{0}(M)$, there exist $\bar{\rho} \in \operatorname{End}_{0}(M)$, called the conjugate endomorphism of $\rho$, and two isometries $R_{\rho} \in(\mathrm{id}, \bar{\rho} \circ \rho), \bar{R}_{\rho} \in(\mathrm{id}, \rho \circ \rho)$ satisfying

$$
\bar{R}_{\rho}^{*} \rho\left(R_{\rho}\right)=R_{\rho}^{*} \bar{\rho}\left(\bar{R}_{\rho}\right)=\frac{1}{d(\rho)}
$$

If $\rho$ is self-conjugate, either $\bar{R}_{\rho}=R_{\rho}$ or $\bar{R}_{\rho}=-R_{\rho}$ occurs. We say that $\rho$ is real in the former case, and $\rho$ is pseudo-real in the latter case.

If we replace $\operatorname{End}(M)$ with the set of unital homomorphisms between two type III factors, the dimension function and conjugate morphisms still make sense, and we use the same notation as above (see [30], [3]).

Every $\mathrm{C}^{*}$ fusion category is realized as a category of bimodules of the hyperfinite $\mathrm{II}_{1}$ factor (see [25]), which implies the following statement by a tensor product trick.

Theorem 2.1. Every $C^{*}$ fusion category is realized as a subcategory of $\operatorname{End}_{0}(M)$ for any hyperfinite type III factor $M$.

For uniqueness, we have the following statement, which is a consequence of Popa's classification theorem for amenable subfactors. Recall that a monoidal functor from a strict fusion category $\mathcal{C}$ to another strict fusion category $\mathcal{D}$ is a pair $(F, L)$ consisting of a functor $F: \mathcal{C} \rightarrow \mathcal{D}$ and natural isomorphisms

$$
L_{\rho, \sigma} \in \operatorname{Hom}_{\mathcal{D}}(F(\rho) \otimes F(\sigma), F(\rho \otimes \sigma))
$$

satisfying

$$
L_{\rho \otimes \sigma, \tau} \circ\left(L_{\rho, \sigma} \otimes I_{F(\tau)}\right)=L_{\rho, \sigma \otimes \tau} \circ\left(I_{F(\rho)} \otimes L_{\sigma, \tau}\right)
$$

for any $\rho, \sigma, \tau \in \mathcal{C}$ (see [11, Definition 2.4.1]). We may and do assume $F\left(\mathbf{1}_{\mathcal{C}}\right)=\mathbf{1}_{\mathcal{D}}$ and $L_{\mathbf{1}_{\mathcal{C}}, \rho}=L_{\rho, \mathbf{1}_{\mathbb{C}}}=$ $I_{F(\rho)}$. When $\mathcal{C}$ and $\mathcal{D}$ are $\mathrm{C}^{*}$ categories, we further assume that $L_{\rho, \sigma}$ is a unitary.

Theorem 2.2. Let $M$ and $P$ be hyperfinite type $I I_{1}$ factors, and let $\mathcal{C}$ and $\mathcal{D}$ be $C^{*}$ fusion categories embedded in $\operatorname{End}(M)$ and $\operatorname{End}(P)$ respectively. Let $(F, L)$ be a monoidal functor from $\mathcal{C}$ to $\mathcal{D}$ that is an equivalence of
the two $C^{*}$ fusion categories $\mathcal{C}$ and $\mathcal{D}$. Then there exists a surjective isomorphism $\Phi: M \rightarrow P$ and unitaries $U_{\rho} \in P$ for each object $\rho \in \mathcal{C}$ satisfying

$$
\begin{gathered}
F(\rho)=\operatorname{Ad} U_{\rho} \circ \Phi \circ \rho \circ \Phi^{-1}, \\
F(X)=U_{\sigma} \Phi(X) U_{\rho}^{*}, \quad X \in(\rho, \sigma), \\
L_{\rho, \sigma}=U_{\rho \circ \sigma} \Phi \circ \rho \circ \Phi^{-1}\left(U_{\sigma}^{*}\right) U_{\rho}^{*}=U_{\rho \circ \sigma} U_{\rho}^{*} F(\rho)\left(U_{\sigma}^{*}\right) .
\end{gathered}
$$

Before proving the statement, let us recall Popa's classification theorem in the special case of finite depth subfactors of the hyperfinite type $\mathrm{III}_{1}$ factor (see [48], [43]). Note that hyperfinite type $\mathrm{III}_{1}$ factors are mutually isomorphic due to Haagerup [24]. Let $N \subset M$ be an inclusion of hyperfinite type $\mathrm{III}_{1}$ factors of finite index and finite depth, and let $l$ be an integer larger than the depth of the inclusion. Let

$$
M \supset N=N_{0} \supset N_{1} \supset \cdots \supset N_{l}
$$

be the downward basic construction. In each step, the subfactor $N_{k+1}$ is uniquely determined up to inner conjugacy in $N_{k}$. The standard invariant of $N \subset M$ is determined by the following nested system of finite dimensional von Neumann algebras:

$$
\begin{array}{ccccccc}
M \cap N^{\prime} & \subset & M \cap N_{1}^{\prime} & \subset & \cdots & \subset & M \cap N_{l}^{\prime} \\
\cup & & \cup & & & \cup \\
\mathbb{C} & \subset & N \cap N_{1}^{\prime} & \subset & \cdots & \subset & N \cap N_{l}^{\prime}
\end{array} .
$$

Popa showed that there is a continuation of the downward basic construction

$$
N_{l} \supset N_{l+1} \supset N_{l+2} \supset \cdots
$$

so that $M=M^{\text {st }} \otimes R$ and $N=N^{\text {st }} \otimes R$ hold, where

$$
M^{\mathrm{st}}=\bigvee_{k=0}^{\infty}\left(M \cap N_{k}^{\prime}\right), \quad N^{\mathrm{st}}=\bigvee_{k=0}^{\infty}\left(N \cap N_{k}^{\prime}\right),
$$

and $R$ is the relative commutant of $M^{\text {st }}$ in $M$, which is hyperfinite of type $\mathrm{III}_{1}$. Since the core inclusion $N^{\text {st }} \subset M^{\text {st }}$ is completely determined by the standard invariant, it classifies $N \subset M$.

Now we recall the precise statement we need in the proof of Theorem 2.2. Assume that $Q \subset P$ is another inclusion of hyperfinite type $\mathrm{III}_{1}$ factors with the same standard invariant as that of $N \subset M$. Let

$$
P \supset Q \supset Q_{1} \supset \cdots \supset Q_{l}
$$

be an arbitrary downward basic construction up to $l$ step. Popa's theorem implies that if $\Phi$ is an isomorphism from $M \cap N_{l}^{\prime}$ onto $P \cap Q_{l}^{\prime}$ with $\Phi\left(M \cap N_{k}^{\prime}\right)=P \cap Q_{k}^{\prime}$ and $\Phi\left(N \cap N_{k}^{\prime}\right)=Q \cap Q_{k}^{\prime}$ for any $1 \leq k \leq l$, it extends to an isomorphism from $M$ onto $P$ mapping $N$ onto $Q$.

Proof of Theorem 2.2. In the following arguments, whenever we apply the functor $F$ to morphisms, we need a special care because the same operator may belong to different morphism spaces. For example, an operator $X \in(\rho, \sigma)$ at the same time belongs to $(\rho \circ \mu, \sigma \circ \mu)$ as it is identified with $X \otimes I_{\mu}$. On the other hand, we have

$$
F\left(X \otimes I_{\mu}\right)=L_{\sigma, \mu} \circ\left(F(X) \otimes I_{F(\mu)}\right) \circ L_{\rho, \mu}^{-1} .
$$

Let $\operatorname{Irr}(\mathcal{C})$ be a complete system of representatives of the set of equivalence classes of irreducible endomorphisms in $\mathcal{C}$. We may assume id $\in \operatorname{Irr}(\mathcal{C})$, and $F(\mathrm{id})=\mathrm{id}$. We choose an object

$$
\gamma=\bigoplus_{\xi \in \operatorname{Irr}(\mathcal{C})} \xi \in \mathcal{C}
$$
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Then $\gamma(M) \subset M$ is a finite depth subfactor. Since $\gamma$ is self-conjugate,

$$
M \supset \gamma(M) \supset \gamma^{2}(M) \supset \gamma^{3}(M)
$$

is a downward basic construction, and the standard invariant of the inclusion $\gamma(M) \subset M$ is determined by


In the tensor category language, this is expressed as

$$
\begin{array}{ccccc}
\operatorname{End}_{\mathcal{C}}(\gamma) \otimes I_{\gamma} \otimes I_{\gamma} & \subset & \operatorname{End}_{\mathcal{C}}(\gamma \otimes \gamma) \otimes I_{\gamma} & \subset & \operatorname{End}_{\mathcal{C}}(\gamma \otimes \gamma \otimes \gamma) \\
\cup & & \cup & \cup \\
\mathbb{C} I_{\gamma} \otimes I_{\gamma} \otimes I_{\gamma} & \subset & I_{\gamma} \otimes \operatorname{End}(\gamma) \otimes I_{\gamma} & \subset & I_{\gamma} \otimes \operatorname{End}_{\mathcal{C}}(\gamma \otimes \gamma)
\end{array}
$$

Let

$$
L_{\gamma, \gamma, \gamma}:=L_{\gamma^{2}, \gamma} L_{\gamma, \gamma}=L_{\gamma, \gamma^{2}} F(\gamma)\left(L_{\gamma, \gamma}\right),
$$

or in the tensor category language,

$$
L_{\gamma, \gamma, \gamma}=L_{\gamma \otimes \gamma, \gamma} \circ\left(L_{\gamma, \gamma} \otimes I_{F(\gamma)}\right)=L_{\gamma, \gamma \otimes \gamma} \circ\left(I_{F(\gamma)} \otimes L_{\gamma, \gamma}\right) .
$$

Then we have $\operatorname{Ad} L_{\gamma, \gamma, \gamma} \circ F(\gamma)^{3}=F\left(\gamma^{3}\right)$, and $\operatorname{Ad} L_{\gamma, \gamma, \gamma}^{*}$ induces an isomorphism from $\left(F\left(\gamma^{3}\right), F\left(\gamma^{3}\right)\right)$ onto $\left(F(\gamma)^{3}, F(\gamma)^{3}\right)$. We denote by $\Phi_{0}$ the composition of $F$ restricted to $\left(\gamma^{3}, \gamma^{3}\right)$ and $\operatorname{Ad} L_{\gamma, \gamma, \gamma}^{*}$, which is an isomorphism from $\left(\gamma^{3}, \gamma^{3}\right)$ onto $\left(F(\gamma)^{3}, F(\gamma)^{3}\right)$. We claim that $\Phi_{0}$ induces an isomorphism of the standard invariants of $\gamma(M) \subset M$ and $F(\gamma)(P) \subset P$. Indeed, for $Y \in\left(\gamma^{2}, \gamma^{2}\right)$, we have

$$
\begin{aligned}
\Phi_{0}\left(Y \otimes I_{\gamma}\right) & =\left(L_{\gamma, \gamma}^{*} \otimes I_{F(\gamma)}\right) L_{\gamma \otimes \gamma, \gamma}^{*} F\left(Y \otimes I_{\gamma}\right) L_{\gamma \otimes \gamma, \gamma}\left(L_{\gamma, \gamma} \otimes I_{F(\gamma)}\right) \\
& =L_{\gamma, \gamma}^{*} F(Y) L_{\gamma, \gamma} \otimes I_{F(\gamma)}, \\
\Phi_{0}\left(I_{\gamma} \otimes Y\right) & =\left(I_{F(\gamma)} \otimes L_{\gamma, \gamma}^{*}\right) L_{\gamma, \gamma \otimes \gamma}^{*} F\left(I_{\gamma} \otimes Y\right) L_{\gamma, \gamma \otimes \gamma}\left(I_{F(\gamma)} \otimes L_{\gamma, \gamma}\right) \\
& =I_{F(\gamma)} \otimes L_{\gamma, \gamma}^{*} F(Y) L_{\gamma, \gamma} .
\end{aligned}
$$

In the same way, for $X \in \operatorname{End}_{\mathcal{C}}(\gamma)$, we have

$$
\begin{aligned}
& \Phi_{0}\left(X \otimes I_{\gamma} \otimes I_{\gamma}\right)=F(X) \otimes I_{F(\gamma)} \otimes I_{F(\gamma)}, \\
& \Phi_{0}\left(I_{\gamma} \otimes X \otimes I_{\gamma}\right)=I_{F(\gamma)} \otimes F(X) \otimes I_{F(\gamma)}, \\
& \Phi_{0}\left(I_{\gamma} \otimes I_{\gamma} \otimes X\right)=I_{F(\gamma)} \otimes I_{F(\gamma)} \otimes F(X),
\end{aligned}
$$

which shows the claim. Thus $\Phi_{0}$ extends to an isomorphism $\Phi$ from $M$ onto $P$ satisfying $\Phi(\gamma(M))=$ $F(\gamma)(P)$.

By construction and the above computation, we have $\Phi(Y)=L_{\gamma, \gamma}^{*} F(Y) L_{\gamma, \gamma}$ and $\Phi(\gamma(Y))=$ $F(\gamma)(\Phi(Y))$ for $Y \in\left(\gamma^{2}, \gamma^{2}\right)$, and we have $\Phi(X)=F(X)$ and $\Phi(\gamma(X))=F(\gamma)(\Phi(X))$ for $X \in(\gamma, \gamma)$.

We choose an isometry $V_{\xi} \in(\xi, \gamma)$ for each $\xi \in \operatorname{Irr}(\mathcal{C})$. Then we have

$$
\gamma(x)=\sum_{\xi \in \operatorname{Irr}(\mathcal{C})} V_{\xi} \xi(x) V_{\xi}^{*},
$$

Since $V_{\xi} V_{\xi}^{*} \in(\gamma, \gamma)$, we get

$$
\Phi\left(V_{\xi} V_{\xi}^{*}\right)=F\left(V_{\xi} V_{\xi}^{*}\right)=F\left(V_{\xi}\right) F\left(V_{\xi}\right)^{*},
$$

and $\Phi\left(V_{\xi}\right)$ and $F\left(V_{\xi}\right)$ are isometries with the same range projection. Thus there exists a unitary $W_{\xi} \in \mathcal{U}(P)$ for each $\xi \in \operatorname{Irr}(\mathcal{C})$ satisfying $\Phi\left(V_{\xi}\right)=F\left(V_{\xi}\right) W_{\xi}$.

Since $\Phi(\gamma(M))=F(\gamma)(P)$, there exists an isomorphism $\varphi$ from $M$ onto $P$ satisfying $\Phi \circ \gamma=F(\gamma) \circ \varphi$. On one hand,

$$
F(\gamma) \circ \varphi(x)=\sum_{\xi \in \operatorname{Irr}(\mathcal{C})} F\left(V_{\xi}\right) F(\xi)(\varphi(x)) F\left(V_{\xi}\right)^{*}
$$

and on the other hand,

$$
\Phi \circ \gamma(x)=\sum_{\xi \in \operatorname{Irr}(\mathcal{C})} \Phi\left(V_{\xi}\right) \Phi \circ \xi(x) \Phi\left(V_{\xi}\right)^{*}=\sum_{\xi \in \operatorname{Irr}(\mathcal{C})} F\left(V_{\xi}\right) W_{\xi} \Phi \circ \xi(x) W_{\xi}^{*} F\left(V_{\xi}\right)^{*}
$$

This implies $F(\xi) \circ \varphi=\operatorname{Ad} W_{\xi} \circ \Phi \circ \xi$, and in particular $\varphi=\operatorname{Ad} W_{\mathrm{id}} \circ \Phi$ in the case with $\xi=\mathrm{id}$. Thus we obtain $F(\xi)=\operatorname{Ad} U_{\xi} \circ \Phi \circ \xi \circ \Phi^{-1}$ with

$$
U_{\xi}=W_{\xi} \Phi \circ \xi \circ \Phi^{-1}\left(W_{\mathrm{id}}^{*}\right)=F(\xi)\left(W_{\mathrm{id}}^{*}\right) W_{\xi} .
$$

Let $Z \in\left(\gamma, \gamma^{2}\right)$. Then $Y_{1}=Z V_{\text {id }}^{*}$ belongs to $\left(\gamma^{2}, \gamma^{2}\right)$, and $F\left(Y_{1}\right)=L_{\gamma, \gamma} \Phi\left(Y_{1}\right) L_{\gamma, \gamma}^{*}$. Since $Y_{1}$ should be interpreted as $Z \circ\left(V_{\mathrm{id}}^{*} \otimes I_{\gamma}\right)$, the left-hand side is $F(Z) F\left(V_{\mathrm{id}}\right)^{*} L_{\gamma, \gamma}^{*}$. Thus we get

$$
F(Z)=L_{\gamma, \gamma} \Phi(Z) \Phi\left(V_{\mathrm{id}}\right)^{*} F\left(V_{\mathrm{id}}\right)=L_{\gamma, \gamma} \Phi(Z) W_{\mathrm{id}}^{*}
$$

On the other hand, the operator $Y_{2}=Z \gamma\left(V_{\mathrm{id}}^{*}\right)$ belongs to $\left(\gamma^{2}, \gamma^{2}\right)$, and we have $F\left(Y_{2}\right)=L_{\gamma, \gamma} \Phi\left(Y_{2}\right) L_{\gamma, \gamma}^{*}$. Since $Y_{2}$ should be interpreted as $Z \circ\left(I_{\gamma} \otimes V_{\mathrm{id}}^{*}\right)$, the left hand side is $F(Z) F(\gamma)\left(V_{\mathrm{id}}\right)^{*} L_{\gamma, \gamma}^{*}$, and we get

$$
\begin{aligned}
& F(Z)=L_{\gamma, \gamma} \Phi(Z) \Phi\left(\gamma\left(V_{\mathrm{id}}\right)^{*}\right) F\left(\gamma\left(V_{\mathrm{id}}\right)\right) \\
& =L_{\gamma, \gamma} \Phi(Z) F(\gamma)\left(W_{\mathrm{id}} \Phi\left(V_{\mathrm{id}}\right)^{*} W_{\mathrm{id}}^{*}\right) F(\gamma)\left(F\left(V_{\mathrm{id}}\right)\right) \\
& =L_{\gamma, \gamma} \Phi(Z) F(\gamma)\left(F\left(V_{\mathrm{id}}\right)^{*} W_{\mathrm{id}}^{*} F\left(V_{\mathrm{id}}\right)\right),
\end{aligned}
$$

and

$$
\Phi(Z) F(\gamma)\left(F\left(V_{\mathrm{id}}\right)^{*} W_{\mathrm{id}}^{*} F\left(V_{\mathrm{id}}\right)\right)=\Phi(Z) W_{\mathrm{id}}^{*} .
$$

Setting $Z=V_{\mathrm{id}}$ and multiplying the both sides by $\Phi\left(V_{\mathrm{id}}\right)^{*}$ from left, we get

$$
F(\gamma)\left(F\left(V_{\mathrm{id}}\right)^{*} W_{\mathrm{id}} F\left(V_{\mathrm{id}}\right)\right)=W_{\mathrm{id}},
$$

which implies

$$
\begin{equation*}
F\left(V_{\eta}\right)^{*} W_{\mathrm{id}} F\left(V_{\eta}\right)=F(\eta)\left(F\left(V_{\mathrm{id}}\right)^{*} W_{\mathrm{id}} F\left(V_{\mathrm{id}}\right)\right) . \tag{2.1}
\end{equation*}
$$

Let $\xi, \eta, \zeta \in \operatorname{Irr}(\mathcal{C})$, and let $X \in(\zeta, \xi \circ \eta)$. Since $\Phi(X) \in\left(\Phi \circ \zeta \circ \Phi^{-1}, \Phi \circ \xi \circ \eta \circ \Phi^{-1}\right), \Phi \circ \zeta \circ \Phi^{-1}=$ $\operatorname{Ad} U_{\zeta}^{*} \circ F(\zeta)$ and

$$
\Phi \circ \xi \circ \eta \circ \Phi^{-1}=\operatorname{Ad}\left(U(\xi)^{*} F(\xi)(U(\eta))^{*}\right) \circ F(\xi) \circ F(\eta),
$$

we have

$$
F(\xi)\left(U_{\eta}\right) U_{\xi} \Phi(X) U_{\zeta}^{*}=U_{\xi} \Phi \circ \xi \circ \Phi^{-1}\left(U_{\eta}\right) \Phi(X) U_{\zeta}^{*} \in(F(\zeta), F(\xi) \circ F(\eta))
$$

We claim that this coincides with $L_{\xi, \eta}^{*} F(X)$. Indeed, since $Z=\gamma\left(V_{\eta}\right) V_{\xi} X V_{\zeta}^{*} \in\left(\gamma, \gamma^{2}\right)$, we have $F(Z)=L_{\gamma, \gamma} \Phi(Z) F(\gamma)\left(F\left(V_{\text {id }}\right)^{*} W_{\text {id }}^{*} F\left(V_{\text {id }}\right)\right)$. Since $Z$ should be understood as $\left(I_{\gamma} \otimes V_{\eta}\right) \circ\left(V_{\xi} \otimes I_{\eta}\right) \circ X \circ V_{\zeta}^{*}$, the left-hand side is

$$
\begin{aligned}
& \left(L_{\gamma, \gamma} F(\gamma)\left(F\left(V_{\eta}\right)\right) L_{\gamma, \eta}^{*}\right)\left(L_{\gamma, \eta} F\left(V_{\xi}\right) L_{\xi, \eta}^{*}\right) F(X) F\left(V_{\zeta}\right)^{*} \\
& =L_{\gamma, \gamma} F(\gamma)\left(F\left(V_{\eta}\right)\right) F\left(V_{\xi}\right) L_{\xi, \eta}^{*} F(X) F\left(V_{\zeta}\right)^{*} .
\end{aligned}
$$

The right-hand side is

$$
\begin{aligned}
& L_{\gamma, \gamma} \Phi\left(\gamma\left(V_{\eta}\right)\right) \Phi\left(V_{\xi}\right) \Phi(X) \Phi\left(V_{\zeta}\right)^{*} F(\gamma)\left(F\left(V_{\mathrm{id}}\right)^{*} W_{\mathrm{id}}^{*} F\left(V_{\mathrm{id}}\right)\right) \\
& =L_{\gamma, \gamma} F(\gamma)\left(W_{\mathrm{id}} \Phi\left(V_{\eta}\right) W_{\mathrm{id}}^{*}\right) F\left(V_{\xi}\right) W_{\xi} \Phi(X) W_{\zeta}^{*} F\left(V_{\zeta}\right)^{*} F(\gamma)\left(F\left(V_{\mathrm{id}}\right)^{*} W_{\mathrm{id}}^{*} F\left(V_{\mathrm{id}}\right)\right) \\
& =L_{\gamma, \gamma} F(\gamma)\left(W_{\mathrm{id}} F\left(V_{\eta}\right) W_{\eta} W_{\mathrm{id}}^{*}\right) F\left(V_{\xi}\right) W_{\xi} \Phi(X) W_{\zeta}^{*} F\left(V_{\zeta}\right)^{*} F(\gamma)\left(F\left(V_{\mathrm{id}}\right)^{*} W_{\mathrm{id}}^{*} F\left(V_{\mathrm{id}}\right)\right)
\end{aligned}
$$

Thus

$$
\begin{aligned}
& L_{\xi, \eta}^{*} F(X) \\
& =F(\xi)\left(F\left(V_{\eta}\right)^{*} W_{\mathrm{id}} F\left(V_{\eta}\right) W_{\eta} W_{\mathrm{id}}^{*}\right) W_{\xi} \Phi(X) W_{\zeta}^{*} F(\zeta)\left(F\left(V_{\mathrm{id}}\right)^{*} W_{\mathrm{id}}^{*} F\left(V_{\mathrm{id}}\right)\right) \\
& =F(\xi)\left(F(\eta)\left(F\left(V_{\mathrm{id}}\right)^{*} W_{\mathrm{id}} F\left(V_{\mathrm{id}}\right)\right) W_{\eta} W_{\mathrm{id}}^{*}\right) W_{\xi} \Phi(X) W_{\zeta}^{*} F(\zeta)\left(F\left(V_{\mathrm{id}}\right)^{*} W_{\mathrm{id}}^{*} F\left(V_{\mathrm{id}}\right)\right) \\
& =F(\xi) \circ F(\eta)\left(F\left(V_{\mathrm{id}}\right)^{*} W_{\mathrm{id}} F\left(V_{\mathrm{id}}\right) W_{\mathrm{id}}\right) F(\xi)\left(U_{\eta}\right) U_{\xi} \Phi(X) U_{\zeta}^{*} \\
& \times F(\zeta)\left(W_{\mathrm{id}}^{*} F\left(V_{\mathrm{id}}\right)^{*} W_{\mathrm{id}}^{*} F\left(V_{\mathrm{id}}\right)\right) \\
& =F(\xi)\left(U_{\eta}\right) U_{\xi} \Phi(X) U_{\zeta}^{*},
\end{aligned}
$$

where we used Eq.(2.1), and $F(\xi)\left(U_{\eta}\right) U_{\xi} \Phi(X) U_{\zeta}^{*} \in(F(\zeta), F(\xi) \circ F(\eta))$. This shows that the claim holds.
For any object $\rho \in \mathcal{C}$, we choose an orthonormal basis $\left\{V(\xi, \rho)_{i}\right\}_{i=1}^{\operatorname{dim}(\xi, \rho)}$ of $(\xi, \rho)$ and define a unitary $U_{\rho} \in \mathcal{U}(P)$ by

$$
U_{\rho}=\sum_{\xi, i} F\left(V(\xi, \rho)_{i}\right) U_{\xi} \Phi\left(V(\xi, \rho)_{i}\right)^{*}
$$

Then it does not depend on the choice of the orthonormal basis, and coincides with the previous definition if $\rho \in \operatorname{Irr}(\mathcal{C})$. It is straightforward to show

$$
F(\rho)=\operatorname{Ad} U_{\rho} \circ \Phi \circ \rho \circ \Phi^{-1}
$$

Let $\rho, \sigma \in \mathcal{C}$, and let $X \in(\rho, \sigma)$. For $\xi, \eta \in \operatorname{Irr}(\mathcal{C})$, we have $V(\xi, \sigma)_{i}^{*} X V(\eta, \rho)_{j} \in(\eta, \xi)$, which vanishes if $\xi \neq \eta$. Since $\xi$ is irreducible, the restriction of $\Phi$ on $(\xi, \xi)=\mathbb{C} I_{\rho}$ coincides with that of $F$ on $(\xi, \xi)$, and

$$
F\left(V(\xi, \sigma)_{i}\right)^{*} F(X) F\left(V(\eta, \rho)_{j}\right)=\delta_{\xi, \eta} \Phi\left(V(\xi, \sigma)_{i}^{*}\right) \Phi(X) \Phi\left(V(\eta, \rho)_{j}\right)
$$

Thus

$$
\begin{aligned}
& F(X)=\sum_{\xi, \eta \in \operatorname{Irr}(\mathcal{C})} \sum_{i, j} F\left(V(\xi, \sigma)_{i}\right) F\left(V(\xi, \sigma)_{i}\right)^{*} F(X) F\left(V(\eta, \rho)_{j}\right) F\left(V(\eta, \rho)_{j}\right)^{*} \\
& =\sum_{\xi \in \operatorname{Irr}(\mathcal{C})} \sum_{i, j} F\left(V(\xi, \sigma)_{i}\right) \Phi\left(V(\xi, \sigma)_{i}^{*}\right) \Phi(X) \Phi\left(V(\xi, \rho)_{j}\right) F\left(V(\xi, \rho)_{j}\right) \\
& =\sum_{\xi \in \operatorname{Irr}(\mathcal{C})} \sum_{i, j} F\left(V(\xi, \sigma)_{i}\right) U_{\xi} \Phi\left(V(\xi, \sigma)_{i}^{*}\right) \Phi(X) \Phi\left(V(\xi, \rho)_{j}\right) U_{\xi}^{*} F\left(V(\xi, \rho)_{j}\right) \\
& =U_{\sigma} \Phi(X) U_{\rho}^{*} .
\end{aligned}
$$

Let $\zeta \in \operatorname{Irr}(\mathcal{C})$. Then $\left\{V(\xi, \rho)_{i} \xi\left(V(\eta, \sigma)_{j}\right) V(\zeta, \xi \circ \eta)_{k}\right\}_{\xi, \eta, i, j, k}$ is an orthonormal basis of $(\zeta, \rho \circ \sigma)$, and we have

$$
\begin{aligned}
U_{\rho \circ \sigma} & =\sum_{\xi, \eta, \zeta \in \operatorname{Irr}(\mathcal{C})} \sum_{i, j, k} F\left(V(\xi, \rho)_{i} \xi\left(V(\eta, \sigma)_{j}\right) V(\zeta, \xi \circ \eta)_{k}\right) \\
& \times U_{\zeta} \Phi\left(V(\zeta, \xi \circ \eta)_{k}^{*} \xi\left(V(\eta, \sigma)_{j}\right)^{*} V(\xi, \rho)_{i}^{*}\right) .
\end{aligned}
$$

Here $V(\xi, \rho)_{i} \xi\left(V(\eta, \sigma)_{j}\right) V(\zeta, \xi \circ \eta)_{k}$ should be interpreted as

$$
\left(V(\xi, \rho)_{i} \otimes I_{\sigma}\right) \circ\left(I_{\xi} \otimes V(\eta, \sigma)_{j}\right) \circ V(\zeta, \xi \circ \eta)_{k},
$$

and we have

$$
\begin{aligned}
& F\left(V(\xi, \rho)_{i} \xi\left(V(\eta, \sigma)_{j}\right) V(\zeta, \xi \circ \eta)_{k}\right) \\
& =\left(L_{\rho, \sigma} F\left(V(\xi, \rho)_{i}\right) L_{\xi, \sigma}^{*}\right)\left(L_{\xi, \sigma} F(\xi)\left(F\left(V(\eta, \sigma)_{j}\right)\right) L_{\xi, \eta}^{*}\right) F\left(V(\zeta, \xi \circ \eta)_{k}\right) \\
& =L_{\rho, \sigma} F\left(V(\xi, \rho)_{i}\right) F(\xi)\left(F\left(V(\eta, \sigma)_{j}\right)\right) L_{\xi, \eta}^{*} F\left(V(\zeta, \xi \circ \eta)_{k}\right) .
\end{aligned}
$$

Note that we have already seen

$$
L_{\xi, \eta}^{*} F\left(V(\zeta, \xi \circ \eta)_{k}\right)=F(\xi)\left(U_{\eta}\right) U_{\xi} \Phi\left(V(\zeta, \xi \circ \eta)_{k}\right) U_{\zeta}^{*} .
$$

Thus

$$
\begin{aligned}
& U_{\rho \circ \sigma} \\
& =L_{\rho, \sigma} \sum_{\xi, \eta, \zeta \in \operatorname{Irr}(\mathcal{C})} \sum_{i, j, k} F\left(V(\xi, \rho)_{i}\right) F(\xi)\left(F\left(V(\eta, \sigma)_{j}\right)\right) F(\xi)\left(U_{\eta}\right) U_{\xi} \Phi\left(V(\zeta, \xi \circ \eta)_{k}\right) U_{\zeta}^{*} \\
& \times U_{\zeta} \Phi\left(V(\zeta, \xi \circ \eta)_{k}\right)^{*} U_{\xi}^{*} F(\xi)\left(\Phi\left(V(\eta, \sigma)_{j}\right)\right)^{*} U_{\xi} \Phi\left(V(\xi, \rho)_{i}^{*}\right) \\
& =L_{\rho, \sigma} \sum_{\xi \in, \eta \operatorname{Irr}(\mathcal{C})} \sum_{i, j} F\left(V(\xi, \rho)_{i}\right) F(\xi)\left(F\left(V(\eta, \sigma)_{j}\right) U_{\eta} \Phi\left(V(\eta, \sigma)_{j}\right)^{*}\right) U_{\xi} \Phi\left(V(\xi, \rho)_{i}^{*}\right) \\
& =L_{\rho, \sigma} \sum_{\xi \in \operatorname{Irr}(\mathcal{C})} \sum_{i} F(\rho)\left(U_{\sigma}\right) F\left(V(\xi, \rho)_{i}\right) U_{\xi} \Phi\left(V(\xi, \rho)_{i}^{*}\right) \\
& =L_{\rho, \sigma} F(\rho)\left(U_{\sigma}\right) U_{\rho} .
\end{aligned}
$$

This finishes the proof.
Applying the above theorem to the case with $M=P$ and $\mathcal{C}=\mathcal{D}$, we obtain the following statement.
Corollary 2.3. Let $M$ be a hyperfinite type $I I I_{1}$ factor, let $\mathcal{C} \subset \operatorname{End}_{0}(M)$ be a $C^{*}$ fusion category. Then up to a natural isomorphism, every automorphism of $\mathcal{C}$ is induced by an automorphism $\Phi$ of $M$ in the following sense: it is given by $\rho \mapsto \Phi \circ \rho \circ \Phi^{-1}$ for an object $\rho$ and by $X \mapsto \Phi(X)$ for a morphism $X$.

One of the main tools in this note is the Cuntz algebra $\mathcal{O}_{n}$, and we summarize the main feature of it here. Let $n$ be an integer larger than 1 . The Cuntz algebra $\mathcal{O}_{n}$ is the universal C*-algebra with generators $\left\{S_{i}\right\}_{i=1}^{n}$ and relations

$$
\begin{aligned}
& S_{i}^{*} S_{j}=\delta_{i, j} I \\
& \sum_{i=1}^{n} S_{i} S_{i}^{*}=I
\end{aligned}
$$

The most peculiar property of the Cuntz algebra is that it is at the same time universal and simple (see [6]). Therefore if $\left\{T_{i}\right\}_{i=1}^{n}$ are noncommutative polynomials of the generators obeying the same relation as the defining relation, then there exists a unique endomorphism $\sigma \in \operatorname{End}\left(\mathcal{O}_{n}\right)$ satisfying $\sigma\left(S_{i}\right)=T_{i}$.

## 3. Basic ingredients

Let $G$ be a finite group of order $n$. We would like to classify a $C^{*}$ near group category $\mathcal{C}$ with group $G$ and the multiplicity parameter $m$. Throughout this note, we assume that $G$ is not trivial and $m \neq 0$ because the two cases are completely understood as we mentioned in Introduction. In this section, we deduce basic ingredients to determine the structure of such $\mathcal{C}$.

Thanks to Theorem 2.1 and Theorem 2.2, we may assume that $\mathcal{C}$ is a subcategory of $\operatorname{End}(M)$ where $M$ is the hyperfinite type $\mathrm{III}_{1}$ factor, and $\mathcal{C}$ is generated by a single irreducible endomorphism $\rho \in \operatorname{End}_{0}(M)$ satisfying the following fusion rules:

$$
\begin{gathered}
{[\rho]^{2}=\bigoplus_{g \in G}\left[\alpha_{g}\right] \oplus m[\rho],} \\
{\left[\alpha_{g}\right]\left[\alpha_{h}\right]=\left[\alpha_{g h}\right],} \\
{\left[\alpha_{g}\right][\rho]=[\rho]\left[\alpha_{g}\right]=[\rho],}
\end{gathered}
$$

where the map $\alpha: G \rightarrow \operatorname{Aut}(M)$ induces an injective homomorphism from $G$ into $\operatorname{Out}(M)$. Since $\left[\alpha_{g}\right][\rho]=[\rho]$, we can arrange $\alpha$ so that $\alpha_{g} \circ \rho=\rho$ holds for all $g \in G$. Then we have $\alpha_{g} \circ \alpha_{h}=\alpha_{g h}$, that is, the map $\alpha$ is an action of $G$ on $M$, and in particular, the pointed subcategory generated by $\alpha_{G}$ has trivial third cohomology. Indeed, from the fusion rules, there exists a unitary $U(g, h) \in M$ satisfying $\alpha_{g} \circ \alpha_{h}=\operatorname{Ad} U(g, h) \circ \alpha_{g h}$. On the other hand, we have

$$
\rho=\alpha_{g} \circ \alpha_{h} \circ \rho=\operatorname{Ad} U(g, h) \circ \alpha_{g h} \circ \rho=\operatorname{Ad} U(g, h) \circ \rho .
$$

Since $\rho$ is irreducible, the unitary $U(g, h)$ is a scalar, and we get the claim.
We set

$$
d=d(\rho)=\frac{m+\sqrt{m^{2}+4 n}}{2},
$$

which is the dimension of $\rho$ satisfying $d^{2}=n+m d$. Throughout this note, we keep using the symbols $G$, $m, n, d$ in this sense.

We fix an isometry $S_{e} \in\left(\mathrm{id}, \rho^{2}\right)$. Since $\rho$ is self-conjugate, we have

$$
\begin{equation*}
S_{e}^{*} \rho\left(S_{e}\right)=\frac{\epsilon}{d}, \quad \epsilon \in\{1,-1\} . \tag{3.1}
\end{equation*}
$$

When $\epsilon=1$ (resp. $\epsilon=-1$ ), we say that $\rho$ is a real (resp. pseudo-real) sector. Graphically, we have


We set $S_{g}=\alpha_{g}\left(S_{e}\right)$. Then $\left(\alpha_{g}, \rho^{2}\right)=\mathbb{C} S_{g}$. Let $\mathcal{K}=\left(\rho, \rho^{2}\right)$, and let $\left\{T_{i}\right\}_{i=1}^{m}$ be an orthonormal basis of $\mathcal{K}$. Then $\left\{S_{g}\right\}_{g \in G} \cup\left\{T_{i}\right\}_{i=1}^{m}$ satisfies the Cuntz algebra $\mathcal{O}_{n+m}$ relation, and in particular,

$$
\begin{equation*}
\sum_{g \in G} S_{g} S_{g}^{*}+\sum_{i=1}^{m} T_{i} T_{i}^{*}=I \tag{3.2}
\end{equation*}
$$

We set $P=\sum_{g \in G} S_{g} S_{g}^{*}$ and $Q=\sum_{i=1}^{m} T_{i} T_{i}^{*}$, which are projections.
Let $\mathcal{K}^{s} \mathcal{K}^{* t}$ be the linear span of $\left\{T_{i_{1}} T_{i_{2}} \cdots T_{i_{s}} T_{j_{t}}^{*} T_{j_{t-1}}^{*} \cdots T_{j_{1}}^{*}\right\}$. We identify $\mathcal{K}^{s}$ with $\mathcal{K}^{\otimes s}$ via the identification of $T_{i_{1}} T_{i_{2}} \cdots T_{i_{s}}$ with $T_{i_{1}} \otimes T_{i_{2}} \otimes \cdots \otimes T_{i_{s}}$. We identify $\mathcal{K}^{s} \mathcal{K}^{* t}$ with $\mathbb{B}\left(\mathcal{K}^{t}, \mathcal{K}^{s}\right)$ by left
multiplication, and $\mathcal{K}^{2} \mathcal{K}^{2 *}$ with $\mathbb{B}(\mathcal{K}) \otimes \mathbb{B}(\mathcal{K})$. For example, we denote $T_{i_{1}} T_{j_{1}}^{*} \otimes T_{i_{2}} T_{j_{2}}^{*}=T_{i_{1}} T_{i_{2}} T_{j_{2}}^{*} T_{j_{1}}^{*}$. We abuse this notation and denote $T_{i} T_{j}^{*} \otimes x=T_{i} x T_{j}^{*}$ for any $x \in \mathcal{O}_{n+m}$. With this notation, we have

$$
\begin{equation*}
\left(\rho^{2}, \rho^{2}\right)=\bigoplus_{g \in G} \mathbb{C} S_{g} S_{g}^{*} \oplus \mathbb{B}(\mathcal{K}) \tag{3.3}
\end{equation*}
$$

Since $\left(\rho, \rho \circ \alpha_{g}\right) \subset\left(\rho^{2}, \rho^{2}\right)$, we can choose a (a priori projective) unitary representation $\{U(g)\}_{g \in G}$ in $\left(\rho^{2}, \rho^{2}\right)$ such that $\left(\rho, \rho \circ \alpha_{g}\right)=\mathbb{C} U(g)$. Since $U(g) S_{e} \in\left(i d, \rho^{2}\right)$, we can normalize $U(g)$ so that $U(g) S_{e}=S_{e}$ holds. Then $\{U(g)\}$ is a genuine representation of the form

$$
\begin{equation*}
U(g)=\sum_{h \in G} \chi_{h}(g) S_{h} S_{h}^{*}+U_{\mathcal{K}}(g), \tag{3.4}
\end{equation*}
$$

where $\chi_{h} \in \operatorname{Hom}(G, \mathbb{T})$ and $\left\{U_{\mathcal{K}}(g)\right\}_{g \in G}$ is a unitary representation of $G$ in $\mathbb{B}(\mathcal{K})$. Since $\alpha_{g} \circ \rho=\rho$, we have $\alpha_{g}(\mathcal{K})=\mathcal{K}$, and there exists a unitary representation $\{V(g)\}_{g \in G}$ in $\mathbb{B}(\mathcal{K})$ such that $\alpha_{g}(T)=V(g) T$ for all $T \in \mathcal{K}$ and $g \in G$.

For $T \in \mathcal{K}$, we set

$$
\begin{align*}
& j_{1}(T)=\sqrt{d} T^{*} \rho\left(S_{e}\right) \in \mathcal{K}  \tag{3.5}\\
& j_{2}(T)=\sqrt{d} \rho(T)^{*} S_{e} \in \mathcal{K} \tag{3.6}
\end{align*}
$$

Then the Frobenius reciprocity ([30]) implies
Lemma 3.1. The maps $j_{1}$ and $j_{2}$ are anti-linear isometries of $\mathcal{K}$ satisfying

$$
\begin{gather*}
j_{1}^{2}=j_{2}^{2}=\epsilon,  \tag{3.7}\\
V(g) j_{1}=j_{1} V(g), \quad g \in G  \tag{3.8}\\
U_{\mathcal{K}}(g) j_{2}=j_{2} V(g), \quad g \in G . \tag{3.9}
\end{gather*}
$$

In particular, the two unitary representations $U_{\mathcal{K}}$ and $V$ are unitarily equivalent with an intertwining unitary $j_{2} \circ j_{1}^{-1}$.

Remark 3.2. For those readers who would like to reproduce our arguments in this paper without assuming the $\mathrm{C}^{*}$ condition on near-group categories, we briefly give graphical expressions of the intertwiners appearing so far. Let $\mathcal{C}$ be a pivotal near-group category whose simple objects are $G \cup\{\rho\}$. We assume that $\mathcal{C}$ is strict. We first choose and fix a non-zero homomorphism $S_{e} \in \operatorname{Hom}(\mathrm{id}, \rho \otimes \rho)$ and isomorphisms $f_{g} \in \operatorname{Hom}(g \otimes \rho, \rho)$ for $g \in G$. Then there exist unique isomorphisms $m_{g, h} \in \operatorname{Hom}(g \otimes h, g h)$ for $g, h \in G$ to make the following diagrams commutative:


With this family $\left\{m_{g, h}\right\}_{g, h \in G}$, we can show that the following diagrams are commutative,

$$
\begin{array}{cc}
g \otimes h \otimes k \xrightarrow{I_{g} \otimes m_{h, k}} & g \otimes g h \\
m_{g, h} \otimes I_{k} \\
\downarrow & \\
g h \otimes k & \begin{array}{l}
m_{g, h k}, \\
m_{g h, k}
\end{array} \\
& g h k
\end{array}
$$

and in consequence, we can see that the group part has trivial third cohomology.
The homomorphism $S_{g} \in \operatorname{Hom}(g, \rho \otimes \rho)$ is given by

$$
S_{g}=\left(f_{g} \otimes I_{\rho}\right) \circ\left(I_{g} \otimes S_{e}\right)=\underset{\downarrow_{\rho}}{f_{g}}
$$

We choose $S_{e}^{*} \in \operatorname{Hom}(\rho \otimes \rho, \mathrm{id})$ satisfying $S_{e}^{*} \circ S_{e}=1$, and set

$$
S_{g}^{*}=\left(I_{g} \otimes S_{e}^{*}\right) \circ\left(f_{g}^{-1} \otimes I_{\rho}\right) \in \operatorname{Hom}(\rho \otimes \rho, g)
$$

Then we have $S_{g}^{*} \circ S_{g}=I_{g}$.
Setting

we get a representation $\{V(g)\}_{g \in G}$ of $G$ on $\operatorname{Hom}(\rho, \rho \otimes \rho)$.
The homomorphism $U(g) \in \operatorname{Hom}(\rho, \rho \otimes g)$ is determined by the normalization condition

$$
S_{e}=\left(I_{\rho} \otimes f_{g}\right) \circ\left(U(g) \otimes I_{\rho}\right) \circ S_{e}=
$$

Then they satisfy the following relation

$$
\left(I_{\rho} \otimes m_{g, h}\right) \circ\left(U(g) \otimes I_{h}\right) \circ U(h)=U(g h),
$$
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Using this, we can see that
gives a representation of $G$. It is easy to show

$$
\left(1 \otimes S_{e}^{*}\right) \circ\left(I_{\rho} \otimes f_{g} \otimes I_{\rho}\right) \circ\left(U(g) \otimes I_{\rho} \otimes I_{\rho}\right) \circ\left(I_{\rho} \otimes S_{e}\right)=\delta_{g, e} I_{\rho},
$$


which is essentially the right categorical trace of $\left(1 \otimes f_{g}\right) \circ\left(U(g) \otimes I_{\rho}\right)$. Choosing a basis $\left\{T_{i}\right\}_{i=1}^{m}$ of $\operatorname{Hom}(\rho, \rho \otimes \rho)$ and a basis $\left\{T_{i}^{*}\right\}_{i=1}^{m}$ of $\operatorname{Hom}(\rho \otimes \rho, \rho)$ satisfying $T_{i}^{*} \circ T_{j}=\delta_{i, j} I_{\rho}$, we have

$$
I_{\rho \otimes \rho}=\sum_{g \in G} S_{g} \circ S_{g}^{*}+\sum_{i=1}^{m} T_{i} \circ T_{i}^{*}
$$

Although neither $j_{1}$ nor $j_{2}$ can be defined without $\mathrm{C}^{*}$ condition, they can be replaced by linear maps from $\operatorname{Hom}(\rho \otimes \rho, \rho)$ to $\operatorname{Hom}(\rho, \rho \otimes \rho)$ given by the Frobenius reciprocity.

We get back to our original situation with a $C^{*}$ near-group category $\mathcal{C}$ realized inside $\operatorname{End}(M)$.
Lemma 3.3. For any $g \in G$, we have

$$
\begin{gather*}
\rho\left(S_{e}\right)=\frac{\epsilon}{d} \sum_{h \in G} S_{h}+\frac{1}{\sqrt{d}} \sum_{i=1}^{m} T_{i} j_{1}\left(T_{i}\right),  \tag{3.10}\\
\rho\left(S_{g}\right)=U(g) \rho\left(S_{e}\right) U(g)^{*} . \tag{3.11}
\end{gather*}
$$

Proof. The second statement follows from $\operatorname{Ad} U(g) \circ \rho=\rho \circ \alpha_{g}$ and $S_{g}=\alpha_{g}\left(S_{e}\right)$, From Eq.(3.2), we obtain

$$
\begin{aligned}
\rho\left(S_{e}\right) & =\sum_{h \in G} S_{h} S_{h}^{*} \rho\left(S_{e}\right)+\sum_{i=1}^{m} T_{i} T_{i}^{*} \rho\left(S_{e}\right)=\sum_{h \in G} \alpha_{h}\left(S_{e} S_{e}^{*} \rho\left(S_{e}\right)\right)+\frac{1}{\sqrt{d}} \sum_{i=1}^{m} T_{i} j_{1}\left(T_{i}\right) \\
& =\frac{\epsilon}{d} \sum_{h \in G} \alpha_{h}\left(S_{e}\right)+\frac{1}{\sqrt{d}} \sum_{i=1}^{m} T_{i} j_{1}\left(T_{i}\right)=\frac{\epsilon}{d} \sum_{h \in G} S_{h}+\frac{1}{\sqrt{d}} \sum_{i=1}^{m} T_{i} j_{1}\left(T_{i}\right) .
\end{aligned}
$$

Lemma 3.4. There exists a unique linear map $l: \mathcal{K} \rightarrow \mathcal{K}^{2} \mathcal{K}^{*}$ such that for any $T \in \mathcal{K}$

$$
\begin{equation*}
\rho(T)=\frac{1}{\sqrt{d}} \sum_{h \in G} S_{h} \alpha_{h}\left(j_{2}(T)^{*}\right)+\sum_{h \in G} \alpha_{h}\left(j_{2} \circ j_{1}^{-1}(T)\right) S_{h} S_{h}^{*}+l(T) . \tag{3.12}
\end{equation*}
$$

The maps $j_{1}, j_{2}$ and $l$ satisfy the following for all $T, T^{\prime} \in \mathcal{K}$ :

$$
\begin{equation*}
l\left(j_{1}(T)\right)=\sum_{i, j=1}^{m} l(T)^{*} T_{i} T_{j} j_{1}\left(T_{j}\right) T_{i}^{*} \tag{3.16}
\end{equation*}
$$

Proof. To show that $\rho$ is of the above form, we determine $P \rho(T)$ and $Q \rho(T)$ separately. For $P \rho(T)$, we have

$$
\begin{aligned}
P \rho(T) & =\sum_{h \in G} S_{h} S_{h}^{*} \rho(T)=\sum_{h \in G} S_{h} \alpha_{h}\left(S_{e}^{*} \rho(T)\right)=\frac{1}{\sqrt{d}} \sum_{h \in G} S_{h} \alpha_{h}\left(j_{2}(T)^{*}\right) \\
& =\frac{1}{\sqrt{d}} \sum_{h \in G} S_{h} j_{2}(T)^{*} V(h)^{*} .
\end{aligned}
$$

Since $\mathcal{K}^{*} \rho(\mathcal{K}) \subset\left(\rho^{2}, \rho^{2}\right)$, there exist linear maps $l_{h}: \mathcal{K} \rightarrow \mathcal{K}$ for $h \in G$ and $l: \mathcal{K} \rightarrow \mathcal{K}^{2} \mathcal{K}^{*}$ such that

$$
Q \rho(T)=\sum_{h \in G} l_{h}(T) S_{h} S_{h}^{*}+l(T)
$$

Since $\alpha_{g} \circ \rho=\rho$, we obtain $l_{h}(T)=\alpha_{h}\left(l_{e}(T)\right)$ and $\alpha_{g}(l(T))=l(T)$.

We compute $\rho\left(j_{1}(T)\right)$ by using the definition of $j_{1}$ :

$$
\begin{aligned}
& \rho\left(j_{1}(T)\right)=\sqrt{d} \rho\left(T^{*} \rho\left(S_{e}\right)\right)=\sqrt{d} \rho(T)^{*} \sum_{h \in G} S_{h} S_{h} S_{h}^{*}+\sqrt{d} \rho(T)^{*} \sum_{i=1}^{m} T_{i} \rho\left(S_{e}\right) T_{i}^{*} \\
& =\sqrt{d} \sum_{h \in G} \alpha_{h}\left(\rho(T)^{*} S_{e}\right) S_{h} S_{h}^{*}+\sqrt{d} \sum_{i=1}^{m} \sum_{h \in G}\left\langle T_{i}, V(h) l_{e}(T)\right\rangle S_{h} S_{h}^{*} \rho\left(S_{e}\right) T_{i}^{*} \\
& +\sqrt{d} \sum_{i=1}^{m} l(T)^{*} T_{i} \rho\left(S_{e}\right) T_{i}^{*} \\
& =\sum_{h \in G} \alpha_{h}\left(j_{2}(T)\right) S_{h} S_{h}^{*}+\frac{\epsilon}{\sqrt{d}} \sum_{h \in G} S_{h} l_{e}(T)^{*} V(h)^{*} \\
& +\sum_{i, j=1}^{m} l(T)^{*} T_{i} T_{j} j_{1}\left(T_{j}\right) T_{i}^{*} .
\end{aligned}
$$

This shows $l_{e}=j_{2} \circ j_{1}^{-1}$ and Eq.(3.16).
We compute $\rho\left(j_{2}(T)\right)$ by using the definition of $j_{2}$ :

$$
\begin{aligned}
& \rho\left(j_{2}(T)\right)=\sqrt{d} \rho\left(\rho(T)^{*} S_{e}\right)=\frac{\epsilon}{\sqrt{d}} \sum_{h \in G} \rho^{2}\left(T^{*}\right) S_{h}+\sum_{i=1}^{m} \rho^{2}\left(T^{*}\right) T_{i} j_{1}\left(T_{i}\right) \\
& =\frac{\epsilon}{\sqrt{d}} \sum_{h \in G} S_{h} \alpha_{h}\left(T^{*}\right)+\sum_{i=1}^{m} T_{i} \rho(T)^{*} j_{1}\left(T_{i}\right) \\
& =\frac{\epsilon}{\sqrt{d}} \sum_{h \in G} S_{h} \alpha_{h}\left(T^{*}\right)+\sum_{i=1}^{m} \sum_{h \in G}\left\langle j_{1}\left(T_{i}\right), V(h) j_{2} \circ j_{1}^{-1}(T)\right\rangle T_{i} S_{h} S_{h}^{*} \\
& +\sum_{i=1}^{m} T_{i} l(T)^{*} j_{1}\left(T_{i}\right) \\
& =\frac{\epsilon}{\sqrt{d}} \sum_{h \in G} S_{h} \alpha_{h}\left(T^{*}\right)+\sum_{h \in G} V(h) j_{1}^{-1} \circ j_{2} \circ j_{1}^{-1}(T) S_{h} S_{h}^{*} \\
& +\sum_{i=1}^{m} T_{i} l(T)^{*} j_{1}\left(T_{i}\right) .
\end{aligned}
$$

This implies Eq.(3.17), and $j_{2} \circ j_{1}^{-1} \circ j_{2}=j_{1}^{-1} \circ j_{2} \circ j_{1}^{-1}$, which shows Eq.(3.18).
Eq.(3.14) and (3.15) follow from $\rho\left(S_{e}\right)^{*} \rho(T)=0$ and $\rho\left(T^{\prime}\right)^{*} \rho(T)=\left\langle T, T^{\prime}\right\rangle I$.
Remark 3.5. Let $l_{i j}^{(1)}, l_{i j}^{(2)} \in \mathbb{B}(\mathcal{K})$ be linear maps defined by $l(T)=\sum_{i, j=1}^{m} l_{i j}^{(1)}(T) T_{i} T_{j}^{*}$ and $l(T)=$ $\sum_{i, j=1}^{m} T_{i} l_{i j}^{(2)}(T) T_{j}^{*}$ respectively. Then Eq.(3.16) and Eq.(3.17) are equivalent to $l_{i j}^{(1)}\left(j_{2}(T)\right)=j_{1}^{-1}\left(l_{j i}^{(1)}(T)\right)$ and $l_{i j}^{(2)}\left(j_{1}(T)\right)=j_{1}\left(l_{j i}^{(2)}(T)\right)$ respectively.

Remark 3.6. The above lemma shows that every morphism between objects generated by $\rho$ and $\alpha_{g}$ are noncommutative polynomials of the Cuntz algebra generators $\left\{S_{g}\right\}_{g \in G} \cup\left\{T_{i}\right\}_{i=1}^{m}$ and their adjoints, and the structure of $\mathcal{C}$, or more precisely the $6 j$ symbols of $\mathcal{C}$, are completely determined by the tuple $\left(\mathcal{K}, j_{1}, j_{2}, V, U_{\mathcal{K}}, \chi, l\right)$. To obtain this tuple from $\mathcal{C}$, we made the following choices:
(1) the representative $\rho$ from the class $[\rho]$,
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(2) the parametrization of the group $\left\{\left[\alpha_{g}\right]\right\}_{g \in G}$,
(3) the choice of $S_{e}$ from $\mathbb{T} S_{e}$.

A different choice in (1) only ends up with a unitarily equivalent tuple in an appropriate sense, and that in (2) allows us to insert an group automorphism of $G$ in the variables of $V, U_{K}, \chi$. Replacing $S_{e}$ with $\omega S_{e}$ results in replacing $j_{1}$ and $j_{2}$ with $\omega j_{1}$ and $\omega j_{2}$ respectively, which is a special case of unitary equivalence.

In terms of $U(g), V(g)$, and $l$, the relation $\rho\left(\alpha_{g}(T)\right)=U(g) \rho(T) U(g)^{*}$ is expressed as follows:
Lemma 3.7. Let the notation be as above. Then

$$
\begin{gather*}
U_{\mathcal{K}}(g) V(h)=\chi_{h}(g) V(h) U_{\mathcal{K}}(g)  \tag{3.19}\\
l(V(g) T)=U(g) l(T) U(g)^{*}, \quad g \in G, T \in \mathcal{K} . \tag{3.20}
\end{gather*}
$$

Proof. We compute $\rho\left(\alpha_{g}(T)\right)$ first:

$$
\begin{aligned}
\rho\left(\alpha_{g}(T)\right) & =\frac{1}{\sqrt{d}} \sum_{h \in G} S_{h} j_{2}(V(g) T)^{*} V(h)^{*}+\sum_{h \in G} V(h) j_{2} \circ j_{1}^{-1}(V(g) T) S_{h} S_{h}^{*} \\
& +l(V(g) T) \\
& =\frac{1}{\sqrt{d}} \sum_{h \in G} S_{h} j_{2}(T)^{*} U_{\mathcal{K}}(g)^{*} V(h)^{*}+\sum_{h \in G} V(h) U_{\mathcal{K}}(g) j_{2} \circ j_{1}^{-1}(T) S_{h} S_{h}^{*} \\
& +l(V(g) T) .
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
U(g) \rho(T) U(g)^{*} & =\frac{1}{\sqrt{d}} \sum_{h \in G} U(g) S_{h} j_{2}(T)^{*} V(h)^{*} U_{\mathcal{K}}(g)^{*} \\
& +\sum_{h \in G} U_{\mathcal{K}}(g) V(h) j_{2} \circ j_{1}^{-1}(T) S_{h} S_{h}^{*} U(g)^{*}+U_{\mathcal{K}}(g) l(T) U_{\mathcal{K}}(g)^{*} \\
& =\frac{1}{\sqrt{d}} \sum_{h \in G} \chi_{h}(g) S_{h} j_{2}(T)^{*} V(h)^{*} U_{\mathcal{K}}(g)^{*} \\
& +\sum_{h \in G} \overline{\chi_{h}(g)} U_{\mathcal{K}}(g) V(h) j_{2} \circ j_{1}^{-1}(T) S_{h} S_{h}^{*}+U_{\mathcal{K}}(g) l(T) U_{\mathcal{K}}(g)^{*},
\end{aligned}
$$

which shows the statement.
Corollary 3.8. For $g, h \in G$, the following hold:

$$
\begin{align*}
\chi_{h}(g) & =\chi_{g}(h),  \tag{3.21}\\
\alpha_{h}(U(g)) & =\overline{\chi_{h}(g)} U(g) . \tag{3.22}
\end{align*}
$$

Proof. From Lemma 3.1, we have $j_{2} V(g) j_{2}^{*}=j_{2}^{*} V(g) j_{2}=U_{\mathcal{K}}(g)$. Thus Eq.(3.19) implies

$$
j_{2} U_{\mathcal{K}}(g) j_{2}^{*} j_{2} V(h) j_{2}^{*}=\overline{\chi_{h}(g)} j_{2} V(h) j_{2}^{*} j_{2} U_{\mathcal{K}}(g) j_{2}^{*},
$$

and so

$$
V(g) U_{\mathcal{K}}(h)=\overline{\chi_{h}(g)} U_{\mathcal{K}}(h) V(g),
$$

which shows $\chi_{h}(g)=\chi_{g}(h)$. Using this, we obtain the second statement from

$$
\begin{aligned}
\alpha_{h}(U(g)) & =\sum_{k \in G} \chi_{k}(g) \alpha_{h}\left(S_{k} S_{k}^{*}\right)+\alpha_{h}\left(U_{\mathcal{K}}(g)\right) \\
& =\sum_{k \in G} \chi_{k}(g) S_{h k} S_{h k}^{*}+V(h) U_{\mathcal{K}}(g) V(h)^{*} \\
& =\sum_{k \in G} \chi_{h^{-1} k}(g) S_{k} S_{k}^{*}+\overline{\chi_{h}(g)} U_{\mathcal{K}}(g) .
\end{aligned}
$$

We denote by $\lambda$ the left regular representation of $G$.
Theorem 3.9. When $d=\frac{m+\sqrt{m^{2}+4 n}}{2}$ is irrational, then the group $G$ is always abelian, $m$ is a multiple of $n$, and

$$
\begin{gather*}
\bigoplus_{h \in G} \chi_{h} \cong \lambda,  \tag{3.23}\\
V \cong U_{\mathcal{K}} \cong \frac{m}{n} \lambda . \tag{3.24}
\end{gather*}
$$

When $d$ is rational, there exist two natural numbers $s$ and $t$ such that $n=s t^{2}, m=(s-1) t$, and $d=s t$. Moreover,
(i) When $t=1$, the group $G$ is abelian. In this case, the character $\chi_{h}$ is trivial for all $h \in G$ and

$$
\begin{equation*}
1 \oplus V \cong 1 \oplus U_{\mathcal{K}} \cong \lambda \tag{3.25}
\end{equation*}
$$

(ii) When $t>1$, the group $G$ is non-abelian. In this case, the order of $\operatorname{Hom}(G, \mathbb{T})$ is $t^{2}$ and

$$
\begin{equation*}
\bigoplus_{h \in G} \chi_{h} \equiv s \bigoplus_{\chi \in \operatorname{Hom}(G, \mathbb{T})} \chi \tag{3.26}
\end{equation*}
$$

Let $\hat{G}^{\dagger}$ be the set of equivalence classes of irreducible unitary representations of $G$ whose dimensions are greater than 1. Then $t$ divides $\operatorname{dim} \pi$ for all $\pi \in \hat{G}^{\dagger}$, and

$$
\begin{equation*}
V \cong U_{\mathcal{K}} \cong \bigoplus_{\pi \in \hat{G}^{\dagger}} \frac{\operatorname{dim} \pi}{t} \pi \tag{3.27}
\end{equation*}
$$

Proof. Since we have $\delta_{g, e}=\rho\left(S_{e}\right)^{*} \rho\left(S_{g}\right)=\rho\left(S_{e}\right)^{*} U(g) \rho\left(S_{e}\right) U(g)^{*}$ for $g \in G$, we have

$$
\begin{aligned}
\delta_{g, e} & =\rho\left(S_{e}\right)^{*} U(g) \rho\left(S_{e}\right)=\frac{1}{d^{2}} \sum_{h \in G} \chi_{h}(g)+\frac{1}{d} \sum_{i, j=1}^{m} j_{1}\left(T_{j}\right)^{*} T_{j}^{*} U_{\mathcal{K}}(g) T_{i} j_{1}\left(T_{i}\right) \\
& =\frac{1}{d^{2}} \sum_{h \in G} \chi_{h}(g)+\frac{1}{d} \sum_{i, j=1}^{m}\left\langle U_{\mathcal{K}}(g) T_{i}, T_{j}\right\rangle\left\langle j_{1}\left(T_{i}\right), j_{1}\left(T_{j}\right)\right\rangle \\
& =\frac{1}{d^{2}} \sum_{h \in G} \chi_{h}(g)+\frac{1}{d} \operatorname{Tr} U_{\mathcal{K}}(g) .
\end{aligned}
$$

This implies

$$
\begin{equation*}
\operatorname{Tr} \lambda(g)=\frac{n}{d^{2}} \sum_{h \in G} \chi_{h}(g)+\frac{n}{d} \operatorname{Tr} U_{\mathcal{K}}(g) . \tag{3.28}
\end{equation*}
$$

For $\chi \in \operatorname{Hom}(G, \mathbb{T})$, we denote by $a_{\chi}$ and $b_{\chi}$ the multiplicities of $\chi$ in $\bigoplus_{h \in G} \chi_{h}$ and $U_{\mathcal{K}}$ respectively.
First, we assume that $d$ is irrational. Then Eq.(3.28) implies $d^{2}=n a_{\chi}+n b_{\chi} d$ for $\chi \in \operatorname{Hom}(G, \mathbb{T})$. Since $d^{2}=n+m d$, we obtain $a_{\chi}=1$ and $b_{\chi} n=m$. This implies

$$
\bigoplus_{h \in G} \chi_{h} \cong \bigoplus_{\chi \in \operatorname{Hom}(G, \mathbb{T})} \chi
$$

and so $G$ is abelian.
Assume now that $d$ is rational. Then $d$ is an integer. The inclusion $M^{G} \supset \rho(M)$ is of finite depth, and its index is $d^{2} / n=1+m d / n$. Since the index of a finite depth inclusion is an algebraic integer, the number $1+m d / n$ is indeed an integer, which we denote by $s$. Then $d^{2}=n+m d$ implies $n(s-1)^{2}=s m^{2}$, and so $m$ is a multiple of $s-1$. Letting $t=m /(s-1)$, we get $n=s t^{2}$ and $d=s t$. Now Eq.(3.28) is of the form

$$
\begin{equation*}
\operatorname{Tr} \lambda(g)=\frac{1}{s} \sum_{h \in G} \chi_{h}(g)+t \operatorname{Tr} U_{\mathcal{K}}(g) \tag{3.29}
\end{equation*}
$$

Assume that $t=1$. Then $n=d=s$ and $m=s-1$. Let $\chi \in \operatorname{Hom}(G, \mathbb{T})$. Since $0 \leq a_{\chi} \leq s$ and Eq.(3.28) implies $1=a_{\chi} / n+b_{\chi}$, either $a_{\chi}=0$ and $b_{\chi}=1$, or $a_{\chi}=n$ and $b \chi=0$ hold. Since $\chi_{e}=1$, we get $a_{1}=s$, which implies that $\chi_{h}=1$ for all $h \in G$. Thus we get $\operatorname{Tr} \lambda(g)=1+\operatorname{Tr} U_{\mathcal{K}}(g)$, and

$$
1 \oplus V \cong 1 \oplus U_{\mathcal{K}} \cong \lambda
$$

Let $v_{0}(g)=V(g), v_{1}(g)=U_{\mathcal{K}}(g)$, and $w=j_{1} j_{2}$. Since $\chi_{h}=1$ for any $h \in G$, Eq(3.19) implies that $v_{0}$ and $v_{1}$ commute with each other. Moreover, since $w^{3}=1$ and $v_{1}(g)=w^{*} v_{0}(g) w$, if we define $v_{2}(g)$ by $w^{*} v_{1}(g) w$, the three representations $v_{0}$, $v_{1}$, and $v_{2}$ commute with each other. Since $1 \oplus v_{i} \cong \lambda$ for $i=0,1,2$, the group $G$ is abelian. Indeed, since the dimension of the commutant $v_{0}(G)^{\prime}$ of $v_{0}(G)$ is $n-1$, we can see that $v_{1}(G)^{\prime \prime}$ is the commutant of $v_{0}(G)^{\prime \prime}$. Thus $v_{0}(G)^{\prime} \cap v_{1}(G)^{\prime}$ coincides with the center of $v_{0}(G)^{\prime \prime}$. Since $v_{2}$ is a faithful representation of $G$ in $v_{0}(G)^{\prime} \cap v_{1}(G)^{\prime}$, we conclude that $G$ is abelian.

Assume $t>1$ now. Let $\pi$ be an irreducible representation of $G$ contained in $U_{\mathcal{K}}$. Then Eq.(3.29) implies $\operatorname{dim} \pi \geq t$, and so $G$ is non-abelian. The rest of the statements in (ii) follow from a similar reasoning as above.

Remark 3.10. Under naive identification of $\rho$ and $\bar{\rho}$, the map $j_{2} \circ j_{1}$ would be graphically expressed as


This means that $360^{\circ}$ rotation in this picture ends up with multiplying by $\epsilon$. To avoid this awkward convention in the case of $\epsilon=-1$, we need to properly take the pivotal structure into account to define rotation by $120^{\circ}$, which should be $j_{2} \circ j_{1}$ instead of $j_{2} \circ j_{1}^{-1}=\epsilon j_{2} \circ j_{1}$. In fact, we can deduce Eq.(3.18) from [44, Theorem 5.1] by identifying ( $\rho, \rho^{2}$ ) with (id, $\rho^{3}$ ). Since we don't not rely on graphical calculus at all in this paper, instead of seriously pursuing it, we give a short and general argument, based on

Longo's observation in [42], giving another proof of $\left(j_{2} \circ j_{1}\right)^{3}=I$ here. Let $\phi_{\rho}$ be the left inverse of $\rho$ defined by $\phi_{\rho}(x)=S_{e}^{*} \rho(x) S_{e}$. Following the notation in [44], we denote by $E_{\rho}^{(n)}:\left(\mathrm{id}, \rho^{n}\right) \rightarrow\left(\mathrm{id}, \rho^{n}\right)$ the restriction of $d \phi_{\rho}$. We first claim that $E_{\rho}^{(n)}$ is a unitary. Indeed, for $W_{1}, W_{2} \in\left(\mathrm{id}, \rho^{n}\right)$, we have

$$
\left\langle E_{\rho}^{(n)} W_{1}, E_{\rho}^{(n)} W_{2}\right\rangle=d^{2} S_{e}^{*} \rho\left(W_{2}\right)^{*} S_{e} S_{e}^{*} \rho\left(W_{1}\right) S_{e}
$$

Since $\rho\left(W_{2}\right)^{*} S_{e} S_{e}^{*} \rho\left(W_{1}\right) \in(\rho, \rho)$ is already a scalar, we have

$$
\left\langle E_{\rho}^{(n)} W_{1}, E_{\rho}^{(n)} W_{2}\right\rangle=d^{2} \phi_{\rho}\left(\rho\left(W_{2}\right)^{*} S_{e} S_{e}^{*} \rho\left(W_{1}\right)\right)=d^{2} W_{2}^{*} \phi_{\rho}\left(S_{e} S_{e}^{*}\right) W_{1}=\left\langle W_{1}, W_{2}\right\rangle
$$

As was already observed in [39], the $n$-th power of $E_{\rho}^{(n)}$ is positive for

$$
\left\langle\left(E_{\rho}^{(n)}\right)^{n} W, W\right\rangle=d^{n} W^{*} \phi_{\rho}^{n}(W)=d^{n} \phi_{\rho}\left(\rho^{n}\left(W^{*}\right) W\right)=d^{n} \phi_{\rho}^{n}\left(W W^{*}\right) \geq 0
$$

Thus $\left(E_{\rho}^{(n)}\right)^{n}=$ id. Let $\Phi:\left(\rho, \rho^{2}\right) \rightarrow\left(\right.$ id, $\left.\rho^{3}\right)$ be a unitary defined by $\Phi(T)=\rho(T) S_{e}$. Then $\Phi^{-1}=$ $d S_{e}^{*} \rho(\cdot)$, and

$$
\begin{aligned}
& \Phi^{-1} \circ E_{\rho}^{(3)} \circ \Phi(T)=d S_{e}^{*} \rho\left(d \phi_{\rho}(\rho(T) S)\right) \\
& =d^{2} S_{e}^{*} \rho\left(T \phi_{\rho}\left(S_{e}\right)\right)=d S_{e}^{*} \rho(T S)=\sqrt{d} j_{2}(T)^{*} \rho(S)=j_{1} \circ j_{2}(T)
\end{aligned}
$$

which proves $\left(j_{2} \circ j_{1}\right)^{3}=\left(j_{1} \circ j_{2}\right)^{-3}=I$ again.
Remark 3.11. Our explicit formula for $E_{\rho}^{(n)}$ as above allows us to compute easily the higher Frobenius-Schur indicators $\nu_{n, r}(\rho)=\operatorname{tr}\left(\left(E_{\rho}^{(n)}\right)^{r}\right)$. Indeed, we have $\nu_{2,1}(\rho)=\epsilon$, which should be treated as a given datum. Since $E_{\rho}^{(3)}$ is unitarily equivalent to $j_{1} \circ j_{2}$, we have $\nu_{3,1}(\rho)=\operatorname{tr}\left(j_{1} \circ j_{2}\right)$. Since $\left\{S_{g} S_{e}\right\}_{g \in G} \cup\left\{T_{i} T_{j} S_{e}\right\}_{1 \leq i, j \leq m}$ is an orthonormal basis of (id, $\rho^{4}$ ), we have

$$
\begin{aligned}
& \nu_{4,1}(\rho)=d \sum_{g \in G} S_{e}^{*} S_{g}^{*} \phi_{\rho}\left(S_{g} S_{e}\right)+d \sum_{i, j} S_{e}^{*} T_{j}^{*} T_{i}^{*} \phi_{\rho}\left(T_{i} T_{j} S_{e}\right) \\
& =d \sum_{g \in G} S_{e}^{*} S_{g}^{*} S_{e}^{*} \rho\left(S_{g} S_{e}\right) S_{e}+d \sum_{i, j} S_{e}^{*} T_{j}^{*} T_{i}^{*} S_{e}^{*} \rho\left(T_{i} T_{j} S_{e}\right) S_{e} \\
& =d \sum_{g \in G} S_{e}^{*} S_{g}^{*} S_{e}^{*} U(g) \rho\left(S_{e}\right) U(g)^{*} \rho\left(S_{e}\right) S_{e}+\sqrt{d} \sum_{i, j} S_{e}^{*} T_{j}^{*} T_{i}^{*} j_{2}\left(T_{i}\right)^{*} \rho\left(T_{j} S_{e}\right) S_{e} \\
& =\sum_{g \in G} S_{e}^{*} S_{g}^{*} U(g)^{*} \rho\left(S_{e}\right) S_{e}+\sum_{i, j} S_{e}^{*} T_{j}^{*} j_{1}\left(\left(T_{i}^{*} j_{2}\left(T_{i}\right)^{*} \rho\left(T_{j}\right)\right)^{*}\right) S_{e} \\
& =\frac{1}{d} \sum_{g \in G} \overline{\chi_{g}(g)}+\sum_{i, j}\left\langle j_{1}\left(\left(T_{i}^{*} j_{2}\left(T_{i}\right)^{*} \rho\left(T_{j}\right)\right)^{*}\right), T_{j}\right\rangle \\
& =\frac{1}{d} \sum_{g \in G} \overline{\chi_{g}(g)}+\sum_{i, j}\left\langle j_{1}\left(T_{j}\right),\left(T_{i}^{*} j_{2}\left(T_{i}\right)^{*} \rho\left(T_{j}\right)\right)^{*}\right\rangle \\
& =\frac{1}{d} \sum_{g \in G} \overline{\chi_{g}(g)}+\sum_{i, j} T_{i}^{*} j_{2}\left(T_{i}\right)^{*} \rho\left(T_{j}\right) j_{1}\left(T_{j}\right) .
\end{aligned}
$$

It is easy to evaluate these for concrete examples.
We get back to the original setting where our near-group categories live in $\operatorname{End}(M)$. About $\rho(U(g))$, we have
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## Lemma 3.12.

$$
\begin{equation*}
\rho(U(g))=\sum_{h \in G} S_{h} S_{h g}^{*}+j_{2} \circ j_{1}^{-1} U_{\mathcal{K}}(g)\left(j_{2} \circ j_{1}^{-1}\right)^{*} \otimes U(g) . \tag{3.30}
\end{equation*}
$$

Proof. Since $\rho(U(g)) S_{e} \in\left(\alpha_{g^{-1}}, \rho^{2}\right)$ there exists a complex number $c$ of modulus 1 such that $\rho(U(g)) S_{e}=$ $c S_{g^{-1}}$. To show that $c=1$, we compute both sides of $S_{e}^{*} \rho^{2}(U(g)) \rho\left(S_{e}\right)=c S_{e}^{*} \rho\left(S_{g^{-1}}\right)$. The left-hand side is

$$
S_{e}^{*} \rho^{2}(U(g)) \rho\left(S_{e}\right)=U(g) S_{e}^{*} \rho\left(S_{e}\right)=\frac{\epsilon}{d} U(g)
$$

On the other hand, the right-hand side is

$$
c S_{e}^{*} \rho\left(S_{g^{-1}}\right)=c S_{e}^{*} U(g)^{*} \rho\left(S_{e}\right) U(g)=c S_{e}^{*} \rho\left(S_{e}\right) U(g)=c \frac{\epsilon}{n} U(g),
$$

showing $c=1$. Thus we have $S_{h g^{-1}}=\alpha_{h}\left(\rho(U(g)) S_{e}\right)=\rho(U(g)) S_{h}$ and

$$
\rho(U(g)) P=\sum_{h \in G} \rho(U(g)) S_{h} S_{h}^{*}=\sum_{h \in G} S_{h g^{-1}} S_{h}^{*} .
$$

This implies that $P$ and $Q$ commute with $\rho(U(g))$ and

$$
\rho(U(g))=\sum_{h \in G} S_{h g^{-1}} S_{h}^{*}+Q \rho(U(g)) Q
$$

Note that $T_{i}^{*} \rho(U(g)) T_{j} \in\left(\rho, \rho \circ \alpha_{g}\right)=\mathbb{C} U(g)$. This means that there exists a unitary representation $U^{\prime}$ of $G$ in $\mathbb{B}(\mathcal{K})$ such that $Q \rho(U(g)) Q=U^{\prime}(g) \otimes U(g)$, and it is determined by $S_{e}^{*} T_{i}^{*} \rho(U(g)) T_{j} S_{e}=T_{i}^{*} U^{\prime}(g) T_{j}$. Indeed, expanding $U(g)$ as

$$
U(g)=\sum_{h \in G} \chi_{h}(g) S_{h} S_{h}^{*}+\sum_{p, q=1}^{m} U_{\mathcal{K}}(g)_{p q} T_{p} T_{q}^{*},
$$

we get

$$
\begin{aligned}
& S_{e}^{*} T_{i}^{*} \rho(U(g)) T_{j} S_{e} \\
& =\sum_{h \in G} \chi_{h}(g) S_{e}^{*} T_{i}^{*} \rho\left(S_{h} S_{h}^{*}\right) T_{j} S_{e}+\sum_{p, q=1}^{m} U_{\mathcal{K}}(g)_{p q} S_{e}^{*} T_{i}^{*} \rho\left(T_{p} T_{q}^{*}\right) T_{j} S_{e} \\
& =\sum_{p, q=1}^{m} U_{\mathcal{K}}(g)_{p q}\left\langle j_{2} \circ j_{1}^{-1}\left(T_{p}\right), T_{i}\right\rangle\left\langle T_{j}, j_{2} \circ j_{1}^{-1}\left(T_{q}\right)\right\rangle,
\end{aligned}
$$

and

$$
\begin{aligned}
& U^{\prime}(g)=\sum_{i, j=1}^{m} S_{e}^{*} T_{i}^{*} \rho(U(g)) T_{j} S_{e} T_{i} T_{j}^{*} \\
& =\sum_{i, j=1}^{m} \sum_{p, q=1}^{m} U_{\mathcal{K}}(g)_{p q}\left\langle j_{2} \circ j_{1}^{-1}\left(T_{p}\right), T_{i}\right\rangle\left\langle T_{j}, j_{2} \circ j_{1}^{-1}\left(T_{q}\right)\right\rangle T_{i} T_{j}^{*} \\
& =\sum_{p, q=1}^{m} U_{\mathcal{K}}(g)_{p q} j_{2} \circ j_{1}^{-1}\left(T_{p}\right) j_{2} \circ j_{1}^{-1}\left(T_{q}\right)^{*} \\
& =j_{2} \circ j_{1}^{-1} U_{\mathcal{K}}(g)\left(j_{2} \circ j_{1}^{-1}\right)^{*} .
\end{aligned}
$$

Remark 3.13. We can graphically express the three unitary representations of $G$ on $\mathcal{K}$ as follows:


$$
\left(j_{2} \circ j_{1}^{-1}\right) U_{K}(g)\left(j_{2} \circ j_{1}^{-1}\right)^{-1} T=\rho(U(g)) T U(g)^{*}=
$$



This explains why they are related by the rotation map $j_{2} \circ j_{1}$.
The relation

$$
I=\sum_{g \in G} \rho\left(S_{g}\right) \rho\left(S_{g}\right)^{*}+\sum_{i=1}^{m} \rho\left(T_{i}\right) \rho\left(T_{i}\right)^{*}
$$

implies
Lemma 3.14. Let $\hat{G}^{V}$ be the set of irreducible representations of $G$ contained in $V$, and let

$$
\left(U_{\mathcal{K}}, \mathcal{K}\right)=\bigoplus_{\pi \in G^{V}} \bigoplus_{a=1}^{m_{\pi}}\left(\pi, \mathcal{K}_{\pi}^{a}\right)
$$

be the irreducible decomposition. We choose an orthonormal basis $\left\{T_{\pi, i}^{a}\right\}_{i=1}^{\operatorname{dim} \pi}$ of $\mathcal{K}_{\pi}^{a}$ so that

$$
U_{\mathcal{K}}(g)=\sum_{\pi \in \hat{G}^{V}} \sum_{a=1}^{m_{\pi}} \pi(g)_{i j} T_{\pi, i}^{a} T_{\pi, j}^{a}{ }^{*}
$$

Then

$$
\begin{equation*}
\frac{n}{d} \sum_{\pi, a, b, i, j} \frac{1}{\operatorname{dim} \pi} T_{\pi, i}^{a} j_{1}\left(T_{\pi, j}^{a}\right) j_{1}\left(T_{\pi, j}^{b}\right)^{*} T_{\pi, i}^{b *}+\sum_{i=1}^{m} l\left(T_{i}\right) l\left(T_{i}\right)^{*}=Q \otimes Q \tag{3.31}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{i=1}^{m} l\left(T_{i}\right) V(h) j_{2}\left(T_{i}\right)+\frac{\epsilon n}{d} \sum_{\pi, a} \delta_{\chi_{h}, \pi} T_{\pi}^{a} j_{1}\left(T_{\pi}^{a}\right)=0 \tag{3.32}
\end{equation*}
$$

Proof. By using the Peter-Weyl theorem, we obtain

$$
\begin{aligned}
& \sum_{g \in G} \rho\left(S_{g}\right) \rho\left(S_{g}\right)^{*}=\sum_{g \in G} U(g) \rho\left(S_{e}\right) \rho\left(S_{e}^{*}\right) U(g)^{*} \\
& =\sum_{g, h, k \in G} \chi_{h}(g) \overline{\chi_{k}(g)} S_{h} S_{h}^{*} \rho\left(S_{e}\right) \rho\left(S_{e}\right)^{*} S_{k} S_{k}^{*} \\
& +\sum_{g, k \in G} \sum_{\pi, a, i, j} \pi(g)_{i j} \overline{\chi_{k}(g)} T_{\pi, i}^{a} T_{\pi, j}^{a}{ }^{*} \rho\left(S_{e}\right) \rho\left(S_{e}\right)^{*} S_{k} S_{k}^{*}+(\cdots)^{*} \\
& +\sum_{g \in G} \sum_{\pi, \sigma, i, j, p, q} \pi(g)_{i j} \overline{\sigma(g)_{p q}} T_{\pi, i}^{a} T_{\pi, j}^{a}{ }^{*} \rho\left(S_{e}\right) \rho\left(S_{e}\right)^{*} T_{\sigma, b}^{b} T_{\sigma, p}^{b}{ }^{*} \\
& =\frac{n}{d^{2}} \sum_{h, k \in G} \delta_{\chi_{h}, \chi_{k}} S_{h} S_{k}^{*}+\frac{\epsilon n}{d \sqrt{d}} \sum_{k, \pi, a} \delta_{\chi_{k}, \pi} T_{\pi}^{a} j_{1}\left(T_{\pi}^{a}\right) S_{k}^{*}+(\cdots)^{*} \\
& +\frac{n}{d} \sum_{\pi, a, b, i, j} \frac{1}{\operatorname{dim} \pi} T_{\pi, i}^{a} j_{1}\left(T_{\pi, j}^{a}\right) j_{1}\left(T_{\pi, j}^{b}\right)^{*} T_{\pi, i}^{b}{ }^{*} .
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
& \sum_{i=1}^{m} \rho\left(T_{i}\right) \rho\left(T_{i}\right)^{*}=\frac{1}{d} \sum_{i=1}^{m} \sum_{h, k \in G}\left\langle V\left(h^{-1} k\right) j_{2}\left(T_{i}\right), j_{2}\left(T_{i}\right)\right\rangle S_{h} S_{k}^{*} \\
& +\sum_{i=1}^{m} \sum_{h \in G} V(h) j_{2} \circ j_{1}^{-1}\left(T_{i}\right) S_{h} S_{h}^{*} j_{2} \circ j_{1}^{-1}\left(T_{i}\right)^{*} V(h)^{*}+\sum_{i=1}^{m} l\left(T_{i}\right) l\left(T_{i}\right)^{*} \\
& +\frac{1}{\sqrt{d}} \sum_{i=1}^{m} \sum_{h \in G} l\left(T_{i}\right) V(h) j_{2}\left(T_{i}\right) S_{h}^{*}+(\cdots)^{*} \\
& =\frac{1}{d} \sum_{h, k \in G} \operatorname{Tr} V\left(h^{-1} k\right) S_{h} S_{k}^{*}+\sum_{i=1}^{m} \sum_{h \in G} T_{i} S_{h} S_{h}^{*} T_{i}^{*} \\
& +\sum_{i=1}^{m} l\left(T_{i}\right) l\left(T_{i}\right)^{*}+\frac{1}{\sqrt{d}} \sum_{i=1}^{m} \sum_{h \in G} l\left(T_{i}\right) V(h) j_{2}\left(T_{i}\right) S_{h}^{*}+(\cdots)^{*}
\end{aligned}
$$

Since $V$ is unitarily equivalent to $U_{\mathcal{K}}$, Eq.(3.29) and Eq.(3.21) imply

$$
\begin{aligned}
& \operatorname{Tr} V\left(h^{-1} k\right)=\operatorname{Tr} U_{\mathcal{K}}\left(h^{-1} k\right) \\
& =\frac{d}{n} \operatorname{Tr}\left(\lambda\left(h^{-1} k\right)\right)-\frac{1}{d} \sum_{g \in G} \chi_{k}(g) \overline{\chi_{h}(g)}=d \delta_{h, k}-\frac{n}{d} \delta_{\chi_{h}, \chi_{k}},
\end{aligned}
$$
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and

$$
\begin{aligned}
& \sum_{i=1}^{m} \rho\left(T_{i}\right) \rho\left(T_{i}\right)^{*}=P-\frac{n}{d^{2}} \sum_{h, k \in G} \delta_{\chi_{h}, \chi_{k}} S_{h} S_{k}^{*} \\
& +\sum_{i=1}^{m} \sum_{h \in G} T_{i} S_{h} S_{h}^{*} T_{i}^{*}+\sum_{i=1}^{m} l\left(T_{i}\right) l\left(T_{i}\right)^{*} \\
& +\frac{1}{\sqrt{d}} \sum_{i=1}^{m} \sum_{h \in G} l\left(T_{i}\right) V(h) j_{2}\left(T_{i}\right) S_{h}^{*}+(\cdots)^{*} .
\end{aligned}
$$

Since

$$
I=\sum_{g \in G} \rho\left(S_{g}\right) \rho\left(S_{g}\right)^{*}+\sum_{i=1}^{m} \rho\left(T_{i}\right) \rho\left(T_{i}\right)^{*}
$$

we get

$$
\begin{aligned}
& Q=\sum_{i=1}^{m} \sum_{h \in G} T_{i} S_{h} S_{h}^{*} T_{i}^{*} \\
& +\frac{n}{d} \sum_{\pi, a, b, i, j} \frac{1}{\operatorname{dim} \pi} T_{\pi, i}^{a} j_{1}\left(T_{\pi, j}^{a}\right) j_{1}\left(T_{\pi, j}^{b}\right)^{*} T_{\pi, i}^{b}{ }^{*}+\sum_{i=1}^{m} l\left(T_{i}\right) l\left(T_{i}\right)^{*} \\
& +\frac{1}{\sqrt{d}} \sum_{i=1}^{m} \sum_{h \in G} l\left(T_{i}\right) V(h) j_{2}\left(T_{i}\right) S_{h}^{*}+(\cdots)^{*} \\
& +\frac{\epsilon n}{d \sqrt{d}} \sum_{h, \pi, a} \delta_{\chi h, \pi} T_{\pi}^{a} j_{1}\left(T_{\pi}^{a}\right) S_{h}^{*}+(\cdots)^{*}
\end{aligned}
$$

which shows the statement.
Lemma 3.15. In terms of $l(T)$, Eq.(3.30) is expressed as

$$
\begin{align*}
& j_{2} \circ j_{1}^{-1} U_{\mathcal{K}}(g)\left(j_{2} \circ j_{1}^{-1}\right)^{*} \otimes U_{\mathcal{K}}(g)  \tag{3.33}\\
& =\frac{1}{d} \sum_{\pi, \sigma, a, b, i, j, p, q}\left\langle\chi_{g} \pi_{i j}, \sigma_{p q}\right\rangle T_{\pi, i}^{a} j_{1}\left(T_{\pi, j}^{a}\right) j_{1}\left(T_{\sigma, q}^{b}\right)^{*} T_{\sigma, p}^{b *}+\sum_{\pi, a, i, j} \pi(g)_{i j} l\left(T_{\pi, i}^{a}\right) l\left(T_{\pi, j}^{a}\right)^{*},
\end{align*}
$$

where

$$
\left\langle\chi_{g} \pi_{i j}, \sigma_{p q}\right\rangle=\sum_{h \in G} \chi_{g}(h) \pi_{i j}(h) \overline{\sigma_{p q}(h)} .
$$

Proof. Since $\rho(U(g))$ is a unitary, Eq.(3.30) holds if and only if the following two hold:

$$
\begin{gathered}
P \rho(U(g)) P=\sum_{h} S_{h} S_{h g}^{*}, \\
Q \rho(U(g)) Q=j_{2} \circ j_{1}^{-1} U_{\mathcal{K}}(g)\left(j_{2} \circ j_{1}^{-1}\right)^{*} \otimes U(g) .
\end{gathered}
$$
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The first one does not give any condition on $l$ as

$$
\begin{aligned}
& P \rho(U(g)) P=\sum_{h \in G} \chi_{h}(g) P \rho\left(S_{h} S_{h}^{*}\right) P+\sum_{i, j=1}^{m} U_{\mathcal{K}}(g)_{i j} P \rho\left(T_{i}\right) \rho\left(T_{j}\right)^{*} P \\
& =\sum_{h, s, t} \chi_{h}(g) P U(h) \rho\left(S_{e} S_{e}^{*}\right) U(h)^{*} P \\
& +\frac{1}{d} \sum_{i, j=1}^{m} \sum_{s, t \in G} U_{\mathcal{K}}(g)_{i j}\left\langle V(t) j_{2}\left(T_{j}\right), V(s) j_{2}\left(T_{i}\right)\right\rangle S_{s} S_{t}^{*} \\
& =\frac{1}{d^{2}} \sum_{h, s, t} \chi_{h}\left(t^{-1} s g\right) S_{s} S_{t}^{*}+\frac{1}{d} \sum_{i, j=1}^{m} \sum_{s, t \in G} U_{\mathcal{K}}(g)_{i j}\left\langle j_{2}^{*} V\left(t^{-1} s\right) j_{2} T_{i}, T_{j}\right\rangle S_{s} S_{t}^{*} \\
& =\frac{1}{d^{2}} \sum_{h, s, t} \chi_{h}\left(t^{-1} s g\right) S_{s} S_{t}^{*}+\frac{1}{d} \sum_{i, j=1}^{m} \operatorname{Tr} U_{\mathcal{K}}\left(t^{-1} s g\right) S_{s} S_{t}^{*} \\
& =\sum_{s \in G} S_{s} S_{s g}^{*} .
\end{aligned}
$$

For the second, we have

$$
Q \rho(U(g)) Q=\sum_{h \in G} \chi_{h}(g) Q U(h) \rho\left(S_{e} S_{e}^{*}\right) U(h)^{*} Q+\sum_{\pi, a, i, j} \pi(g)_{i j} Q \rho\left(T_{\pi, i}^{a} T_{\pi, j}^{a}{ }^{*}\right) Q
$$

The first term above is

$$
\begin{aligned}
& \sum_{h \in G} \chi_{h}(g) Q U(h) \rho\left(S_{e} S_{e}^{*}\right) U(h)^{*} Q \\
& =\sum_{\pi, \sigma, a, b, i, j, p, q} \sum_{h \in G} \chi_{g}(h) \pi(h)_{i j} \overline{\sigma(h)_{p q}} T_{\pi, i}^{a} T_{\pi, j}^{a}{ }^{*} \rho\left(S_{e} S_{e}^{*}\right) T_{\sigma, q}^{b} T_{\sigma, p}^{b}{ }^{*} \\
& =\frac{1}{d} \sum_{\pi, \sigma, a, b, i, j, p, q}\left\langle\chi_{g} \pi_{i j}, \sigma_{p q}\right\rangle T_{\pi, i}^{a} j_{1}\left(T_{\pi, j}^{a}\right) j_{1}\left(T_{\sigma, q}^{b}\right)^{*} T_{\sigma, p}^{b *}
\end{aligned}
$$

The second term is

$$
\begin{aligned}
& \sum_{\pi, a, i, j} \pi(g)_{i j} Q \rho\left(T_{\pi, i}^{a} T_{\pi, j}^{a}{ }^{*}\right) Q \\
& =\sum_{\pi, a, i, j} \sum_{h \in G} \pi(g)_{i j} V(h) j_{2} \circ j_{1}^{-1}\left(T_{\pi, i}^{a}\right) S_{h} S_{h}^{*} j_{2} \circ j_{1}^{-1}\left(T_{\pi, j}^{a}\right)^{*} V(h)^{*} \\
& +\sum_{\pi, a, i, j} \pi(g)_{i j} l\left(T_{\pi, i}^{a}\right) l\left(T_{\pi, j}^{a}\right)^{*} \\
& =\sum_{h \in G} V(h) j_{2} \circ j_{1}^{-1} U_{\mathcal{K}}(g)\left(j_{2} \circ j_{1}^{-1}\right)^{*} V(h)^{*} \otimes S_{h} S_{h}^{*}+\sum_{\pi, a, i, j} \pi(g)_{i j} l\left(T_{\pi, i}^{a}\right) l\left(T_{\pi, j}^{a}\right)^{*} \\
& =\sum_{h \in G} j_{2} \circ j_{1}^{-1} U_{\mathcal{K}}(g)\left(j_{2} \circ j_{1}^{-1}\right)^{*} \otimes \chi_{h}(g) S_{h} S_{h}^{*}+\sum_{\pi, a, i, j} \pi(g)_{i j} l\left(T_{\pi, i}^{a}\right) l\left(T_{\pi, j}^{a}\right)^{*},
\end{aligned}
$$

where we use the fact that $j_{2} \circ j_{1}$ has period three. Thus the statement follows.

## 4. Reconstruction

In the previous section, we showed that every information of a $C^{*}$ near-group category $\mathcal{C}$ with a finite group $G$ is encoded in two anti-linear isometries $j_{1}, j_{2}$ of a finite dimensional Hilbert space $\mathcal{K}$, two unitary representations $V, U_{\mathcal{K}}$ of $G$ on $\mathcal{K}$, characters $\left\{\chi_{h}\right\}_{h \in G}$ of $G$, and a linear map $l: \mathcal{K} \rightarrow \mathbb{B}(\mathcal{K}, \mathcal{K} \otimes \mathcal{K})$. In this section, we deduce a necessary and sufficient condition for the tuple ( $\left.\mathcal{K}, j_{1}, j_{2}, V, U_{\mathcal{K}}, \chi, l\right)$ to recover the original $C^{*}$ near-group category $\mathcal{C}$.

Let $G$ be a finite group of order $n$, and let $m$ be a natural number satisfying the condition in the conclusion of Theorem 3.9. Let $\mathcal{O}_{n+m}$ be the Cuntz algebra with the canonical generators $\left\{S_{g}\right\}_{g \in G} \cup\left\{T_{i}\right\}_{i=1}^{m}$. We set $P=\sum_{g \in G} S_{g} S_{g}^{*}, Q=\sum_{i=1}^{m} T_{i} T_{i}^{*}$, and $\mathcal{K}=\operatorname{span}\left\{T_{i}\right\}_{i=1}^{m}$. Let $\epsilon \in\{1,-1\}$. We choose anti-linear isometries $j_{1}$ and $j_{2}$ of $\mathcal{K}$ and unitaries representations $V$ and $U_{\mathcal{K}}$ in $\mathbb{B}(\mathcal{K})$ satisfying Eq.(3.7),(3.8),(3.9),(3.18). We assume that $\chi_{h} \in \operatorname{Hom}(G, \mathbb{T}), h \in G$, satisfy the condition in the conclusion of Theorem 3.9 and Eq.(3.19),(3.21). Under the above assumption, we can introduce a unitary representation $U$ of $G$ in $\mathcal{O}_{n+m}$ by

$$
U(g)=\sum_{h \in G} \chi_{h}(g) S_{h} S_{h}^{*}+U_{\mathcal{K}}(g),
$$

and an action $\alpha$ of $G$ on $\mathcal{O}_{n+m}$ by $\alpha_{g}\left(S_{h}\right)=S_{g h}$ and $\alpha_{g}(T)=V(g) T$ for $g \in G$ and $T \in \mathcal{K}$. Choosing a linear map $l: \mathcal{K} \rightarrow \mathbb{B}(\mathcal{K}, \mathcal{K} \otimes \mathcal{K})=\mathcal{K}^{2} \mathcal{K}^{*}$ satisfying Eq.(3.13),(3.14),(3.15), (3.16),(3.17),(3.20), and (3.33), we can introduce a unital endomorphism $\rho$ of $\mathcal{O}_{n+m}$ by

$$
\begin{gathered}
\rho\left(S_{e}\right)=\frac{\epsilon}{d} \sum_{h \in G} S_{h}+\frac{1}{\sqrt{d}} \sum_{i=1}^{m} T_{i} j_{1}\left(T_{i}\right), \\
\rho\left(S_{g}\right)=U(g) \rho\left(S_{e}\right) U(g)^{*}, \\
\rho(T)=\frac{1}{\sqrt{d}} \sum_{h \in G} S_{h} \alpha_{h}\left(j_{2}(T)^{*}\right)+\sum_{h \in G} \alpha_{h}\left(j_{2} \circ j_{1}^{-1}(T)\right) S_{h} S_{h}^{*}+l(T) .
\end{gathered}
$$

Indeed, we first define $\rho$ on the canonical generators $\left\{S_{g}, T_{i}\right\}$ of the Cuntz algebra $\mathcal{O}_{n+m}$. Then $\left\{\rho\left(S_{g}\right), \rho\left(T_{i}\right)\right\}$ are isometries with mutual orthogonal ranges, and so

$$
E=\sum_{g \in G} \rho\left(S_{g}\right) \rho\left(S_{g}\right)^{*}+\sum_{i=1}^{m} \rho\left(T_{i}\right) \rho\left(T_{i}\right)^{*}
$$

is a projection. The proof of Lemma 3.15 in the case of $g=0$ implies $P E P=P$ and $Q E Q=Q$, which shows that $E=I$. Thus $\rho$ extends to a unital endomorphism of $\mathcal{O}_{n+m}$, and the proof of Lemma 3.14 implies that Eq.(3.32) holds (note that Eq.(3.31) is a special case of Eq.(3.33)). Now it is easy to show Eq.(3.5), Eq.(3.6), $\alpha_{g} \circ \rho=\rho$, and $\operatorname{Ad} U(g) \circ \rho=\rho \circ \alpha_{g}$. The proof of Lemma 3.15 shows that Eq.(3.30) holds.

Lemma 4.1. Let $X$ be an isometry of $\mathcal{O}_{n+m}$. If $S_{e}^{*} \rho^{2}(X) S_{e}=X$ and $T_{i}^{*} \rho^{2}(X) T_{i}=\rho(X)$ for all $i$, then

$$
\rho^{2}(X)=\sum_{h \in G} S_{h} \alpha_{h}(X) S_{h}^{*}+\sum_{i=1}^{m} T_{i} \rho(X) T_{i}^{*} .
$$
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Proof. Applying $\alpha_{g}$ to $S_{e}^{*} \rho^{2}(X) S_{e}=X$, we get $S_{g}^{*} \rho^{2}(X) S_{g}=\alpha_{g}(X)$. Since $I=\rho^{2}(X)^{*} \rho^{2}(X)$, we have $I=S_{g}^{*} \rho^{2}(X)^{*} \rho^{2}(X) S_{g}$ too, and

$$
\begin{aligned}
I & =\sum_{h \in G} S_{g}^{*} \rho^{2}(X)^{*} S_{h} S_{h}^{*} \rho^{2}(X) S_{g}+\sum_{i=1} S_{g}^{*} \rho^{2}(X)^{*} T_{i} T_{i}^{*} \rho^{2}(X) S_{g} \\
& =S_{g}^{*} \rho^{2}(X)^{*} S_{g} S_{g}^{*} \rho^{2}(X) S_{g}+\sum_{h \in G \backslash\{g\}} S_{g}^{*} \rho^{2}(X)^{*} S_{h} S_{h}^{*} \rho^{2}(X) S_{g} \\
& +\sum_{i=1} S_{g}^{*} \rho^{2}(X)^{*} T_{i} T_{i}^{*} \rho^{2}(X) S_{g} \\
& =I+\sum_{h \in G \backslash\{g\}} S_{g}^{*} \rho^{2}(X)^{*} S_{h} S_{h}^{*} \rho^{2}(X) S_{g}+\sum_{i=1} S_{g}^{*} \rho^{2}(X)^{*} T_{i} T_{i}^{*} \rho^{2}(X) S_{g}
\end{aligned}
$$

Thus $S_{h}^{*} \rho^{2}(X) S_{g}=0$ for $g \neq h$ and $T_{i}^{*} \rho^{2}(X) S_{g}=0$. In a similar way, we have $S_{g} \rho^{2}(X) T_{i}=0$ and $T_{j}^{*} \rho^{2}(X) T_{i}=0$ for $j \neq i$. These relations imply $P \rho^{2}(X) Q=Q \rho^{2}(X) P=0$ and

$$
\begin{aligned}
\rho^{2}(X) & =(P+Q) \rho^{2}(X)(P+Q)=P \rho^{2}(X) P+Q \rho^{2}(X) Q \\
& =\sum_{h \in G} S_{h} \alpha_{h}(X) S_{h}^{*}+\sum_{i=1}^{m} T_{i} \rho(X) T_{i}^{*} .
\end{aligned}
$$

Lemma 4.2. For $g, h \in G$, the equation $S_{h}^{*} \rho^{2}\left(S_{g}\right) S_{h}=S_{h g}$ holds.
Proof. It suffices to show the statements for $h=e$ because the others follow from them by applying $\alpha_{h}$ to them.

$$
\begin{aligned}
S_{e}^{*} \rho^{2}\left(S_{e}\right) S_{e} & =\frac{\epsilon}{d} \sum_{k \in G} S_{e}^{*} \rho\left(S_{k}\right) S_{e}+\frac{1}{\sqrt{d}} \sum_{i=1}^{m} S_{e}^{*} \rho\left(T_{i}\right) \rho\left(j_{1}\left(T_{i}\right)\right) S_{e} \\
& =\frac{\epsilon}{d} \sum_{k \in G} S_{e}^{*} U(k) \rho\left(S_{e}\right) U(k)^{*} S_{e}+\frac{1}{d} \sum_{i=1}^{m} j_{2}\left(T_{i}\right)^{*} \rho\left(j_{1}\left(T_{i}\right)\right) S_{e} \\
& =\frac{1}{d^{2}} \sum_{k \in G} S_{e}+\frac{1}{d} \sum_{i=1}^{m} S_{e}=S_{e} .
\end{aligned}
$$

Now Eq.(3.30) implies

$$
S_{e}^{*} \rho\left(S_{g}\right) S_{e}=S_{e}^{*} \rho(U(g)) \rho^{2}\left(S_{e}\right) \rho(U(g))^{*} S_{e}=S_{g}^{*} \rho^{2}\left(S_{e}\right) S_{g}=S_{g}
$$

## Lemma 4.3.

$$
\rho^{2}\left(S_{g}\right)=\sum_{h \in G} S_{h} \alpha_{h}\left(S_{g}\right) S_{h}^{*}+\sum_{i=1}^{m} T_{i} \rho\left(S_{g}\right) T_{i}^{*}
$$

Proof. We first show the statement for $g=e$. Thanks to the above two lemmas, it suffices to show $Q \rho^{2}\left(S_{e}\right) Q=\sum_{i=1}^{m} T_{i} \rho\left(S_{e}\right) T_{i}^{*}$. Instead of the orthogonal basis $\left\{T_{i}\right\}_{i=1}^{m}$, we use $\left\{T_{\pi, p}^{a}\right\}$ sometimes. By the definition of $\rho$, we have

$$
Q \rho^{2}\left(S_{e}\right) Q=\frac{\epsilon}{d} \sum_{g \in G} Q \rho\left(S_{g}\right) Q+\frac{1}{\sqrt{d}} \sum_{i=1}^{m} Q \rho\left(T_{i}\right) \rho\left(j_{1}\left(T_{i}\right)\right) Q
$$
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The first term is

$$
\begin{aligned}
\frac{\epsilon}{d} \sum_{g \in G} U_{\mathcal{K}}(g) \rho\left(S_{e}\right) U_{\mathcal{K}}(g)^{*} & =\frac{\epsilon}{d} \sum_{g \in G} \sum_{\pi, \sigma, a, b, i, j, p, q} \pi(g)_{i j} \overline{\sigma(g)_{p q}} T_{\pi, i}^{a} T_{\pi, j}^{a}{ }^{*} \rho\left(S_{e}\right) T_{\sigma, q}^{b} T_{\sigma, p}^{b}{ }^{*} \\
& =\frac{n \epsilon}{d} \sum_{\pi, a, b, i, j} \frac{1}{\operatorname{dim} \pi} T_{\pi, i}^{a} T_{\pi, j}^{a}{ }^{*} \rho\left(S_{e}\right) T_{\pi, j}^{b} T_{\pi, i}^{b}{ }^{*} \\
& =\frac{n \epsilon}{d \sqrt{d}} \sum_{\pi, a, b, i, j} \frac{1}{\operatorname{dim} \pi} T_{\pi, i}^{a} j_{1}\left(T_{\pi, j}^{a}\right) T_{\pi, j}^{b} T_{\pi, i}^{b *}
\end{aligned}
$$

The second term is

$$
\begin{aligned}
\text { Second term } & =\frac{1}{\sqrt{d}} \sum_{i=1}^{m}\left\{\frac{1}{\sqrt{d}} \sum_{h \in G} \alpha_{h}\left(j_{2} \circ j_{1}^{-1}\left(T_{i}\right)\right) S_{h} \alpha_{h}\left(j_{2} \circ j_{1}\left(T_{i}\right)^{*}\right)+l\left(T_{i}\right) l\left(j_{1}\left(T_{i}\right)\right)\right\} \\
& =\frac{\epsilon}{d} \sum_{j=1}^{m} \sum_{h \in G} T_{j} S_{h} T_{j}^{*}+\frac{1}{\sqrt{d}} \sum_{i=1}^{m} l\left(T_{i}\right) l\left(j_{1}\left(T_{i}\right)\right)
\end{aligned}
$$

Using Eq.(3.16),(3.31), we have

$$
\begin{aligned}
& \frac{1}{\sqrt{d}} \sum_{i=1}^{m} l\left(T_{i}\right) l\left(j_{1}\left(T_{i}\right)\right)=\frac{1}{\sqrt{d}} \sum_{i, p, q} l\left(T_{i}\right) l\left(T_{i}\right)^{*} T_{p} T_{q} j_{1}\left(T_{q}\right) T_{p}^{*} \\
& =\frac{1}{\sqrt{d}} \sum_{p, q} T_{p} T_{q} j_{1}\left(T_{q}\right) T_{p}^{*} \\
& -\frac{n}{d \sqrt{d}} \sum_{p, q} \sum_{\pi, a, b, i, j} \frac{1}{\operatorname{dim} \pi} T_{\pi, i}^{a} j_{1}\left(T_{\pi, j}^{a}\right) j_{1}\left(T_{\pi, j}^{b}\right)^{*} T_{\pi, i}^{b}{ }^{*} T_{p} T_{q} j_{1}\left(T_{q}\right) T_{p}^{*} \\
& =\frac{1}{\sqrt{d}} \sum_{p, q} T_{p} T_{q} j_{1}\left(T_{q}\right) T_{p}^{*}-\frac{n}{d \sqrt{d}} \sum_{\pi, a, b, i, j} \frac{1}{\operatorname{dim} \pi} T_{\pi, i}^{a} j_{1}\left(T_{\pi, j}^{a}\right) j_{1}^{2}\left(T_{\pi, j}^{b}\right) T_{\pi, i}^{b *} \\
& =\frac{1}{\sqrt{d}} \sum_{p, q} T_{p} T_{q} j_{1}\left(T_{q}\right) T_{p}^{*}-\frac{n \epsilon}{d \sqrt{d}} \sum_{\pi, a, b, i, j} \frac{1}{\operatorname{dim} \pi} T_{\pi, i}^{a} j_{1}\left(T_{\pi, j}^{a}\right) T_{\pi, j}^{b} T_{\pi, i}^{b *}
\end{aligned}
$$

Thus we obtain the statement for $g=e$. The general statement follows from this and Eq.(3.30).
Lemma 4.4. The following conditions are equivalent:
(1) $S_{g} \in\left(\alpha_{g}, \rho^{2}\right)$ for all $g \in G$.
(2) $S_{e}^{*} \rho(l(T)) S_{e}=\left(1-2 n / d^{2}\right) T$ for all $T \in \mathcal{K}$.
(3) Let $l_{i j}^{(2)}: \mathcal{K} \rightarrow \mathcal{K}$ be as in Remark 3.5. Then

$$
\begin{equation*}
\frac{1}{d} \sum_{i, j=1}^{m} j_{2}\left(T_{i}\right)^{*} l\left(l_{i j}^{(2)}(T)\right) j_{2}\left(T_{j}\right)=\left(1-\frac{2 n}{d^{2}}\right) T, \quad T \in \mathcal{K} . \tag{4.1}
\end{equation*}
$$
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Proof. It is easy to show that (2) and (3) are equivalent. Thanks to the above lemmas, it suffices to show that (2) is equivalent to $S_{e}^{*} \rho^{2}(T) S_{e}=T$. Indeed,

$$
\begin{aligned}
& S_{e}^{*} \rho^{2}(T) S_{e} \\
& =\frac{1}{\sqrt{d}} \sum_{h \in G} S_{e}^{*} \rho\left(\alpha_{h}\left(S_{e} j_{2}(T)^{*}\right)\right) S_{e}+\sum_{h \in G} S_{e}^{*} \rho\left(\alpha_{h}\left(j_{2} \circ j_{1}^{-1}(T) S_{e} S_{e}^{*}\right)\right) S_{e}+S_{e}^{*} \rho(l(T)) S_{e} .
\end{aligned}
$$

The first term is

$$
\begin{aligned}
& \frac{1}{\sqrt{d}} \sum_{h \in G} S_{e}^{*} U(h) \rho\left(S_{e} j_{2}(T)^{*}\right) U(h)^{*} S_{e} \\
& =\frac{n}{\sqrt{d}} S_{e}^{*} \rho\left(S_{e} j_{2}(T)^{*}\right) S_{e}=\frac{n \epsilon}{d^{2}} j_{2}^{2}(T)=\frac{n}{d^{2}} T .
\end{aligned}
$$

The second term is

$$
\begin{aligned}
& \sum_{h \in G} S_{e}^{*} U(h) \rho\left(j_{2} \circ j_{1}^{-1}(T) S_{e} S_{e}^{*}\right) U(h)^{*} S_{e} \\
& =n S_{e}^{*} \rho\left(j_{2} \circ j_{1}^{-1}(T) S_{e} S_{e}^{*}\right) S_{e}=\frac{n \epsilon}{d \sqrt{d}} j_{2}^{2} \circ j_{1}^{-1}(T)^{*} \rho\left(S_{e}\right)=\frac{n}{d \sqrt{d}} j_{1}^{-1}(T)^{*} \rho\left(S_{e}\right) \\
& =\frac{n}{d^{2}} T .
\end{aligned}
$$

Thus the statement is proved.
Lemma 4.5. Assume that Eq.(4.1) holds. Then the following conditions are equivalent:
(1) $\mathcal{K}=\left(\rho, \rho^{2}\right)$.
(2) For any $T, T^{\prime}, T^{\prime \prime} \in \mathcal{K}$, the equality $\rho\left(T^{\prime \prime}\right)^{*} \rho^{2}(T) T^{\prime}=\rho\left(T^{\prime \prime}\right)^{*} T^{\prime} \rho(T)$ holds.

Proof. We only show that (2) implies (1). Assume that (2) holds. Thanks to the above lemmas, it suffices to show $\rho^{2}(T) T^{\prime}=T^{\prime} \rho(T)$. For this, it suffices to show $\rho\left(S_{g}\right)^{*} \rho^{2}(T) T^{\prime}=\rho\left(S_{g}^{*}\right) T^{\prime} \rho(T)$ for we have $\rho(P)+\rho(Q)=I$. Since we have

$$
\begin{gathered}
\rho\left(S_{g}\right)^{*} \rho^{2}(T) T^{\prime}=U(g) \rho\left(S_{e}\right)^{*} \rho^{2}(T) U(g)^{*} T^{\prime} \\
\rho\left(S_{g}^{*}\right) T^{\prime} \rho(T)=U(g) \rho\left(S_{e}^{*}\right) U(g)^{*} T^{\prime} \rho(T)
\end{gathered}
$$

we only take care of the case with $g=e$.
For $\rho\left(S_{e}\right)^{*} \rho^{2}(T) T^{\prime}$, we have

$$
\begin{aligned}
\rho\left(S_{e}\right)^{*} \rho^{2}(T) T^{\prime} & =\rho\left(S_{e}^{*} \rho(T)\right) T^{\prime}=\frac{1}{\sqrt{d}} \rho\left(j_{2}(T)\right)^{*} T^{\prime} \\
& =\frac{1}{\sqrt{d}} \sum_{h \in G}\left\langle T^{\prime}, V(h) j_{2} \circ j_{1}^{-1} \circ j_{2}(T)\right\rangle S_{h} S_{h}^{*}+\frac{1}{\sqrt{d}} l\left(j_{2}(T)\right)^{*} T^{\prime} .
\end{aligned}
$$
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For $\rho\left(S_{e}\right)^{*} T^{\prime} \rho(T)$, we have

$$
\begin{aligned}
\rho\left(S_{e}\right)^{*} T^{\prime} \rho(T) & =\frac{1}{\sqrt{d}} j_{1}\left(T^{\prime}\right)^{*} \rho(T) \\
& =\frac{1}{\sqrt{d}} \sum_{h \in G}\left\langle V(h) j_{2} \circ j_{1}^{-1}(T), j_{1}\left(T^{\prime}\right)\right\rangle S_{h} S_{h}^{*}+\frac{1}{\sqrt{d}} j_{1}\left(T^{\prime}\right)^{*} l(T) \\
& =\frac{1}{\sqrt{d}} \sum_{h \in G}\left\langle T^{\prime}, V(h) j_{1} \circ j_{2} \circ j_{1}(T)\right\rangle S_{h} S_{h}^{*}+\frac{1}{\sqrt{d}} j_{1}\left(T^{\prime}\right)^{*} l(T) .
\end{aligned}
$$

Now the statement follows from Eq.(3.17),(3.18).
Theorem 4.6. The endomorphism $\rho$ satisfies

$$
\rho^{2}(x)=\sum_{g \in G} S_{g} \alpha_{g}(x) S_{g}^{*}+\sum_{i=1}^{m} T_{i} \rho(x) T_{i}^{*}
$$

if and only if Eq.(4.1) and the following three equations hold for all $h, k \in G$ and $T, T^{\prime}, T^{\prime \prime} \in \mathcal{K}$ :

$$
\begin{gather*}
\sum_{i=1}^{m} T^{\prime *} l\left(T_{i}\right) j_{2}\left(l(T)^{*} j_{2}\left(T^{\prime \prime}\right) T_{i}\right)  \tag{4.2}\\
=\epsilon\left\langle T^{\prime \prime}, T^{\prime}\right\rangle T-\frac{1}{d} \sum_{h \in G}\left\langle U_{\mathcal{K}}(h) T^{\prime \prime}, j_{1}(T)\right\rangle j_{1}\left(U_{\mathcal{K}}(h) T^{\prime}\right) \\
l\left(T^{\prime \prime}\right)^{*} j_{2} \circ j_{1}^{-1}\left(T^{\prime}\right) j_{2} \circ j_{1}^{-1}(T)=j_{2} \circ j_{1}^{-1}\left(T^{\prime \prime *} l(T) T^{\prime}\right),  \tag{4.3}\\
l\left(T^{\prime \prime}\right)^{*} T^{\prime} l(T)=\sum_{i=1}^{m} l\left(T^{\prime \prime *} l(T) T_{i}\right) l\left(T_{i}\right)^{*} T^{\prime}  \tag{4.4}\\
+\frac{1}{d} \sum_{h \in G} \sum_{i=1}^{m}\left\langle V(h) j_{2} \circ j_{1}^{-1}(T), T^{\prime \prime}\right\rangle U_{\mathcal{K}}(h) T_{i} j_{1}\left(T_{i}\right) j_{1}\left(U_{\mathcal{K}}(h)^{*} T^{\prime}\right)^{*} .
\end{gather*}
$$

Proof. It suffices to show that $\rho\left(T^{\prime \prime *} \rho(T)\right) T^{\prime}=\rho\left(T^{\prime \prime}\right)^{*} T^{\prime} \rho(T)$ is equivalent to the above three. We compute $\rho\left(T^{\prime \prime}\right)^{*} \rho^{2}(T) T^{\prime}$ first:

$$
\rho\left(T^{\prime \prime *} \rho(T)\right) T^{\prime}=\sum_{h \in G}\left\langle V(h) j_{2} \circ j_{1}^{-1}(T), T^{\prime \prime}\right\rangle \rho\left(S_{h} S_{h}^{*}\right) T^{\prime}+\rho\left(T^{\prime \prime *} l(T)\right) T^{\prime}
$$

The first term is

$$
\begin{aligned}
& \sum_{h \in G}\left\langle V(h) j_{2} \circ j_{1}^{-1}(T), T^{\prime \prime}\right\rangle U(h) \rho\left(S_{e} S_{e}^{*}\right) U(h)^{*} T^{\prime} \\
& =\frac{\epsilon}{d \sqrt{d}} \sum_{h, k \in G}\left\langle V(h) j_{2} \circ j_{1}^{-1}(T), T^{\prime \prime}\right\rangle \chi_{k}(h) S_{k} j_{1}\left(U_{\mathcal{K}}(h)^{*} T^{\prime}\right)^{*} \\
& +\frac{1}{d} \sum_{h \in G} \sum_{i=1}^{m}\left\langle V(h) j_{2} \circ j_{1}^{-1}(T), T^{\prime \prime}\right\rangle U(h) T_{i} j_{1}\left(T_{i}\right) j_{1}\left(U_{\mathcal{K}}(h)^{*} T^{\prime}\right)^{*} .
\end{aligned}
$$
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The second term is

$$
\begin{aligned}
& \rho\left(T^{\prime \prime *} l(T)\right) T^{\prime}=\sum_{i=1}^{m} \rho\left(T^{\prime \prime *} l(T) T_{i}\right) \rho\left(T_{i}\right)^{*} T^{\prime} \\
& =\sum_{i=1}^{m} \sum_{h \in G}\left\langle T^{\prime}, V(h) j_{2} \circ j_{1}^{-1}\left(T_{i}\right)\right\rangle \rho\left(T^{\prime \prime *} l(T) T_{i}\right) S_{h} S_{h}^{*}+\sum_{i=1}^{m} \rho\left(T^{\prime \prime *} l(T) T_{i}\right) l\left(T_{i}\right)^{*} T^{\prime} \\
& =\sum_{i=1}^{m} \sum_{h \in G}\left\langle j_{1} \circ j_{2}^{-1} V(h)^{*} T^{\prime}, T_{i}\right\rangle V(h) j_{2} \circ j_{1}^{-1}\left(T^{\prime \prime *} l(T) T_{i}\right) S_{h} S_{h}^{*} \\
& +\frac{1}{\sqrt{d}} \sum_{i=1}^{m} \sum_{k \in G} S_{k} j_{2}\left(T^{\prime \prime *} l(T) T_{i}\right)^{*} V(k)^{*} l\left(T_{i}\right)^{*} T^{\prime}+\sum_{i=1}^{m} l\left(T^{\prime \prime *} l(T) T_{i}\right) l\left(T_{i}\right)^{*} T^{\prime} \\
& =\sum_{h \in G} V(h) j_{2} \circ j_{1}^{-1}\left(T^{\prime \prime *} l(T) j_{1} \circ j_{2}^{-1}\left(V(h)^{*} T^{\prime}\right)\right) S_{h} S_{h}^{*} \\
& +\frac{1}{\sqrt{d}} \sum_{i=1}^{m} \sum_{k \in G} S_{k} j_{2}\left(T^{\prime \prime *} l(T) T_{i}\right)^{*} l\left(T_{i}\right)^{*} V(k)^{*} T^{\prime} V(k)^{*}+\sum_{i=1}^{m} l\left(T^{\prime \prime *} l(T) T_{i}\right) l\left(T_{i}\right)^{*} T^{\prime} .
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
& \rho\left(T^{\prime \prime}\right)^{*} T^{\prime} \rho(T)=\sum_{k \in G}\left\langle T^{\prime}, V(k) j_{2} \circ j_{1}^{-1}\left(T^{\prime \prime}\right)\right\rangle S_{k} S_{k}^{*} \rho(T)+l\left(T^{\prime \prime}\right)^{*} T^{\prime} \rho(T) \\
& =\frac{1}{\sqrt{d}} \sum_{k \in G}\left\langle T^{\prime}, V(k) j_{2} \circ j_{1}^{-1}\left(T^{\prime \prime}\right)\right\rangle S_{k} j_{2}(T)^{*} V(k)^{*} \\
& +\sum_{h \in G} l\left(T^{\prime \prime}\right)^{*} T^{\prime} V(h) j_{2} \circ j_{1}^{-1}(T) S_{h} S_{h}^{*}+l\left(T^{\prime \prime}\right)^{*} T^{\prime} l(T) .
\end{aligned}
$$

Therefore we get

$$
\begin{align*}
& \left\langle V(k) j_{2} \circ j_{1}^{-1}\left(T^{\prime \prime}\right), T^{\prime}\right\rangle j_{2}(T)  \tag{4.5}\\
& \quad=\sum_{i=1}^{m} T^{\prime *} V(k) l\left(T_{i}\right) j_{2}\left(T^{\prime \prime *} l(T) T_{i}\right) \\
& \quad+\frac{\epsilon}{d} \sum_{h \in G} \overline{\chi_{k}(h)}\left\langle T^{\prime \prime}, V(h) j_{2} \circ j_{1}^{-1}(T)\right\rangle V(k)^{*} j_{1}\left(U_{\mathcal{K}}(h)^{*} T^{\prime}\right) \\
& l\left(T^{\prime \prime}\right)^{*} T^{\prime} V(h) j_{2} \circ j_{1}^{-1}(T)=V(h) j_{2} \circ j_{1}^{-1}\left(T^{\prime \prime *} l(T) j_{1} \circ j_{2}^{-1}\left(V(h)^{*} T^{\prime}\right)\right) \tag{4.6}
\end{align*}
$$

and Eq.(4.4). Thanks to Eq.(3.13), we have

$$
V(h)^{*} l\left(T^{\prime \prime}\right)^{*}=l\left(T^{\prime \prime}\right)\left(V(h)^{*} \otimes V(h)^{*}\right),
$$

and Eq.(4.6) is equivalent to Eq.(4.3) if $T^{\prime}$ is replaced with $V(h) j_{2} \circ j_{1}^{-1}\left(T^{\prime}\right)$. Since

$$
V(k)^{*} j_{1}\left(U_{\mathcal{K}}(h)^{*} T^{\prime}\right)=j_{1}\left(V(k)^{*} U_{\mathcal{K}}(h)^{*} T^{\prime}\right)=j_{1}\left(\overline{\chi_{k}(h)} U_{\mathcal{K}}(h)^{*} V(k)^{*} T^{\prime}\right),
$$
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if $T^{\prime}$ is replaced with $V(k) T^{\prime}$, Eq.(4.5) is equivalent to

$$
\begin{aligned}
& \left\langle j_{2} \circ j_{1}^{-1}\left(T^{\prime \prime}\right), T^{\prime}\right\rangle j_{2}(T) \\
& =\sum_{i=1}^{m} T^{\prime *} l\left(T_{i}\right) j_{2}\left(T^{\prime \prime *} l(T) T_{i}\right)+\frac{\epsilon}{d} \sum_{h \in G}\left\langle T^{\prime \prime}, V(h) j_{2} \circ j_{1}^{-1}(T)\right\rangle j_{1}\left(U_{\mathcal{K}}(h)^{*} T^{\prime}\right),
\end{aligned}
$$

If we replace $T^{\prime \prime}$ with $j_{1} \circ j_{2}^{-1}\left(T^{\prime \prime}\right)$ and $T$ with $j_{2}^{-1}(T)$, this is equivalent to

$$
\begin{aligned}
& \left\langle T^{\prime \prime}, T^{\prime}\right\rangle T \\
& =\epsilon \sum_{i=1}^{m} T^{\prime *} l\left(T_{i}\right) j_{2}\left(j_{1} \circ j_{2}^{-1}\left(T^{\prime \prime}\right)^{*} l\left(j_{2}(T)\right) T_{i}\right) \\
& +\frac{\epsilon}{d} \sum_{h \in G}\left\langle j_{1} \circ j_{2}^{-1}\left(T^{\prime \prime}\right), V(h) j_{2} \circ j_{1}^{-1} \circ j_{2}^{-1}(T)\right\rangle j_{1}\left(U_{\mathcal{K}}(h)^{*} T^{\prime}\right) \\
& =\epsilon \sum_{i=1}^{m} T^{\prime *} l\left(T_{i}\right) j_{2}\left(l(T)^{*} j_{2}\left(T^{\prime \prime}\right) T_{i}\right) \\
& +\frac{1}{d} \sum_{h \in G}\left\langle j_{1} \circ j_{2}^{-1}\left(T^{\prime \prime}\right), V(h) j_{1} \circ j_{2} \circ j_{1}(T)\right\rangle j_{1}\left(U_{\mathcal{K}}(h)^{*} T^{\prime}\right) \\
& =\epsilon \sum_{i=1}^{m} T^{\prime *} l\left(T_{i}\right) j_{2}\left(l(T)^{*} j_{2}\left(T^{\prime \prime}\right) T_{i}\right)+\frac{\epsilon}{d} \sum_{h \in G}\left\langle U_{\mathcal{K}}(h)^{*} T^{\prime \prime}, j_{1}(T)\right\rangle j_{1}\left(U_{\mathcal{K}}(h)^{*} T^{\prime}\right),
\end{aligned}
$$

where we use Eq.(3.17),(3.18). Thus we are done.
Remark 4.7. Replacing $T^{\prime \prime}$ with $j_{2}\left(T^{\prime \prime}\right)$ and $T^{\prime}$ with $j_{1}\left(T^{\prime}\right)$, we see that in Eq.(4.4) is equivalent to

$$
\begin{align*}
& T^{\prime *} l\left(T^{\prime \prime}\right) l(T)=\sum_{i=1}^{m} l\left(j_{2}\left(T^{\prime \prime}\right)^{*} l(T) j_{2}\left(T_{i}\right)\right) T^{\prime *} l\left(T_{i}\right)  \tag{4.7}\\
& +\frac{1}{d} \sum_{h \in G} \sum_{i=1}^{m}\left\langle T^{\prime \prime}, U_{\mathcal{K}}(h) j_{1}(T)\right\rangle U_{\mathcal{K}}(h) T_{i} j_{1}\left(T_{i}\right) j_{1}\left(U_{\mathcal{K}}(h)^{*} j_{1}\left(T^{\prime}\right)\right)^{*} .
\end{align*}
$$

Likewise, replacing $T$ with $j_{1}(T)$ in Eq.(4.4), it is equivalent to

$$
\begin{align*}
& \sum_{i, j=1}^{m} l\left(T^{\prime \prime}\right)^{*} T^{\prime} l(T)^{*} T_{i} T_{j} j_{1}\left(T_{j}\right) T_{i}^{*}=\sum_{i, j=1}^{m} l\left(T^{\prime \prime *} l(T)^{*} T_{i} T_{j} j_{1}\left(T_{j}\right)\right) l\left(T_{i}\right)^{*} T^{\prime}  \tag{4.8}\\
& +\frac{1}{d} \sum_{h \in G} \sum_{i=1}^{m}\left\langle V(h) j_{2}(T), T^{\prime \prime}\right\rangle U_{\mathcal{K}}(h) T_{i} j_{1}\left(T_{i}\right) j_{1}\left(U_{\mathcal{K}}(h)^{*} T^{\prime}\right)^{*}
\end{align*}
$$

Definition 4.8. We say that a tuple ( $\left.\mathcal{K}, j_{1}, j_{2}, V, U_{\mathcal{K}}, \chi, l\right)$ is admissible if it satisfies Eq.(3.7),(3.8),(3.9),(3.18), the condition in the conclusion of Theorem 3.9, and Eq.(3.19),(3.21),(3.13),(3.14),(3.15), (3.16),(3.17),(3.20),(3.33),(4.1),(4.2) (4.3),(4.4). We say that two tuples ( $\left.\mathcal{K}, j_{1}, j_{2}, V, U_{\mathcal{K}}, l\right)$ and $\left(\mathcal{K}^{\prime}, j_{1}^{\prime}, j_{2}^{\prime}, V^{\prime}, U_{\mathcal{K}}^{\prime}, l^{\prime}\right)$ are equivalent if there exist a unitary $W: \mathcal{K} \rightarrow \mathcal{K}^{\prime}$ and a group automorphism $\varphi \in \operatorname{Aut}(G)$ satisfying $j_{1}^{\prime} W=W j_{1}, j_{2}^{\prime} W=W j_{2}$, $U_{\mathcal{K}^{\prime}}(g) W=W U_{\mathcal{K}}(\varphi(g)), V^{\prime}(g) W=W V(\varphi(g)), \chi_{h}^{\prime}(g)=\chi_{\varphi(h)}(\varphi(g))$, and

$$
l^{\prime}(W T) W=(W \otimes W) l(T), \quad T \in \mathcal{K} .
$$
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We have seen that starting from an admissible tuple ( $\left.\mathcal{K}, j_{1}, j_{2}, V, U_{\mathcal{K}}, \chi, l\right)$, we can construct the Cuntz algebra endomorphism $\rho \in \operatorname{End}\left(\mathcal{O}_{m+n}\right)$ and the $G$-action $\alpha$ satisfying relevant properties. As in [28], we can choose an appropriate representation of $\mathcal{O}_{m+n}$ so that $\rho$ and $\alpha$ extend to the weak closure of $\mathcal{O}_{m+n}$, which is a hyperfinite type $\mathrm{III}_{\lambda}$ factor, without changing morphism spaces (see Appendix and [28]). This finishes the reconstruction process from $\left(\mathcal{K}, j_{1}, j_{2}, V, U_{\mathcal{K}}, \chi, l\right)$ to $\mathcal{C}$.

Let $\mathcal{C}$ and $\mathcal{D}$ be $\mathrm{C}^{*}$ near-group categories with finite group $G$ and a multiplicity parameter $m$ realized in $\operatorname{End}_{0}(M)$, which give rise to two admissible tuples $\left(\mathcal{K}, j_{1}, j_{2}, V, U_{\mathcal{K}}, l\right)$ and $\left(\mathcal{K}^{\prime}, j_{1}^{\prime}, j_{2}^{\prime}, V^{\prime}, U_{\mathcal{K}}^{\prime}, l^{\prime}\right)$ respectively. In view of Theorem 2.2 and Remark 3.6, we see that the two $\mathrm{C}^{*}$ near-group categories $\mathcal{C}$ and $\mathcal{D}$ are equivalent if and only if the two corresponding tuples are equivalent. In conclusion, we get the following result.

Theorem 4.9. The association $\mathcal{C} \mapsto\left(\mathcal{K}, j_{1}, j_{2}, V, U_{\mathcal{K}}, l\right)$ gives a one-to-one correspondence between the set of equivalence classes of $C^{*}$ near-group categories with finite group $G$ and a multiplicity parameter $m$, and the set of equivalence classes of admissible tuples.

## 5. The case of $m=|G|-1$

In this section, we briefly give an account of the classification of near-group categories with a finite group $G$ and the multiplicity parameter $m=|G|-1$. We have seen in Theorem 3.9 that $G$ is abelian under the $\mathrm{C}^{*}$ condition. In fact, we have the following classification result without this additional assumption.

A fusion category is said to be group theoretical if it is categorically Morita equivalent to a pointed category (see [11, Definition 9.7.1]).

Theorem 5.1. Let $\mathcal{C}$ be a near group category with a finite group $G$ and the multiplicity parameter $m=$ $|G|-1$. Then the group $G$ is cyclic and $|G|+1$ is a prime power $q$. If $G=\mathbb{Z}_{2}$, there are three such categories, if $G=\mathbb{Z}_{3}$ or $G=\mathbb{Z}_{7}$, there are two such categories, and if $G=\mathbb{Z}_{q-1}$ in the other cases, there is one such category. All these fusion categories are group theoretical.
Example 5.2. For $G=\mathbb{Z}_{2}$, we have $\operatorname{dim} \mathcal{K}=1$, and Eq.(3.31) implies $l=0$. We may choose a basis $\{T\}$ of $\mathcal{K}$ so that $j_{1}(T)=T$, and so $\epsilon=1$. In this case, the only choices of $j_{2}$ are $j_{2}(T)=\zeta T$ with $\zeta^{3}=1$. All the conditions in Definition 4.8 are easy to verify in this case, and there are certainly three near-group categories. This example was already discussed in [28].

For the proof of the above theorem, Siehler [50, Theorem 1.2] was the first to show that $G$ is cyclic and $|G|+1$ is a prime power under an additional assumption of $G$ being abelian (though this assumption is not explicitly written in [50, Theorem 1.2]). Etingof-Gelaki-Ostrik [10, Corollary 7.4] showed the statement under the assumption that $G$ is cyclic. Recently Nikshych-Ostrik [45] showed that $G$ is cyclic and the classification was completed.

Let $\mathbb{F}_{q}$ be the finite field of order $q$, and let $\mathbb{F}_{q}^{\times}$be its multiplicative group. We regard $\mathbb{F}_{q}$ as an additive group on which $\mathbb{F}_{q}^{\times}$acts by multiplication. Etingof-Gelaki-Ostrik reduced the classification to a counting argument of the group $H^{3}\left(\mathbb{F}_{q}, \mathbb{T}\right)^{\mathbb{F}_{q}^{\times}}$of $\mathbb{F}_{q}^{\times}$-invariant cohomology classes in $H^{3}\left(\mathbb{F}_{q}, \mathbb{T}\right)$. We reproduce their reduction argument from the view point of operator algebras now. The following argument was developed in [29], [33, Theorem 9.8,(i)], which could serve as an introduction to more complicated arguments in the next section.

Let $N=\rho(M)$, which is an irreducible subfactor of index $d^{2}=|G|^{2}$. Since $\alpha_{g} \circ \rho=\rho$, the fixed point algebra

$$
M^{G}=\left\{x \in M ; \alpha_{g}(x)=x, \forall g \in G\right\},
$$

is an intermediate subfactor between $M$ and $N$ with

$$
\left[M: M^{G}\right]=\left[M^{G}: N\right]=|G| .
$$
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Let $\iota: M^{G} \hookrightarrow M$ and $\kappa: N \hookrightarrow M^{G}$ be inclusion maps. Then we have the decomposition $\rho=\iota \circ \kappa \circ \rho_{0}$, where $\rho_{0}$ is $\rho$ regarded as an isomorphism from $M$ onto $N$. Let $\alpha_{g}^{\prime}=\rho_{0} \circ \alpha_{g} \circ \rho_{0}^{-1}$, which is an outer action of $G$ on $N$, and let $N^{G}$ be the fixed point algebra

$$
N^{G}=\left\{x \in N ; \alpha_{g}^{\prime}(x)=x, \forall g \in G\right\} .
$$

Since $\operatorname{Ad} U(g) \circ \rho=\rho \circ \alpha_{g}$, we have $\alpha_{g}^{\prime}(y)=\operatorname{Ad} U(g)(y)$ for any $y \in N$, and the von Neumann algebra generated by $N$ and $\{U(g)\}_{g \in G}$ is identified with the crossed product $N \rtimes_{\alpha^{\prime}} G$. Eq.(3.22) and Theorem 3.9 show $\alpha_{g}(U(h))=U(h)$ for any $g, h \in G$, and we get $N \rtimes_{\alpha^{\prime}} G \subset M^{G}$. Since

$$
\left[M^{G}: N\right]=|G|=\left[N \rtimes_{\alpha^{\prime}} G: N\right],
$$

we get $M^{G}=N \rtimes_{\alpha^{\prime}} G$.
Since the image of $\rho_{0} \circ \iota$ is $N^{G}$, the duality between the fixed point inclusion $N^{G} \subset N$ and the crossed product inclusion $N \subset N \rtimes_{\alpha^{\prime}} G$ implies that the endomorphism $\kappa \circ \rho_{0} \circ \iota \in \operatorname{End}_{0}\left(M^{G}\right)$ contains an automorphism, which we denote $\theta \in \operatorname{Aut}\left(M^{G}\right)$. Then the Frobenius reciprocity implies $\left[\kappa \rho_{0}\right]=[\theta \bar{\iota}]$, and we get

$$
[\rho]=\left[\iota \kappa \rho_{0}\right]=[\iota \theta \bar{l}] .
$$

Since $G$ is abelian, there exists an outer action $\beta: \hat{G} \rightarrow \operatorname{Aut}\left(M^{G}\right)$ of the dual group $\hat{G}$ of $G$ such that $M=M^{G} \rtimes_{\beta} \hat{G}$ and $\alpha$ is the dual action of $\beta$. Thus

$$
[\bar{\iota} \iota]=\bigoplus_{\chi \in \hat{G}}\left[\beta_{\chi}\right]
$$

We denote by $L$ the group generated by $[\theta]$ and $\left[\beta_{\hat{G}}\right]$ in $\operatorname{Out}\left(M^{G}\right)$.
Lemma 5.3. Let the notation be as above.
(1) For $\chi_{1}, \chi_{2}, \tau_{1}, \tau_{2} \in \hat{G}$, we have $\left[\beta_{\chi_{1}} \theta \beta_{\chi_{2}}\right]=\left[\beta_{\tau_{1}} \theta \beta_{\tau_{2}}\right]$ if and only if $\chi_{i}=\tau_{i}$ for $i=1,2$.
(2) $L=\left[\beta_{\hat{G}}\right] \sqcup\left[\beta_{\hat{G}}\right][\theta]\left[\beta_{\hat{G}}\right]$.

Proof. Since $\rho$ is irreducible, we have

$$
1=\operatorname{dim}(\rho, \rho)=\operatorname{dim}(\iota \theta \bar{\iota}, \iota \theta \bar{\iota})=\operatorname{dim}(\bar{\iota} \iota \theta, \theta \bar{\iota} \iota)=\sum_{\chi, \tau \in \hat{G}}\left(\beta_{\chi} \theta, \theta, \beta_{\tau}\right),
$$

which shows (1).
Since $\rho$ is self-conjugate, we $[\iota \theta \bar{\iota}]=\left[\iota \theta^{-1} \bar{\iota}\right]$. This implies that $\left[\theta^{-1}\right]$ is contained in $[\bar{\iota} \iota \theta \bar{\iota} \iota]$, and it is an element in $\left[\beta_{\hat{G}}\right][\theta]\left[\beta_{\hat{G}}\right]$. Let $L_{1}$ be the right-hand side of (2). The fusion rules of the category implies

$$
\sum_{g \in G}\left[\alpha_{g}\right]+(|G|-1)[\rho]=\left[\rho^{2}\right]=[\iota \theta \bar{\iota} \iota \theta \bar{\iota}]=\sum_{\chi \in \hat{G}}\left[\iota \theta \beta_{\chi} \theta \bar{\iota}\right] .
$$

This means that $\left[\theta \beta_{\chi} \theta\right]$ belongs to $L_{1}$, which shows that $L_{1}$ is already a group. Therefore $L=L_{1}$.
In what follows, we identify $\hat{G}$ with $\left[\beta_{\hat{G}}\right]$ for simplicity. The above double coset decomposition implies that $L$ acting on $L / \hat{G}$ is a sharply 2-transitive permutation group with the abelian point stabilizer $\hat{G}$, which allows us to identify the pair $(L, \hat{G})$ with $\left(\mathbb{F}_{q} \rtimes \mathbb{F}_{q}^{\times}, \mathbb{F}^{\times}\right)$(see [26, Chapter XII, §9]). The embedding $L \subset \operatorname{Out}(L)$ carries a cohomology class in $\omega \in H^{3}(L, \mathbb{T})$ whose restriction to $\hat{G}$ is trivial as it comes from the genuine group action $\beta$. Such a class $\omega$ is identified with a class in $H^{3}\left(\mathbb{F}_{q}, \mathbb{T}\right)^{\mathbb{F}_{q}^{\times}}$by restriction thanks to the Lyndon-Hochschild-Serre spectral sequence.

Now we reverse the above process. Assume that we are given a cohomology class $\omega \in H^{3}\left(\mathbb{F}_{q} \rtimes \mathbb{F}_{q}^{\times}, \mathbb{T}\right)$ whose restriction to $\mathbb{F}_{q}^{\times}$is trivial. Let $P$ be a hyperfinite type $\mathrm{III}_{1}$ factor. Then there exists an embedding
of $\mathbb{F}_{q} \rtimes \mathbb{F}_{q}^{\times}$into $\operatorname{Out}(P)$ carrying the class $\omega$, which is unique up to conjugacy in $\operatorname{Out}(P)$ thanks to Theorem 2.2 (or see [37]). We choose a lifting $\gamma: \mathbb{F}_{q} \rtimes \mathbb{F}_{q}^{\rtimes} \rightarrow \operatorname{Aut}(P)$ of it. Since the restriction of $\omega$ to $\mathbb{F}_{q}^{\times}$is trivial, we may assume that $\gamma$ restricted to $\mathbb{F}_{q}^{\times}$is an action, which we denote by $\beta$. Since $\mathbb{F}_{q}^{\times}$is cyclic, the second cohomology $H^{2}\left(\mathbb{F}_{q}^{\times}, \mathbb{T}\right)$ is trivial, and such $\beta$ is unique on $\mathbb{F}_{q}^{\times}$up to 1-cocycle perturbation. We denote by $G$ the dual group of $\mathbb{F}_{q}^{\times}$. Let $M=P \rtimes_{\beta} \mathbb{F}_{q}^{\times}$, and let $\iota: P \hookrightarrow M$ be the inclusion map. We choose an arbitrary $h \in \mathbb{F}_{q} \rtimes \mathbb{F}_{q}^{\times} \backslash \mathbb{F}_{q}^{\times}$, and set $\rho=\iota \gamma_{h} \bar{l}$, whose equivalence class does not depend on the choice of $h$. The same computation as above shows that $\rho$ is irreducible and

$$
\left[\rho^{2}\right]=\sum_{g \in G}\left[\hat{\beta}_{g}\right]+(q-2)[\rho]
$$

where $\hat{\beta}$ is the dual action of $\beta$. Therefore we get a $\mathrm{C}^{*}$ near-group category with the group $G \cong \mathbb{Z}_{q-1}$ and the multiplicity parameter $m=q-2$.

## 6. The noncommutative case

In this section, we classify $\mathrm{C}^{*}$ near group categories with noncommutative $G$. In this case, Theorem 3.9 implies that $d$ is an integer and there exist natural numbers $s, t$ with $t>1$ satisfying $n=|G|=s t^{2}$, $m=(s-1) t$, and $d=s t$, where we use the same notation as in Section 3. Let $\hat{G}$ be the set of equivalence classes of unitary representations of $G$, and let $\hat{G}^{\dagger}=\hat{G} \backslash \operatorname{Hom}(G, \mathbb{T})$. Then Theorem 3.9 implies that $t$ divides $\operatorname{dim} \pi$ for every $\pi \in \hat{G}^{\dagger}$, and $\# \operatorname{Hom}(G, \mathbb{T})=t^{2}$. We denote by $[G, G]$ the commutator subgroup of $G$. Since $\operatorname{Hom}(G, \mathbb{T})$ is identified with the dual group of $G /[G, G]$, we have $\#[G, G]=s$.

Let $p$ be a prime number. A $p$-group $G$ is said to be extra-special if $Z(G)=[G, G] \cong \mathbb{Z}_{p}$, where $Z(G)$ is the center of $G$. Our goal in this section is to prove the following theorem.
Theorem 6.1. Let $G$ be a noncommutative finite group. Then a $C^{*}$ near-group category with $G$ exists if and only if $s=2$ and $G$ is an extra-special 2-group. In particular $t$ is a power of $2, n=|G|=2 t^{2}, m=t$, and $d=2 t$. For each extra-special 2-group, there exist exactly three different $C^{*}$ near-group categories.
Remark 6.2. As we will see in the proof below, the three fusion categories for a given extra-special 2-group $G$ are distinguished by the third Frobenius-Schur indicator $\nu_{3,1}(\rho)$.

Example 6.3. The representation category of the bicrossed product Hopf algebra arising from the symmetric group $\mathfrak{S}_{4}=\mathfrak{S}_{3} \cdot \mathbb{Z} / 4 \mathbb{Z}$ is an example of such a fusion category with the dihedral group $G=D_{8}$ of order 8 (see [33, Theorem 14.40,II]).

We will prove Theorem 6.1 in several steps. Assume that $\mathcal{C}$ is a $C^{*}$ near group category with a noncommutative $G$ and we use the same notation as in Section 3 and Theorem 3.9. Let $N=\rho(M)$, which is an irreducible subfactor of index $d^{2}=s^{2} t^{2}$. Let $\alpha^{\prime}$ be the outer action of $G$ on $N$ defined by $\alpha_{g}^{\prime}=\rho \circ \alpha_{g} \circ \rho^{-1}$. Since $\rho \circ \alpha_{g}=\operatorname{Ad} U(g) \circ \rho$, we can identify the von Neumann algebra generated by $N$ and $U(G)$ with the crossed product $N \rtimes_{\alpha^{\prime}} G$. We denote by $M^{G}$ the fixed point subalgebra of $M$ under the $G$-action $\alpha$, that is,

$$
M^{G}=\left\{x \in M ; \alpha_{g}(x)=x, \forall g \in G\right\} .
$$

Since $\alpha_{g} \circ \rho=\rho$, the fixed point algebra $M^{G}$ is an intermediate subfactor between $M$ and $N$ with index $\left[M: M^{G}\right]=|G|=s t^{2}$.
Lemma 6.4. Let the notation be as above. Then $N \rtimes_{\alpha^{\prime}} G=M^{[G, G]}$ and $N \rtimes_{\alpha^{\prime}}[G, G]=M^{G}$.
Proof. Let $\iota_{1}: N \rtimes_{\alpha^{\prime}} G \hookrightarrow M, \iota_{2}: N \rtimes_{\alpha^{\prime}}[G, G] \hookrightarrow N \rtimes_{\alpha^{\prime}} G$, and $\iota_{3}: N \hookrightarrow N \rtimes_{\alpha^{\prime}}[G, G]$ be the inclusion maps. Then we have $\rho=\iota_{1} \iota_{2} \iota_{3} \rho_{0}$, where $\rho_{0}$ is $\rho$ regarded as an isomorphism from $M$ onto $N$. We have $d\left(\iota_{1}\right)=\sqrt{s}, d\left(\iota_{2}\right)=t, d\left(\iota_{3}\right)=\sqrt{s}$.

Since $N \rtimes_{\alpha^{\prime}}[G, G] \subset N \rtimes_{\alpha^{\prime}} G$ is a crossed product inclusion by a $G /[G: G]$-action, and $G /[G, G]$ is an abelian group of order $t^{2}$, the endomorphism $\iota_{2} \overline{\iota_{2}}$ is decomposed into $t^{2}$ automorphisms. Since $\left[\rho^{2}\right]=[\rho \bar{\rho}]$ contains $\left[\iota_{1}\left(\iota_{2} \overline{\iota_{2}}\right) \overline{\iota_{1}}\right]$, if $\gamma$ is an automorphism contained in $\iota_{2} \overline{\iota_{2}}$, then $\iota_{1} \gamma \overline{\iota_{1}}$ is contained in $\rho^{2}$. Since $d\left(\iota_{1} \gamma \overline{\iota_{1}}\right)=s<d(\rho)$ and

$$
\left[\rho^{2}\right]=\sum_{g \in G}\left[\alpha_{g}\right]+(s-1) t[\rho],
$$

the endomorphism $\iota_{1} \gamma \overline{\iota_{1}}$ is decomposed into automorphisms, and it is the case for $\iota_{1} \iota_{2} \overline{\iota_{2}} \overline{\iota_{1}}$ as well. Since $d\left(\iota_{1} \iota_{2}\right)=\sqrt{s} t=\sqrt{\# G}$, we get

$$
\left[\iota_{1} \iota_{2} \overline{\iota_{2}} \overline{\iota_{1}}\right]=\sum_{g \in G}\left[\alpha_{g}\right] .
$$

This means that $N \rtimes[G, G]$ coincides with the fixed point algebra $M^{G}$.
Since $\rho$ is self-conjugate, we can show $M^{[G, G]}=N \rtimes_{\alpha^{\prime}} G$ too switching the roles of the crossed products and fixed point algebras.

Let $N^{[G, G]}$ be the fixed point algebra

$$
N^{[G, G]}=\left\{x \in N ; \alpha_{g}^{\prime}(x)=x, \forall g \in[G, G]\right\} .
$$

Since $\rho_{0}\left(M^{[G, G]}\right)=N^{[G, G]}$, the image of $\rho_{0} \iota_{1}$ is noting but $N^{[G, G]}$. By the duality between the crossed product subfactor $N \subset N \rtimes_{\alpha^{\prime}}[G, G]=M^{G}$ and the fixed point algebra subfactor $N^{[G, G]} \subset N$, the homomorphism $\iota_{3} \rho_{0} \iota_{1}$ from $M^{[G, G]}$ to $M^{G}$ contains an isomorphism from $M^{[G: G]}$ onto $M^{G}$, say $\varphi$, and we have $\iota_{3} \rho_{0}=\varphi \overline{\iota_{1}}$ by the Frobenius reciprocity. Thus

$$
\begin{equation*}
[\rho]=\left[\iota_{1} \iota_{2} \varphi \overline{\iota_{1}}\right]=\left[\iota_{1} \varphi^{-1} \overline{\iota_{2}} \overline{\iota_{1}}\right] . \tag{6.1}
\end{equation*}
$$

Let $\widehat{[G, G]}$ be the set of equivalence classes of unitary representations of $[G, G]$. Then we have the following irreducible decomposition

$$
\begin{gather*}
{\left[\overline{\iota_{2}} \overline{\iota_{1}} \iota_{1} \iota_{2}\right]=\bigoplus_{\tau \in \operatorname{Hom}(G, \mathbb{T})}\left[\beta_{\tau}\right] \oplus \bigoplus_{\pi \in \hat{G}^{\dagger}} \operatorname{dim} \pi\left[\beta_{\pi}\right],}  \tag{6.2}\\
{\left[\overline{\iota_{1}} \iota_{1}\right]=\bigoplus_{\sigma \in \overline{[G, G]}} \operatorname{dim} \sigma\left[\gamma_{\sigma}\right] .} \tag{6.3}
\end{gather*}
$$

Lemma 6.5. With the above notation, the following hold.
(1) the homomorphism $\beta_{\pi} \varphi \gamma_{\sigma}$ is irreducible for all $\pi \in \hat{G}$ and $\sigma \in \widehat{[G, G]}$.
(2) for $\pi, \pi^{\prime} \in \hat{G}$ and $\sigma, \sigma^{\prime} \in \widehat{[G, G]}$, the two homomorphisms $\beta_{\pi} \varphi \gamma_{\sigma}$ and $\beta_{\pi^{\prime}} \varphi \gamma_{\sigma^{\prime}}$ are equivalent if and only if $\pi=\pi^{\prime}$ and $\sigma=\sigma^{\prime}$.
(3) for $\pi, \pi^{\prime} \in \hat{G}$, we have $\operatorname{dim}\left(\iota_{1} \varphi^{-1} \beta_{\pi}, \iota_{1} \varphi^{-1} \beta_{\pi^{\prime}}\right)=\delta_{\pi, \pi^{\prime}}$.
(4) for $\sigma, \sigma^{\prime} \in \widehat{[G, G]}$, we have $\operatorname{dim}\left(\iota_{1} \iota_{2} \varphi \gamma_{\sigma}, \iota_{1} \iota_{2} \varphi \gamma_{\sigma^{\prime}}\right)=\delta_{\sigma, \sigma^{\prime}}$.

Proof. Since $\rho$ is irreducible,

$$
\begin{aligned}
1 & =\operatorname{dim}\left(\iota_{1} \iota_{2} \varphi \overline{\iota_{1}}, \iota_{1} \iota_{2} \varphi \overline{\iota_{1}}\right)=\operatorname{dim}\left(\overline{\iota_{2}} \overline{\iota_{1}} \iota_{1} \iota_{2} \varphi, \varphi \iota_{1} \overline{\iota_{1}}\right) \\
& =\sum_{\pi \in \hat{G}} \sum_{\sigma \in[\overline{G, G]}} \operatorname{dim} \pi \operatorname{dim} \sigma \operatorname{dim}\left(\beta_{\pi} \varphi, \varphi \gamma_{\sigma}\right),
\end{aligned}
$$

which shows that $\left[\beta_{\pi} \varphi\right]=\left[\varphi \gamma_{\sigma}\right]$ if and only if $\pi=1$ and $\sigma=1$. Since the right-hand side of

$$
\operatorname{dim}\left(\beta_{\pi} \varphi \gamma_{\sigma}, \beta_{\pi^{\prime}} \varphi \gamma_{\sigma^{\prime}}\right)=\operatorname{dim}\left(\beta_{\bar{\pi}^{\prime}} \beta_{\pi} \varphi, \varphi \gamma_{\sigma^{\prime}} \gamma_{\bar{\sigma}}\right)
$$

is 1 if $\pi=\pi^{\prime}$ and $\sigma=\sigma^{\prime}$, and it is 0 otherwise, we obtain (1) and (2). (3) and (4) follow from (1),(2) and the Frobenius reciprocity.

$$
\operatorname{Let} \widehat{[G, G]}^{\dagger}=\widehat{[G, G]} \backslash\{1\}
$$

Lemma 6.6. There exists a unique bijection $\Phi: \widehat{[G, G}]^{\dagger} \rightarrow \hat{G}^{\dagger}$ such that $\left[\iota_{1} \iota_{2} \varphi \gamma_{\sigma}\right]=\left[\iota_{1} \varphi^{-1} \beta_{\Phi(\sigma) \varphi} \varphi\right.$ and $\operatorname{dim} \Phi(\sigma)=t \operatorname{dim} \sigma$. Moreover, there exists $\Psi(\sigma) \in \operatorname{Hom}([G, G], \mathbb{T})$ for $\sigma \in \widehat{[G, G]}^{\dagger}$ satisfying $\left[\iota_{2} \varphi \gamma_{\sigma}\right]=\left[\gamma_{\Psi(\sigma)} \varphi^{-1} \beta_{\Phi(\sigma)} \varphi\right]$.
Proof. On one hand, we have

$$
\left[\rho^{2}\right]=\sum_{g \in G}\left[\alpha_{g}\right]+(s-1) t[\rho],
$$

and on the other hand,

$$
\left[\rho^{2}\right]=\left[\iota_{1} \iota_{2} \varphi \overline{\iota_{1}} \iota_{1} \varphi^{-1} \overline{\iota_{2}} \overline{\iota_{1}}\right]=\sum_{\sigma \in \widehat{[G, G]}} \operatorname{dim} \sigma\left[\iota_{1} \iota_{2} \varphi \gamma_{\sigma} \varphi^{-1} \overline{\iota_{2}} \overline{\iota_{1}}\right] .
$$

Since

$$
\left[\iota_{1} \iota_{2} \varphi \varphi^{-1} \overline{\iota_{2}} \overline{\iota_{1}}\right]=\sum_{g \in G}\left[\alpha_{g}\right],
$$

for $\sigma \neq 1$, we have $\left[\iota_{1} \iota_{2} \varphi \gamma_{\sigma} \varphi^{-1} \overline{\iota_{2}} \overline{\iota_{1}}\right]=t \operatorname{dim} \sigma[\rho]$. Thus for $\sigma \neq 1$,

$$
\begin{aligned}
t \operatorname{dim} \sigma & =\operatorname{dim}\left(\iota_{1} \iota_{2} \varphi \gamma_{\sigma} \varphi^{-1} \overline{\iota_{2}} \overline{\iota_{1}}, \rho\right)=\operatorname{dim}\left(\iota_{1} \iota_{2} \varphi \gamma_{\sigma}, \iota_{1} \varphi^{-1} \overline{\iota_{2}} \overline{\left.\iota_{1} \iota_{1} \iota_{2} \varphi\right)}\right. \\
& =\sum_{\pi \in \hat{G}} \operatorname{dim} \pi \operatorname{dim}\left(\iota_{1} \iota_{2} \varphi \gamma_{\sigma}, \iota_{1} \varphi^{-1} \beta_{\pi} \varphi\right) .
\end{aligned}
$$

Thanks to Lemma 6.5(3),(4), there exists unique $\pi$, which we call $\Phi(\sigma)$ such that $\left[\iota_{1} \iota_{2} \varphi \gamma_{\sigma}\right]=\left[\iota_{1} \varphi^{-1} \beta_{\pi} \varphi\right]$ and $\operatorname{dim} \pi=t \operatorname{dim} \sigma$. Moreover $\Phi$ is an injection. Since

$$
\sum_{\sigma \in\left[\overline{[G, G]}^{\dagger}\right.}(\operatorname{dim} \sigma)^{2}=|[G, G]|-1=s-1,
$$

we have

$$
\sum_{\sigma \in \widetilde{[G, G]}^{\dagger}}(\operatorname{dim} \Phi(\sigma))^{2}=t^{2}(s-1)=\# G-\# \operatorname{Hom}(G, \mathbb{T})=\sum_{\pi \in \hat{G}^{\dagger}}(\operatorname{dim} \pi)^{2}
$$

and we see that $\Phi$ is a surjection. Since

$$
\begin{aligned}
1 & =\operatorname{dim}\left(\iota_{1} \iota_{2} \varphi \gamma_{\sigma}, \iota_{1} \varphi^{-1} \beta_{\Phi(\sigma)} \varphi\right)=\operatorname{dim}\left(\iota_{2} \varphi \gamma_{\sigma}, \overline{\iota_{1}} \iota_{1} \varphi^{-1} \beta_{\Phi(\sigma)} \varphi\right) \\
& =\sum_{\sigma^{\prime} \in[G, G]} \operatorname{dim} \sigma^{\prime} \operatorname{dim}\left(\iota_{2} \varphi \gamma_{\sigma}, \gamma_{\sigma^{\prime}} \varphi^{-1} \beta_{\Phi(\sigma)} \varphi\right),
\end{aligned}
$$

there exists a unique $\sigma^{\prime} \in \operatorname{Hom}([G, G], \mathbb{T})$ such that $\left[\iota_{2} \varphi \gamma_{\sigma}\right]=\left[\gamma_{\sigma^{\prime}} \varphi^{-1} \beta_{\Phi(\sigma)} \varphi\right]$.
Lemma 6.7. The commutator subgroup $[G, G]$ is abelian, and $\operatorname{dim} \pi=t$ for all $\pi \in \hat{G}^{\dagger}$.
Proof. Suppose that $[G, G]$ is non-abelian. Then there exists an irreducible representation $\sigma \in \widehat{[G, G]}$ such that $\sigma \otimes \bar{\sigma}$ contains a non-trivial irreducible representation $\mu$. Since $\left[\iota_{2} \varphi \gamma_{\sigma}\right]=\left[\gamma_{\Psi(\sigma)} \varphi^{-1} \beta_{\Phi(\sigma)} \varphi\right]$, the endomorphism $\gamma_{\mu}$ is contained in $\varphi^{-1} \beta_{\bar{\Phi}(\sigma)} \beta_{\Phi(\sigma)} \varphi$, and there exists $\mu^{\prime} \in \hat{G}$ such that $\left[\gamma_{\mu}\right]=\left[\varphi^{-1} \beta_{\mu^{\prime}} \varphi\right.$ ]. However, this implies $\left[\varphi \gamma_{\mu}\right]=\left[\beta_{\mu^{\prime}} \varphi\right]$, which contradicts Lemma 6.5 because $\mu \neq 1$.
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We recall a well-known fact that the dimension of any irreducible projective representation of a finite group does not exceed the square root of the order of the group (see [27, Problem 11.7]).
Lemma 6.8. The commutator subgroup $[G, G]$ coincides with the center $Z(G)$ of $G$.
Proof. Let $\sigma \in \widehat{[G, G]}^{\dagger}$. Since $\left[\iota_{2} \varphi \gamma_{\sigma}\right]=\left[\gamma_{\Psi(\sigma)} \varphi^{-1} \beta_{\Phi(\sigma)} \varphi\right]$ and $\iota_{2} \overline{\iota_{2}}$ is decomposed into $t^{2}$ automorphisms, the endomorphism $\beta_{\Phi(\sigma)} \beta_{\bar{\Phi}(\sigma)}$ contains $t^{2}$ automorphisms. Since $\operatorname{dim} \Phi(\sigma)=t$, this means that

$$
\pi \otimes \bar{\pi}=\bigoplus_{\tau \in \operatorname{Hom}(G, \mathbb{T})} \tau
$$

for all $\pi \in \hat{G}^{\dagger}$. Let $g \in[G, G]$. Then $\pi(g)$ is a scalar for all $\pi \in \hat{G}^{\dagger}$ because $\tau(g)=1$ for all $\tau \in \operatorname{Hom}(G, \mathbb{T})$. This implies $g \in Z(G)$, and $[G, G] \subset Z(G)$.

Since $\pi \in \hat{G}^{\dagger}$ can be regarded as an irreducible projective representation of $G / Z(G)$, the dimension of $\pi$ does not exceed the square root of the order of $G / Z(G)$. Since $\operatorname{dim} \pi=t$, we have $t^{2} \leq \# G / Z(G) \leq$ $\# G /[G, G]=t^{2}$, and $Z(G)=[G, G]$.

Recall that $\widehat{Z(G)}^{\dagger}=\widehat{Z(G)} \backslash\{1\}$.
Lemma 6.9. For each character $\sigma \in \widehat{Z(G)}^{\dagger}$, the induced representation $\operatorname{Ind}_{Z(G)}^{G} \sigma$ is decomposed as

$$
\operatorname{Ind}_{Z(G)}^{G} \sigma \cong \overbrace{\pi_{\sigma} \oplus \cdots \oplus \pi_{\sigma}}^{t},
$$

where $\pi_{\sigma}$ is an irreducible representation of dimension $t$. For $\sigma_{1}, \sigma_{2} \in \widehat{Z(G)}^{\dagger}$ with $\sigma_{1} \neq \sigma_{2}$, the corresponding two induced representations are mutually disjoint. Moreover, we have $\hat{G}^{\dagger}=\left\{\pi_{\sigma}\right\}_{\sigma \in \widehat{Z(G)}}{ }^{\dagger}$, and

$$
\begin{gathered}
\pi_{\sigma_{1}} \otimes \pi_{\sigma_{2}} \cong \overbrace{\pi_{\sigma_{1} \sigma_{2}} \oplus \cdots \oplus \pi_{\sigma_{1} \sigma_{2}}}, \text { for } \sigma_{1} \neq \overline{\sigma_{2}}, \\
\pi_{\sigma} \otimes \tau \cong \pi_{\sigma}, \quad \tau \in \operatorname{Hom}(G, \mathbb{T}), \\
\pi_{\sigma} \otimes \pi_{\bar{\sigma}} \cong \bigoplus_{\tau \in \operatorname{Hom}(G, \mathbb{T})} \tau, \\
\bar{\pi}_{\sigma} \cong \pi_{\bar{\sigma}} .
\end{gathered}
$$

Proof. For $\pi \in \hat{G}^{\dagger}$ and $g \in Z(G)=[G, G]$, we have seen in the proof of the previous lemma that $\pi(g)$ is a scalar. Thus the restriction of $\pi$ to $Z(G)$ is decomposed as $t$ copies of some $\sigma \in \widehat{Z(G)}$. If $\sigma$ were trivial, the representation $\pi$ would reduce to a representation of $G / Z(G)=G /[G, G]$. Since $\operatorname{dim} \pi>1$ and $G /[G, G]$ is abelian, this is impossible, and $\sigma \in \widehat{Z(G)}^{\dagger}$. By the Frobenius reciprocity, the induced representation $\operatorname{Ind}_{Z(G)}^{G} \sigma$ contains $t$ copies of $\pi$. Since $\# G / Z(G)=t^{2}$ and $\operatorname{dim} \pi=t$, we obtain

$$
\operatorname{Ind}_{Z(G)}^{G} \sigma \cong \overbrace{\pi \oplus \cdots \oplus \pi}^{t} .
$$

This means that $\pi \in \hat{G}^{\dagger}$ is completely determined by its restriction to $Z(G)$ and the other statements follow.

Lemma 6.10. The group $Z(G)$ is cyclic, and $s+1$ is a prime power.

Proof. Since $t=\operatorname{dim} \pi_{\sigma}$, Theorem 3.9 implies that the representation $(V, \mathcal{K})$ has the following irreducible decomposition:

$$
(V, \mathcal{K})=\bigoplus_{\sigma \in \overline{Z(G)}}{ }^{\dagger}\left(\pi_{\sigma}, \mathcal{K}_{\sigma}\right)
$$

Eq.(3.8) implies $j_{1} \mathcal{K}_{\sigma}=\mathcal{K}_{\bar{\sigma}}$.
Thanks to Eq.(3.19), the operator $U_{\mathcal{K}}(h)$ for $h \in G$ is an intertwiner between $V$ and $\chi_{h} \otimes V$. Since the above lemma shows that $\chi_{h} \otimes \pi_{\sigma}$ is equivalent to $\pi_{\sigma}$, we have $U_{\mathcal{K}}(h) \mathcal{K}_{\sigma}=\mathcal{K}_{\sigma}$. Thus Eq.(3.9) implies that there exists a permutation $\theta$ of order two of $\widehat{Z(G)}^{\dagger}$ such that $j_{2} \mathcal{K}_{\sigma}=\mathcal{K}_{\theta(\sigma)}$. Eq.(3.18) implies

$$
\theta(\overline{\theta(\overline{\theta(\bar{\sigma})})})=\sigma, \quad \sigma \in \widehat{Z(G)}^{\dagger}
$$

Eq.(3.15) shows that if $T \in \mathcal{K}_{\sigma}$ is an isometry, we have

$$
\begin{equation*}
I_{\mathcal{K}_{\theta(\sigma)}}+l(T)^{*} l(T)=Q . \tag{6.4}
\end{equation*}
$$

Thus if $s=2$, we have $l(T)=0$. In this case $Z(G) \cong \mathbb{Z}_{2}$ and the statement holds. Assume $s \neq 2$ now. Then $l(T) \neq 0$ for any $T \in \mathcal{K}_{\sigma} \backslash\{0\}$. Eq(3.13) and Eq.(3.20) implies

$$
\left.l\left(\mathcal{K}_{\sigma}\right) \subset \bigoplus_{\mu, \nu \in \widehat{Z(G)}}{ }^{\dagger}, \sigma=\theta(\nu) \overline{\theta(\mu)}\right) \quad \mathcal{K}_{\mu} \mathcal{K}_{\nu \bar{\mu}} \mathcal{K}_{\nu}^{*} .
$$

Eq.(3.17) implies $\theta(\theta(\nu) \overline{\theta(\mu)})=\theta(\nu \bar{\mu}) \overline{\theta(\bar{\mu})}$. Thus [50, Theorem 6.1] implies that $Z(G)$ is cyclic, and $s+1$ is a prime power.

Lemma 6.11. The numbers is a prime and $G / Z(G)$ is an elementary abelian s-group. In consequence, the group $G$ is an extra-special s-group.
Proof. Since $\operatorname{dim} \pi=t$ and $\# G / Z(G)=t^{2}$, if we regard $\pi_{\sigma}$ for $\sigma \in \widehat{Z(G)}^{\dagger}$ as a projective representation of $G / Z(G)$, it is faithful. Indeed, if it were not the case, there would be a normal subgroup $H$ of $G$ strictly containing $Z(G)$ such that we can regard $\pi_{\sigma}$ as an irreducible projective representation of $G / H$. However, this is impossible because $t=\operatorname{dim} \pi_{\sigma}$ cannot exceed the square root of the order of $G / H$.

For each $g \in G / Z(G)$, we choose a lift $\tilde{g}$, and set $\omega(g, h)=\tilde{g} \tilde{h} \tilde{g}^{-1} \tilde{h}^{-1} \in Z(G)$ for $g, h \in G / Z(G)$. Then $\omega:(G / Z(G))^{2} \rightarrow Z(G)$ is an anti-symmetric bihomomorphism, which is independent of the choice of the lifts. Let $p$ be a prime dividing $t$. We choose $g \in G / Z(G)$ whose order is $p$. Assume that $s$ is not equal to $p$. Then there exists a character $\sigma \in \widehat{Z(G)}$ such that $\sigma^{p} \neq 1$. Since $\sigma^{p}(\omega(g, h))=1$ for all $h \in G / Z(G)$, the matrix $\pi_{\sigma^{p}}(\tilde{g})$ is a scalar. However, this would imply $g=e$, which is contradiction, and we obtain $s=p$. Since this is the case for all prime $p$ dividing $t$, we see that $G / Z(G)$ is a $p$-group. If there existed $g \in G / Z(G)$ satisfying $g^{p} \neq e$, for any $\sigma \in \widehat{Z(G)}^{\dagger}$ and $h \in G / Z(G)$, we would have $\sigma\left(\omega\left(g^{p}, h\right)\right)=1$, and $\omega\left(g^{p}, h\right)=e$. This means $\tilde{g}^{p} \in Z(G)$, and is again contradiction. Thus we conclude that $G / Z(G)$ is an elementary abelian $p$-group.

Lemma 6.12. The number $s$ is 2 , and $j_{2} j_{1}$ is a scalar. In particular, the group $G$ is an extra-special 2-group.
Proof. We choose an orthonormal basis $\left\{T(\sigma)_{i}\right\}_{i=1}^{t}$ of $\mathcal{K}_{\sigma}$ for $\sigma \in \widehat{Z(G)}^{\dagger}$, and express $\pi_{\sigma}$ as

$$
\pi_{\sigma}(g)=\sum_{i, j=1}^{t} \pi_{\sigma}(g)_{i j} T(\sigma)_{i} T(\sigma)_{j}^{*}
$$

2014 Maui and 2015 Qinhuangdao conferences
in honour of Vaughan F. R. Jones' 60th birthday

Since $j_{2} V(g) j_{2}^{*}=U_{\mathcal{K}}(g)$, we have the irreducible decomposition of $U_{\mathcal{K}}$ as

$$
U_{\mathcal{K}}(g)=\sum_{\sigma \in \widetilde{Z(G)}}{ }^{\dagger} \overline{\pi_{\sigma}(g)_{i j}} j_{2}\left(T(\sigma)_{i}\right) j_{2}\left(T(\sigma)_{j}\right)^{*}
$$

Since $\chi_{h} \otimes \pi_{\sigma} \cong \pi_{\sigma}$, Eq.(3.33) takes the following form now:

$$
\begin{aligned}
& j_{2} j_{1} U_{\mathcal{K}}(g) j_{1}^{*} j_{2}^{*} \otimes U_{\mathcal{K}}(g) \\
& =\frac{1}{s t} \sum_{h, \sigma, i, j, p, q} \chi_{g}(h) \overline{\pi_{\sigma}(h)_{i j}} \pi_{\sigma}(h)_{p q} j_{2} T(\sigma)_{i} T(\sigma)_{p}^{*} j_{2}^{*} \otimes j_{1} j_{2} T(\sigma)_{j} T(\sigma)_{q}^{*} j_{2}^{*} j_{1}^{*} \\
& +\sum_{\sigma, i j} \overline{\pi_{\sigma}(g)_{i j}} l\left(j_{2} T(\sigma)_{i}\right) l\left(j_{2} T(\sigma)_{j}\right)^{*},
\end{aligned}
$$

which is equivalent to

$$
\begin{aligned}
& j_{1} j_{2} V(g) j_{2}^{*} j_{1}^{*} \otimes V(g) \\
& =\frac{1}{s t} \sum_{h, \sigma, i, j, p, q} \overline{\chi_{g}(h)} \pi_{\sigma}(h)_{i j} \overline{\pi_{\sigma}(h)_{p q}} T(\sigma)_{i} T(\sigma)_{p}^{*} \otimes j_{2} j_{1} j_{2} T(\sigma)_{j} T(\sigma)_{q}^{*} j_{2}^{*} j_{1}^{*} j_{2} \\
& +\sum_{\sigma, i j} \pi_{\sigma}(g)_{i j}\left(j_{2} \otimes j_{2}\right) l\left(j_{2} T(\sigma)_{i}\right) l\left(j_{2} T(\sigma)_{j}\right)^{*}\left(j_{2} \otimes j_{2}\right)^{*} .
\end{aligned}
$$

This and Lemma 6.9 imply

$$
\begin{aligned}
& \sum_{\sigma} j_{1} j_{2} \pi_{\sigma}(g) j_{2}^{*} j_{1}^{*} \otimes \pi_{\bar{\sigma}}(g) \\
& =\frac{1}{s t} \sum_{h, \sigma, i, j, p, q} \overline{\chi_{g}(h)} \pi_{\sigma}(h)_{i j} \overline{\pi_{\sigma}(h)_{p q}} T(\sigma)_{i} T(\sigma)_{p}^{*} \otimes j_{2} j_{1} j_{2} T(\sigma)_{j} T(\sigma)_{q}^{*} j_{2}^{*} j_{1}^{*} j_{2}
\end{aligned}
$$

and

$$
\begin{aligned}
& \sum_{\sigma \neq \bar{\tau}} j_{1} j_{2} \pi_{\sigma}(g) j_{2}^{*} j_{1}^{*} \otimes \pi_{\tau}(g) \\
& =\sum_{\sigma, i j} \pi_{\sigma}(g)_{i j}\left(j_{2} \otimes j_{2}\right) l\left(j_{2} T(\sigma)_{i}\right) l\left(j_{2} T(\sigma)_{j}\right)^{*}\left(j_{2} \otimes j_{2}\right)^{*}
\end{aligned}
$$

Recall that for $\sigma \in \widehat{Z(G)}^{\dagger}$, the map $G \times G \ni(g, h) \mapsto \sigma\left(g h g^{-1} h^{-1}\right) \in \mathbb{T}$ induces a non-degenerate anti-symmetric bicharacter of $G /[G, G]$. Thus for each $g \in G$, there exists a map $\varphi_{\sigma}: G \rightarrow G$ satisfying $\overline{\chi_{g}(h)}=\sigma\left(\varphi_{\sigma}(g) h \varphi_{\sigma}(g)^{-1} h^{-1}\right)$. Note that the element $\varphi_{\sigma}(g)$ is unique up to a multiple of a central
element of $G$. Using this, we have

$$
\begin{aligned}
& \sum_{h \in G} \overline{\chi_{g}(h)} \pi_{\sigma}(h)_{i j} \overline{\pi_{\sigma}(h)_{p q}} \\
& =\sum_{h \in G} \sigma\left(\varphi_{\sigma}(g) h \varphi_{\sigma}(g)^{-1} h^{-1}\right) \pi_{\sigma}(h)_{i j} \overline{\pi_{\sigma}(h)_{p q}} \\
& =\sum_{h \in G} \pi_{\sigma}\left(\varphi_{\sigma}(g) h \varphi_{\sigma}(g)^{-1} h^{-1} h\right)_{i j} \overline{\pi_{\sigma}(h)_{p q}} \\
& =\sum_{h \in G} \sum_{a, b=1}^{t} \pi_{\sigma}\left(\varphi_{\sigma}(g)\right)_{i a} \pi_{\sigma}(h)_{a b} \overline{\pi_{\sigma}\left(\varphi_{\sigma}(g)\right)_{j b} \pi_{\sigma}(h)_{p q}} \\
& =\frac{n}{\operatorname{dim} \pi_{\sigma}} \pi_{\sigma}\left(\varphi_{\sigma}(g)\right)_{i p} \overline{\pi_{\sigma}\left(\varphi_{\sigma}(g)\right)_{j q}} .
\end{aligned}
$$

Thus we obtain

$$
\sum_{\sigma \in \widehat{Z(G)}} j_{1}^{\dagger} j_{2} \pi_{\sigma}(g) j_{2}^{*} j_{1}^{*} \otimes \pi_{\bar{\sigma}}(g)=\sum_{\sigma \in \widehat{Z(G)}}{ }^{\dagger} \pi_{\sigma}\left(\varphi_{\sigma}(g)\right) \otimes j_{2} j_{1} j_{2} \pi_{\sigma}\left(\varphi_{\sigma}(g)\right) j_{2}^{*} j_{1}^{*} j_{2}^{*} .
$$

This implies that there exists a scalar $c_{\sigma}(g) \in \mathbb{T}$ such that

$$
\begin{gathered}
\pi_{\sigma}\left(\varphi_{\sigma}(g)\right)=c_{\sigma}(g) j_{1} j_{2} \pi_{\theta(\bar{\sigma})}(g) j_{2}^{*} j_{1}^{*} \\
j_{2} j_{1} j_{2} \pi_{\sigma}\left(\varphi_{\sigma}(g)\right) j_{2}^{*} j_{1}^{*} j_{2}^{*}=\overline{c_{\sigma}(g)} \pi_{\overline{\theta(\bar{\sigma})}}(g) .
\end{gathered}
$$

Since $\left(j_{2} j_{1}\right)^{3}=I$ and $j_{1} \pi_{\sigma}(g) j_{1}^{*}=\pi_{\bar{\sigma}}(g)$, the above two equations are equivalent.
In the above argument, we have seen that $\overline{\chi_{g}(h)} \pi_{\sigma}(h)=\pi_{\sigma}\left(\varphi_{\sigma}(g) h \varphi_{\sigma}(g)^{-1}\right)$ holds. On the other hand, Eq.(3.19) implies that

$$
\overline{\chi_{g}(h)} \pi_{\sigma}(h)=j_{2} \pi_{\theta(\sigma)}\left(g^{-1}\right) j_{2}^{*} \pi_{\sigma}(h) j_{2} \pi_{\theta(\sigma)}(g) j_{2}^{*}
$$

holds, and so

$$
j_{2} \pi_{\theta(\sigma)}\left(g^{-1}\right) j_{2}^{*} \sim j_{1} j_{2} \pi_{\theta(\bar{\sigma})}(g) j_{2}^{*} j_{1}^{*}
$$

where $\sim$ means that two matrices are proportional. Let $R=j_{2} j_{1}$, which is a unitary of period three. Then if $\sigma$ is replaced with $\theta(\sigma)$ and $g$ is replaced with $g^{-1}$ in the above, we obtain

$$
\pi_{\sigma}(g) \sim R j_{2} \pi_{\theta(\overline{\theta(\sigma))}}\left(g^{-1}\right) j_{2}^{*} R^{*}=R j_{2} \pi_{\overline{\theta(\bar{\sigma})}}\left(g^{-1}\right) j_{2}^{*} R^{*}=R^{*} \pi_{\theta(\bar{\sigma})}\left(g^{-1}\right) R
$$

Since $R^{3}=I$ and $\theta(\overline{\theta(\overline{\theta(\bar{\sigma})})})=\sigma$, this implies $\pi_{\sigma}(g) \sim \pi_{\sigma}\left(g^{-1}\right)$, and $g^{2} \in Z(G)$ for all $g \in G$. Therefore $s=2$.

Let $\sigma$ be the unique element in $\widehat{Z(G)}^{\dagger}$, and let $\pi=\pi_{\sigma}$. The above argument shows that there exists $\tau \in \operatorname{Hom}(G, \mathbb{T})$ such that $R^{*} \pi(g) R=\tau(g) \pi(g)$. Since $R$ has period three, we have $\tau^{3}=1$, and $\tau=1$ as $\operatorname{Hom}(G, \mathbb{T})=\widehat{G / Z(G)}$ is an elementary 2-group. This implies that $R$ is a scalar.

We have seen that $G$ is an extra-special 2-group of order $s t^{2}=2 t^{2}$. Let $\sigma$ be a unique non-trivial character of $Z(G) \cong \mathbb{Z}_{2}$. Then $\pi_{\sigma}$ is a unique irreducible representation of dimension $t$, and we denote $\left(\pi_{\sigma}, \mathcal{K}_{\sigma}\right)=\left(\pi, \mathcal{K}_{\pi}\right)$ for simplicity. The set $\hat{G}^{\dagger}$ is a singleton $\{\pi\}$, and we can identify $(V, \mathcal{K})$ with $\left(\pi, \mathcal{K}_{\pi}\right)$. The period three unitary $j_{2} j_{1}$ is a scalar, which we denote by $\zeta \in \mathbb{T}$, and we have $j_{2}=\epsilon \zeta j_{1}$. This implies that $U_{\mathcal{K}}=V$, and $\chi_{h}(g)$ is determined by $\pi(g) \pi(h)=\chi_{h}(g) \pi(h) \pi(g)$. Eq.(6.4) implies $l=0$. In summary, every information of $\mathcal{C}$ is encoded in the tuple

$$
\left(\mathcal{K}=\mathcal{K}_{\pi}, V=\pi, U_{\mathcal{K}}=\pi, j_{1}, j_{2}=\epsilon \zeta j_{1}, \chi, l=0\right)
$$
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Now we proceed to the reconstruction part. Recall that there are exactly two isomorphism classes of extra-special 2 -groups for a given order $2^{2 k+1}$, where $k$ is a natural number (see [49, Exercise 5.3.7]). In the both cases, there exists only one irreducible representation whose dimension is larger than one, and its dimension is necessarily $2^{k}$.

Lemma 6.13. Let $G$ be an extra-special 2-group of order $2^{2 k+1}$, and let $\left(\pi, \mathcal{K}_{\pi}\right)$ be the unique irreducible representation $G$ of dimension $2^{k}$. Let $j$ be an anti-unitary on $\mathcal{K}_{\pi}$ satisfying $j^{2}=\epsilon \in\{1,-1\}$ and $j \pi(g)=\pi(g) j$ for all $g \in G$, and let $\zeta$ be a third root of unity. Let $\chi$ be a bicharacter of $G$ determined by $\pi(g) \pi(h)=\chi_{h}(g) \pi(h) \pi(g)$. Then

$$
\left(\mathcal{K}=\mathcal{K}_{\pi}, V=\pi, U_{\mathcal{K}}=\pi, j_{1}=j, j_{2}=\epsilon \zeta j, \chi, l=0\right)
$$

is an admissible tuple.

Proof. We will show only Eq.(3.21),(3.33),(4.1),(4.2),(4.3),(4.4) because the other conditions are easy to verify. Recall that we have $n=|G|=2^{2 k+1}, m=2^{k}, d=2^{k+1}$.

Since $g h g^{-1} h^{-1} \in Z(G) \cong \mathbb{Z}_{2}$, Eq.(3.21) holds. Since $d^{2}=2 n$, Eq.(4.1) is automatically satisfied. Since $l=0$, Eq.(4.3) is automatically satisfied, and the left-hand sides of Eq.(4.2) and Eq.(4.4) are 0 . Since $\pi \otimes \pi \otimes \bar{\pi}$ contains no trivial representation, the right-hand side of Eq.(4.4) is 0 . For an orthonormal basis $\left\{T_{i}\right\}_{i=1}^{2^{k}}$ of $\mathcal{K}=\mathcal{K}_{\pi}$, let

$$
\pi(g)=\sum_{i, j=1}^{2^{k}} \pi(g)_{i j} T_{i} T_{j}^{*}
$$

Then

$$
\begin{aligned}
& \frac{1}{d} \sum_{h \in G}\left\langle U_{\mathcal{K}}(h) T^{\prime \prime}, j_{1}(T)\right\rangle j_{1}\left(U_{\mathcal{K}}(h) T^{\prime}\right) \\
& =\frac{1}{d} \sum_{i, j, a, b=1}^{2^{k}} \sum_{h \in G} \pi(h)_{i j} \overline{\pi(h)_{a b}}\left\langle T_{i}, j_{1}(T)\right\rangle\left\langle T^{\prime \prime}, T_{j}\right\rangle\left\langle T_{b}, T^{\prime}\right\rangle j_{1}\left(T_{a}\right) \\
& =\frac{n}{d \operatorname{dim} \pi} \sum_{i, j, a, b=1}^{2^{k}} \delta_{i, a} \delta_{j, b}\left\langle T_{i}, j_{1}(T)\right\rangle\left\langle T^{\prime \prime}, T_{j}\right\rangle\left\langle T_{b}, T^{\prime}\right\rangle j_{1}\left(T_{a}\right) \\
& =\left\langle T^{\prime \prime}, T^{\prime}\right\rangle j_{1}^{2}(T)=\epsilon\left\langle T^{\prime \prime}, T^{\prime}\right\rangle T,
\end{aligned}
$$

and the right-hand side of Eq.(4.2) is 0 .

The left-hand side of Eq.(3.33) is $\pi(g) \otimes \pi(g)$. On the other hand, the right-hand side of Eq.(3.33) is

$$
\begin{aligned}
& \frac{1}{d} \sum_{i, j, x, y=1}^{2^{k}} \sum_{h \in G} \chi_{h}(g) \pi(h)_{i j} \overline{\pi(h)_{x y}} T_{i} T_{x}^{*} \otimes j_{1} T_{j} T_{y}^{*} j_{1}^{*} \\
& =\frac{1}{d} \sum_{i, j, x, y=1}^{2^{k}} \sum_{h \in G} \pi\left(g h g^{-1}\right)_{i j} \overline{\pi(h)_{x y}} T_{i} T_{x}^{*} \otimes j_{1} T_{j} T_{y}^{*} j_{1}^{*} \\
& =\frac{1}{d} \sum_{i, j, x, y, a, b=1}^{2^{k}} \sum_{h \in G} \pi(g)_{i a} \pi(h)_{a b} \overline{\pi(g)_{j b} \pi(h)_{x y}} T_{i} T_{x}^{*} \otimes j_{1} T_{j} T_{y}^{*} j_{1}^{*} \\
& =\frac{n}{d \operatorname{dim} \pi} \sum_{i, j, x, y, a, b=1}^{2^{k}} \delta_{a, x} \delta_{b, y} \pi(g)_{i a} \overline{\pi(g)_{j b}} T_{i} T_{x}^{*} \otimes j_{1} T_{j} T_{y}^{*} j_{1}^{*} \\
& =\pi(g) \otimes j_{1} \pi(g) j_{1}^{*} \\
& =\pi(g) \otimes \pi(g),
\end{aligned}
$$

which finishes the proof.
Proof of Theorem 6.1. We use the same notation as in the above lemma. Since $\pi$ is irreducible, if $j^{\prime}$ is another anti-unitary on $\mathcal{K}_{\pi}$ satisfying $j^{\prime} \pi(g)=\pi(g) j^{\prime}$ for any $g \in G$, there exists $c \in \mathbb{T}$ with $j^{\prime}=c j$. Choosing a square root $c^{1 / 2}$ of $c$, we get $j^{\prime}=c^{1 / 2} j c^{-1 / 2}$. Therefore the equivalence class of the tuple in the above lemma is determined by the third root of unity $\zeta$. Theorem 4.9 shows that there are exactly three $\mathrm{C}^{*}$ near-group categories for a given extra-special 2 -group $G$ as far as $j$ exists. Therefore to finish the proof, it suffices to show the existence of $j$ satisfying the condition of the above lemma.

When $|G|=8$, we have $\operatorname{dim} \pi=2$, and the anti-unitary $j$ with $j^{2}=1$ is unitarily equivalent to the complex conjugation of $\mathbb{C}^{2}$. Thus the condition $j \pi(g)=\pi(g) j$ is equivalent to the existence of a real representation equivalent to $\pi$. The dihedral group $D_{8}$ of order 8 satisfies this condition. When $\operatorname{dim} \pi=2$ and $j^{2}=-1$, the condition $j \pi(g)=\pi(g) j$ is equivalent to $\pi(G) \subset S U(2)$. The quaternion group $Q_{8}$ satisfies this condition.

Now we consider the general case. Note that every extra-special 2-group of order $2^{2 k+1}$ is a central product of either $k$ copies of $D_{8}$, or $k-1$ copies of $D_{8}$ and 1 copy of $Q_{8}$ (see [49, Exercise 5.3.7]). Moreover, the irreducible representation $\pi$ can be constructed from 2-dimensional irreducible representations of $D_{8}$ and $Q_{8}$ by tensor product. Thus there exists $j$ as in the previous lemma with $\epsilon=1$ in the former case, and $\epsilon=-1$ in the latter case. This finishes the proof.

We denote by $\mathcal{C}_{G, \zeta}$ the $\mathrm{C}^{*}$ near-group category arising from the tuple

$$
\left(\mathcal{K}=\mathcal{K}_{\pi}, V=\pi, U_{\mathcal{K}}=\pi, j_{1}=j, j_{2}=\epsilon \zeta j, \chi, l=0\right) .
$$

Corollary 6.14. The fusion category $\mathcal{C}_{G, \zeta}$ is group theoretical.
Proof. We may assume $\mathcal{C}_{G, \omega} \subset \operatorname{End}_{0}(M)$ and we use the same notation as before. We claim that there exists an abelian normal subgroup $H \triangleleft G$ of order $2^{k+1}$ with $Z(G) \subset H$ and $\chi_{h_{1}}\left(h_{2}\right)=1$ for any $h_{1}, h_{2} \in H$. Indeed, since $G$ is a central product of copies of $D_{8}$ and $Q_{8}$, it suffices to verify the claim for $G=D_{8}$ and $G=Q_{8}$, which is straightforward.

Let $M^{H}$ and $N^{H}$ be the fixed point algebras

$$
\begin{aligned}
& \left\{x \in M ; \alpha_{h}(x)=x, \forall h \in H\right\}, \\
& \left\{x \in N ; \alpha_{h}^{\prime}(x)=x, \forall h \in H\right\} .
\end{aligned}
$$

We claim $M^{H}=N \rtimes_{\alpha^{\prime}} H$. Indeed, we have $M^{H} \subset M^{Z(G)}=N \rtimes_{\alpha^{\prime}} G$, and every element in $N \rtimes_{\alpha^{\prime}} G$ is uniquely expands as

$$
\sum_{g \in G} U(g) \rho\left(x_{g}\right) .
$$

Thus Eq.(3.22) implies $N \rtimes_{\alpha^{\prime}} H \subset M^{H}$. Since,

$$
\left[M^{H}: N\right]=[M: N] /|H|=2^{k+1}=|H|=\left[N \rtimes_{\alpha^{\prime}} H: N\right]
$$

we get the claim.
Let $\nu: M^{H} \hookrightarrow M$ and $\mu: N \hookrightarrow M^{H}$ be the inclusion maps. Then we have $\rho=\nu \mu \rho_{0}$, and the image of $\rho_{0} \nu$ is $N^{H}$. By the duality between the crossed product inclusion $N \subset N \rtimes_{\alpha^{\prime}} H=M^{H}$ and the fixed point algebra inclusion $N^{H} \subset N$, the endomorphism $\mu \rho_{0} \nu \in \operatorname{End}_{0}\left(M^{H}\right)$ contains an automorphism, say $\theta \in \operatorname{Aut}\left(M^{H}\right)$. Thus the Frobenius reciprocity implies that $\left[\mu \rho_{0}\right]=[\theta \bar{\nu}]$ and we get $[\rho]=[\nu \theta \bar{\nu}]$.

Since $H$ is abelian, the endomorphism $\bar{\nu} \nu$ is decomposed into automorphisms, and so is $\bar{\nu} \rho \nu$. Since $\alpha_{g}$ normalizes $\alpha_{H}$, it globally preserves $M^{H}$, and there exists $\beta_{g} \in \operatorname{Aut}\left(M^{H}\right)$ satisfying $\alpha_{g} \nu=\nu \beta_{g}$. This implies that $\bar{\nu} \alpha_{g} \nu=\bar{\nu} \nu \beta_{g}$ is decomposed into automorphisms too. Thus the fusion category generated by $\bar{\nu} \rho \nu$ and $\bar{\nu} \alpha_{g} \nu$ is a pointed category, which is categorically Morita equivalent to $\mathcal{C}_{G, \zeta}$.

Remark 6.15. Let the notation be as in the above proof.
(1) The subgroup $H$ is not unique. For $D_{8}$, there are three possibilities; two of them are isomorphic to $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ and the other is isomorphic to $\mathbb{Z}_{4}$. For $Q_{8}$ there are three possibilities, and they are all isomorphic to $\mathbb{Z}_{4}$.
(2) Let $L$ be the group generated by the automorphisms contained in $\bar{\nu} \rho \nu$ and $\bar{\nu} \alpha_{g} \nu$ in $\operatorname{Out}\left(M^{H}\right)$. Since the global dimension of $\mathcal{C}_{G, \zeta}$ is $|G|+d^{2}=2^{2 k+1} \times 3$, the order of $L$ is $2^{2 k+1} \times 3$. The group $\mathbb{Z}_{2}^{2 k} \rtimes S L(2,2) \cong \mathbb{Z}_{2}^{2 k} \rtimes \mathfrak{S}_{3}$ is a canonical candidate of $L$ as we see below. When $k=1$, this group is isomorphic to $\mathfrak{S}_{4}$.

Example 6.16. Let $\mathbb{F}_{2}$ be the finite field of order 2, and we consider the following subgroups of $S L(2+$ $k, 2)$ :

$$
\begin{gathered}
L=\left\{\left(\begin{array}{ccc}
x & y & a \\
z & u & b \\
0_{k}^{T} & 0_{k}^{T} & I_{k}
\end{array}\right) \in S L(2+k, 2) ; a, b \in \mathbb{F}_{2}^{k},\left(\begin{array}{cc}
x & y \\
z & u
\end{array}\right) \in S L(2,2)\right\}, \\
A=\left\{\left(\begin{array}{ccc}
1 & y & a \\
0 & 1 & 0_{k} \\
0_{k}^{T} & 0_{k}^{T} & I_{k}
\end{array}\right) \in S L(2+k, 2) ; y \in \mathbb{F}_{2}, a \in \mathbb{F}_{2}^{k}\right\} .
\end{gathered}
$$

Then $L \cong \mathbb{Z}_{2}^{2 k} \rtimes S L(2,2) \cong \mathbb{Z}_{2}^{2 k} \rtimes \mathfrak{S}_{3}$ and $A \cong \mathbb{Z}_{2}^{k+1}$. The normalizer of $A$ in $L$ is

$$
N_{L}(A)=\left\{\left(\begin{array}{ccc}
1 & y & a \\
0 & 1 & b \\
0_{k}^{T} & 0_{k}^{T} & I_{k}
\end{array}\right) \in L ; a, b \in \mathbb{F}_{2}^{k}, y \in \mathbb{F}_{2}\right\}
$$

and $N_{L}(A)=A \rtimes K$ with

$$
K=\left\{\left(\begin{array}{ccc}
1 & 0 & 0_{k} \\
0 & 1 & b \\
0_{k}^{T} & 0_{k}^{T} & I_{k}
\end{array}\right) \in L ; b \in \mathbb{F}_{2}^{k}\right\} \cong \mathbb{Z}_{2}^{k}
$$
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Let

$$
B=\left\{\left(\begin{array}{ccc}
1 & 0 & a \\
0 & 1 & 0_{k} \\
0_{k}^{T} & 0_{k}^{T} & I_{k}
\end{array}\right) \in S L(2+k, 2) ; a \in \mathbb{F}_{2}^{k}\right\}
$$

Let $P$ be a type III factor and let $\beta: L \rightarrow \operatorname{Aut}(P)$ be a map that induces an injective homomorphism from $L$ into $\operatorname{Out}(P)$. We assume that the restriction of $\beta$ to $A$ is an action and $\beta_{k}$ normalizes $\beta_{A}$ for any $k \in K$. Let $M=P \rtimes_{\beta} A$, and let $\nu: P \hookrightarrow M$ be the inclusion map, let

$$
f=\left(\begin{array}{ccc}
0 & 1 & 0_{k} \\
1 & 0 & 0_{k} \\
0_{k}^{T} & 0_{k}^{T} & I_{k}
\end{array}\right) \in L,
$$

and let $\theta=\beta_{f}$. We claim that $\rho=\nu \theta \bar{\nu}$ generates a $\mathrm{C}^{*}$ near-group category with a noncommutative $G$ with $|G|=2^{2 k+1}$. Indeed, since $f^{-1}=f$, the endomorphism $\rho$ is self-conjugate. Since

$$
\operatorname{dim}(\rho, \rho)=\operatorname{dim}\left(\bar{\nu} \nu \beta_{f}, \beta_{f} \bar{\nu} \nu\right)=\sum_{g, h \in A}\left(\beta_{f g f}, \beta_{h}\right)=1,
$$

$\rho$ is irreducible. Since $\beta_{k}$ for $k \in K$ normalizes $\beta_{A}$, it extends to an automorphism $\tilde{\beta}_{k} \in \operatorname{Aut}(M)$. We denote by $\hat{\beta}$ the dual action of $\beta$ restricted to $A$. Then since

$$
\begin{gathered}
f\left(\begin{array}{ccc}
1 & 0 & a \\
0 & 1 & 0_{k} \\
0_{k}^{T} & 0_{k}^{T} & I_{k}
\end{array}\right) f=\left(\begin{array}{ccc}
1 & 0 & 0_{k} \\
0 & 1 & a \\
0_{k}^{T} & 0_{k}^{T} & I_{k}
\end{array}\right) \in K, \\
f\left(\begin{array}{ccc}
1 & 1 & a \\
0 & 1 & 0_{k} \\
0_{k}^{T} & 0_{k}^{T} & I_{k}
\end{array}\right) f=\left(\begin{array}{ccc}
1 & 0 & 0_{k} \\
1 & 1 & a \\
0_{k}^{T} & 0_{k}^{T} & I_{k}
\end{array}\right)=\left(\begin{array}{ccc}
1 & 1 & a \\
0 & 1 & 0_{k} \\
0_{k}^{T} & 0_{k}^{T} & I_{k}
\end{array}\right) f\left(\begin{array}{ccc}
1 & 1 & a \\
0 & 1 & 0_{k} \\
0_{k}^{T} & 0_{k}^{T} & I_{k}
\end{array}\right),
\end{gathered}
$$

we get

$$
\begin{aligned}
& {\left[\rho^{2}\right]=[\nu \theta \bar{\nu} \nu \theta \bar{\nu}]=\sum_{g \in A}\left[\nu \beta_{f g f} \bar{\nu}\right]=\sum_{k \in K}\left[\nu \beta_{k} \bar{\nu}\right]+\sum_{h \in B}\left[\nu \beta_{h f h} \bar{\nu}\right]} \\
& =\sum_{k \in K}\left[\tilde{\beta}_{k} \nu \bar{\nu}\right]+\sum_{h \in B}[\nu \theta \bar{\nu}]=\sum_{\tau \in \hat{A}, k \in K}\left[\tilde{\beta}_{k} \hat{\beta}_{\tau}\right]+2^{k}[\rho]
\end{aligned}
$$

This shows the claim with $G$ equal to $\left\{\left[\tilde{\beta}_{k} \hat{\beta}_{\tau}\right]\right\}_{\tau \in \hat{A}, k \in K} \subset \operatorname{Out}(M)$, which is an extension

$$
0 \rightarrow \hat{A} \rightarrow G \rightarrow K \rightarrow 0
$$

It is an interesting problem to compute a cohomological invariant for $\beta$, and identify it with the third root of unity $\zeta$ in $\mathcal{C}_{G, \zeta}$.

The extra-special 2-group $G$ obtained in this way is always a central product of $k$ copies of $D_{8}$. To obtain the other type of an extra-special 2-group of the same order, we should replace $A$ with a subgroup $A_{1}$ isomorphic to $\mathbb{Z}_{4} \times \mathbb{Z}_{2}^{k-1}$. For example, we could choose $A_{1}$ to be the group generated by $B$ and

$$
\left(\begin{array}{ccc}
1 & 1 & 0_{k} \\
0 & 1 & e_{1} \\
0_{k}^{T} & 0_{k}^{T} & I_{k}
\end{array}\right), \quad e_{1}=(1,0, \cdots, 0) \in \mathbb{F}_{2}^{k} .
$$

Note that the group $G$ is not uniquely determined by the pair $\left(L, A_{1}\right)$, but it also depends on the choice of $\beta$. The pointed category generated by $\beta_{L}$ carries a cohomology class in $H^{3}(L, \mathbb{T})$. On the other hand,
there is a restriction map from $H^{3}(L, \mathbb{T})$ to $H^{3}(S L(2,2), \mathbb{T}) \cong \mathbb{Z}_{6}$. We conjecture that $H^{3}(S L(2,2), \mathbb{T})$ parameterizes 6 different $C^{*}$ near-group categories $\mathcal{C}_{G, \zeta}$ with $|G|=2^{2 k+1}$.

## 7. Irrational case

In the rest of this note, we investigate the structure of $\mathrm{C}^{*}$ near-group categories in the irrational case. This section is devoted to laying the basis for the classification of such categories.

Assume that we have a C* near group category as in Section 3 with irrational $d$. Then Theorem 3.9 implies that $G$ is abelian, the multiplicity parameter $m$ is a multiple of $n=|G|$, and the symmetric bicharacter $\langle\cdot, \cdot\rangle: G \times G \rightarrow \mathbb{T}$ defined by $\langle g, h\rangle=\chi_{g}(h)$ is non-degenerate. In what follows, we use additive notation for $G$. We have two unitary representations $V(g), U_{\mathcal{K}}(g)$ in $\mathcal{K}$, equivalent to the regular representation of $G$, and two anti-unitaries $j_{1}, j_{2}$ satisfying the conditions stated in Section 3. Let $v_{0}(g)=V(g), v_{1}(g)=U_{\mathcal{K}}(g), v_{2}(g)=\left(j_{1} j_{2}\right)^{*} U_{\mathcal{K}}(g) j_{1} j_{2}$, and $w=j_{1} j_{2}$. Then they satisfy the following relations: $w^{3}=I, j_{1}^{2}=\epsilon \in\{1,-1\}, j_{1} v_{i}(g) j_{1}^{-1}=v_{-i}(g), j_{1} w j_{1}^{-1}=w^{*}, w^{*} v_{i}(g) w=v_{i+1}(g)$,

$$
v_{i+1}(g) v_{i}(h)=\langle h, g\rangle v_{i}(h) v_{i+1}(g),
$$

where $i$ is understood as an element of $\mathbb{Z} / 3 \mathbb{Z}$.
Lemma 7.1. Let $G$ be a finite abelian group of order $n$, and let $\langle\cdot, \cdot\rangle: G \times G \rightarrow \mathbb{T}$ be a non-degenerate symmetric bicharacter. Let $\mathcal{H}(G)$ be the universal $C^{*}$-algebra generated by three unitary representations $v_{0}, v_{1}, v_{2}$ of $G$ and a unitary $w$ satisfying the following commutation relations:

$$
\begin{gather*}
v_{i+1}(g) v_{i}(h)=\langle h, g\rangle v_{i}(h) v_{i+1}(g),  \tag{7.1}\\
w^{*} v_{i}(g) w=v_{i+1}(g),  \tag{7.2}\\
w^{3}=1, \tag{7.3}
\end{gather*}
$$

where $i$ is understood as an element of $\mathbb{Z} / 3 \mathbb{Z}$. Then there exist exactly $3 n$ irreducible representations of $\mathcal{H}(G)$, and they are of the following form: The representation space is $\ell^{2}(G)$ and

$$
\begin{gather*}
\pi_{a, c}\left(v_{0}(g)\right) f(h)=\langle g, h\rangle f(h),  \tag{7.4}\\
\pi_{a, c}\left(v_{1}(g)\right) f(h)=f(h+g),  \tag{7.5}\\
\pi_{a, c}\left(v_{2}(g)\right) f(h)=a(h) \overline{a(h-g)} f(h-g),  \tag{7.6}\\
\pi_{a, c}(w) f(h)=\frac{c}{\sqrt{n}} \sum_{k} a(h) \overline{\langle h, k\rangle} f(k), \tag{7.7}
\end{gather*}
$$

where $a: G \rightarrow \mathbb{T}$ and $c \in \mathbb{T}$ satisfy

$$
\begin{gather*}
a(g+h)\langle g, h\rangle=a(g) a(h),  \tag{7.8}\\
c^{3} \sum_{g \in G} a(g)=\sqrt{n} . \tag{7.9}
\end{gather*}
$$

Proof. Note that the dimension of the $*$-algebra generated by $v_{0}, v_{1}, v_{2}$, and $w$ is $3 n^{3}$. Thus it suffices to show that there exist $3 n$ irreducible representations of $\mathcal{H}(G)$ of dimension $n$ as above.

Since $\langle\cdot, \cdot\rangle$ is a symmetric 2 -cocycle, it is a coboundary and a function $a$ satisfying Eq.(7.8) certainly exists. We choose one of them and denote it by $a$. Let $a^{\prime}: G \rightarrow \mathbb{T}$. Then $a^{\prime}$ satisfies Eq.(7.8) if and only if $a^{\prime} / a$ is a character, and so there are exactly $n$ such functions.
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For a function $f$ on $G$, we define its Fourier transform $\mathcal{F} f(h)=\hat{f}(h)$ by

$$
\hat{f}(g)=\frac{1}{\sqrt{n}} \sum_{h \in G} \overline{\langle g, h\rangle} f(h) .
$$

Then Eq.(7.8) implies

$$
\begin{equation*}
\hat{a}(g)=\hat{a}(0) \overline{a(g)} . \tag{7.10}
\end{equation*}
$$

Since the Fourier transform preserves the $\ell^{2}$-norm, we have $|\hat{a}(0)|=1$. Thus for a given $a$, there exists exactly three $c \in \mathbb{T}$ satisfying Eq.(7.1). We choose one of them.

Let $\mu(g) f(h)=\langle g, h\rangle f(h)$ and $\varrho(g) f(h)=f(h+g)$. Then the commutation relations $\varrho(g) \mu(h)=$ $\langle g, h\rangle \mu(h) \varrho(g)$ and $\mu(g) \mathcal{F}=\mathcal{F} \varrho(g)$ hold. Let $A f(h)=a(h) f(h)$. Then we have $\mu(g) A \mathcal{F}=A \mathcal{F} \varrho(g)$. To show that $\pi_{a, c}$ is a well-defined irreducible representation, it suffices to show $c^{3}(A \mathcal{F})^{3}=1$ because if it is the case, we can put $\pi_{a, c}(w)=c A \mathcal{F}, \pi_{a, c}\left(v_{0}(g)\right)=\mu(g), \pi_{a, c}\left(v_{1}(g)\right)=\varrho(g)$, and

$$
\pi_{a, c}\left(v_{2}(g)\right)=\pi_{a, c}(w)^{*} \pi_{a, c}\left(v_{1}(g)\right) \pi_{a, c}(w) .
$$

Indeed,

$$
\begin{aligned}
\mathcal{F} A \mathcal{F} f(g) & =\frac{1}{n} \sum_{h, k \in G} \overline{\langle g, h\rangle} a(h) \overline{\langle h, k\rangle} f(k)=\frac{1}{\sqrt{n}} \sum_{k \in G} \hat{a}(g+k) f(k) \\
& =\frac{\hat{a}(0)}{\sqrt{n}} \sum_{k \in G} \overline{a(g+k)} f(k)=\frac{\hat{a}(0)}{\sqrt{n}} \sum_{k \in G} \overline{a(g)}\langle g, k\rangle \overline{a(k)} f(k) \\
& =\hat{a}(0) A^{*} \mathcal{F}^{*} A^{*} f(g) .
\end{aligned}
$$

This shows $(A \mathcal{F})^{3}=\hat{a}(0)$.
We now show that if $\pi_{a, c}$ and $\pi_{a^{\prime}, c^{\prime}}$ are equivalent then $(a, c)=\left(a^{\prime}, c^{\prime}\right)$. Note that they coincide on $C^{*}\left\{v_{0}, v_{1}\right\}$, which are already irreducible. Thus if they are equivalent, they must coincide on $\mathcal{H}(G)$, which implies $(a, c)=\left(a^{\prime}, c^{\prime}\right)$.
Remark 7.2. We always have the following relation:

$$
\pi_{a, c}\left(v_{2}(g)\right)=a(g) \pi_{a, c}\left(v_{1}(-g)\right) \pi_{a, c}\left(v_{0}(-g)\right)
$$

We introduce an anti-linear involutive $*$-isomorphism $\kappa$ of $\mathcal{H}(G)$ by setting

$$
\kappa\left(v_{i}(g)\right)=v_{-i}(g), \quad \kappa(w)=w^{-1} .
$$

We say that $(\pi, j, \mathcal{K})$ is a covariant representation of $(\mathcal{H}(G), \kappa)$ if $(\pi, \mathcal{K})$ is a representation of $\mathcal{H}(G)$ and $j$ is an anti-unitary of $\mathcal{K}$ such that $\pi(\kappa(x))=j \pi(x) j^{-1}$ holds for all $x \in \mathcal{H}(G)$ and $j^{2}=\epsilon$ is a scalar. We say that a covariant representation is even (resp. odd) if $\epsilon=1$ (resp. $\epsilon=-1$ ). We would like to classify all even and odd covariant representations.

We fix $a: G \rightarrow \mathbb{T}$ satisfying Eq.(7.8) and $a(g)=a(-g)$ for all $g \in G$, and set $a_{\chi}(g)=a_{1}(g) \chi(g)$ for all $\chi \in \hat{G}$. Let $c_{\chi, i}, i=0,1,2$ be the three solutions of Eq.(7.1) for $a_{\chi}$. Note that $\widehat{a_{\chi}}(0)=\widehat{a_{\chi^{-1}}}(0)$ holds. Indeed, choosing $h \in G$ satisfying $\chi(g)=\langle g, h\rangle$ for all $g \in G$, we obtain

$$
\widehat{a_{\chi}}(0)=\hat{a}(-h)=\hat{a}(0) \overline{a(-h)}=\hat{a}(0) \overline{a(h)}=\hat{a}(h)=\widehat{a_{\chi^{-1}}}(0) .
$$

Thus we may and do assume $c_{\chi, i}=c_{\chi^{-1}, i}$.
Let $(\pi, \mathcal{K})$ be a representation of $\mathcal{H}(G)$. Then Lemma 7.1 shows that up to unitary equivalence, we may assume the following: $\mathcal{K}=\ell^{2}(G) \otimes \mathcal{K}_{0}, \pi\left(v_{0}(g)\right)=\mu(g) \otimes I, \pi\left(v_{1}(g)\right)=\varrho(g) \otimes I$,

$$
\pi(w)=\sum_{g \in G}\left(e_{g} \otimes C A(g)\right)(\mathcal{F} \otimes I)
$$
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where $e_{g}$ is the projection from $\ell^{2}(G)$ onto $\mathbb{C} \delta_{g}$. $\mathcal{K}_{0}$ is decomposed as

$$
\mathcal{K}_{0}=\bigoplus_{\chi \in \widehat{G}, i=1,2,3} \mathcal{K}_{\chi, i}
$$

and $\left.A(g)\right|_{\mathcal{K}_{\chi, i}}=a_{\chi}(g) I,\left.C\right|_{\mathcal{K}_{\chi, i}}=c_{\chi, i} I$.
Let $j$ be an anti-linear unitary of $\mathcal{K}$ satisfying $j^{2}=\epsilon$. Then $(\pi, K, j)$ is a covariant representation of $(\mathcal{H}(G), j)$ if and only if

$$
\begin{gather*}
j \pi\left(v_{0}(g)\right)=\pi\left(v_{0}(g)\right) j,  \tag{7.11}\\
j \pi(w)=\pi(w)^{-1} j . \tag{7.12}
\end{gather*}
$$

Indeed, it is clear that the two conditions Eq.(7.11),(7.12) are necessary. Assume conversely that they are satisfied. Then

$$
\begin{aligned}
j \pi\left(v_{1}(g)\right) j^{-1} & =j \pi(w)^{-1} \pi\left(v_{0}(g)\right) \pi(w) j^{-1}=\pi(w) j \pi\left(v_{0}(g)\right) j^{-1} \pi(w)^{-1} \\
& =\pi(w) \pi\left(v_{0}(g)\right) \pi(w)^{-1}=\pi\left(v_{2}(g)\right),
\end{aligned}
$$

which shows that $(\pi, H, j)$ is a covariant representation.
The equation Eq.(7.11) is equivalent to the condition that there exists a family of anti-unitaries $j(g)$ on $H$ such that $j \delta_{h} \otimes \xi=\delta_{-h} \otimes j(h) \xi$. The condition $j^{2}=\epsilon$ is equivalent to $j(-g) j(g)=\epsilon$. Under these conditions, we have

$$
\begin{align*}
& j \pi(w) \delta_{h} \otimes \xi=\frac{1}{\sqrt{n}} j \sum_{k \in G} \overline{\langle k, h\rangle} \delta_{k} \otimes C A(k) \xi=\frac{1}{\sqrt{n}} \sum_{k \in G}\langle k, h\rangle \delta_{-k} \otimes j(k) C A(k) \xi,  \tag{7.13}\\
& \pi(w)^{-1} j \delta_{h} \otimes \xi=\pi(w)^{-1} \delta_{-h} \otimes j(-h) \xi=\frac{1}{\sqrt{n}} \sum_{k \in G}\langle k, h\rangle \delta_{-k} \otimes A(-h)^{*} C^{*} j(h) \xi . \tag{7.14}
\end{align*}
$$

Thus Eq.(7.12) is equivalent to

$$
\begin{equation*}
j(k) C A(k)=A(-h)^{*} C^{*} j(h) . \tag{7.15}
\end{equation*}
$$

We claim that Eq.(7.15) is equivalent to the following two:

$$
\begin{gather*}
j(0) C=C^{*} j(0),  \tag{7.16}\\
j(h)=A(-h) j(0)=j(0) A(h)^{*} . \tag{7.17}
\end{gather*}
$$

Assume Eq.(7.15) first. Then for $h=k=0$, we get Eq.(7.16). This together with Eq.(7.15) for the case $k=0$ and the case $h=0$ implies Eq.(7.17). It is straightforward to show that Eq.(7.16) and (7.17) imply Eq.(7.15), and the claim is shown. Assuming these equivalent conditions, we known that $j(-h) j(h)=\epsilon$ is equivalent to $j(0)^{2}=\epsilon$.

Summing up the above argument, now we have the following lemma:
Lemma 7.3. Every even covariant representation of $(\mathcal{H}(G), \kappa)$ is a direct sum of the following covariant representations $(\pi, H, j)$ :
(1) $H=\ell^{2}(G), \pi=\pi_{\chi, c}$ with $\chi^{2}=1$, and $j \delta_{h}=a_{\chi}(h) \delta_{-h}$.
(2) $H=\ell^{2}(G) \oplus \ell^{2}(G), \pi=\pi_{\chi, c} \oplus \pi_{\chi^{-1}, c}$ with $\chi^{2} \neq 1$ and

$$
j\left(x \delta_{h} \oplus y \delta_{k}\right)=\bar{y} a_{\chi^{-1}}(k) \delta_{-k} \oplus \bar{x} a_{\chi}(h) \delta_{-h} .
$$
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Every odd covariant representation of $(\mathcal{H}(G), \kappa)$ is a direct sum of the following covariant representations $(\pi, H, j): H=\ell^{2}(G) \oplus \ell^{2}(G), \pi=\pi_{\chi, c} \oplus \pi_{\chi^{-1}, c}$ and

$$
j\left(x \delta_{h} \oplus y \delta_{k}\right)=-\bar{y} a_{\chi^{-1}}(k) \delta_{-k} \oplus \bar{x} a_{\chi}(h) \delta_{-h} .
$$

We get back to the $\mathrm{C}^{*}$ near-group category $\mathcal{C}$ with irrational $d$. We may identify $\mathcal{K}$ with $\ell^{2}(G) \otimes \mathcal{K}_{0}$ as above. We denote by $T_{h}(\xi) \in \mathcal{K}$ the element corresponding to $\delta_{h} \otimes \xi$.

Lemma 7.4. For a given $C^{*}$ near group category with a finite abelian group $G$ and irrational $d$ as in Section 3, there exist a non-degenerate symmetric bicharacter $\langle\cdot, \cdot\rangle: G \times G \rightarrow \mathbb{T}$, an anti-unitary $J$, and mutually commuting unitaries $A(g), C$ acting on $\mathcal{K}_{0}$ satisfying $J^{2}=\epsilon, J C=C^{*} J, J A(g)=A(-g)^{*} J$,

$$
\begin{gathered}
A(g) A(h)=\langle g, h\rangle A(g+h), \\
\frac{1}{\sqrt{n}} \sum_{g \in G} A(g)=C^{-3}, \\
V(g) T_{h}(\xi)=\langle g, h\rangle T_{h}(\xi), \\
U_{\mathcal{K}}(g) T_{h}(\xi)=T_{h-g}(\xi), \\
j_{1}\left(T_{h}(\xi)\right)=T_{-h}(A(-h) J \xi), \\
j_{2}\left(T_{h}(\xi)\right)=\frac{\epsilon}{\sqrt{n}} \sum_{k \in G} \overline{\langle h, k\rangle} T_{k}\left(C^{*} J \xi\right), \\
j_{1} j_{2}\left(T_{h}(\xi)\right)=\frac{1}{\sqrt{n}} \sum_{k \in G} \overline{\langle h, k\rangle} T_{k}(C A(k) \xi), \\
j_{2} j_{1}\left(T_{h}(\xi)\right)=\frac{1}{\sqrt{n}} \sum_{k \in G}\langle h, k\rangle T_{k}\left(C^{*} A(h)^{*} \xi\right), \\
\left(j_{2} \circ j_{1}^{-1}\right) U_{\mathcal{K}}(g)\left(j_{2} \circ j_{1}^{-1}\right)^{*} T_{h}(\xi) \\
=T_{h+g}\left(A(g+h) A(h)^{*} \xi\right)=U_{\mathcal{K}}(-g) V(-g) T_{h}(A(g) \xi) .
\end{gathered}
$$

Moreover we can choose an orthonormal basis $\left\{e_{t}\right\}_{t \in \Lambda}$ of $\mathcal{K}_{0}$ with an involution $\Lambda \ni t \mapsto \bar{t} \in \Lambda$ satisfying $A(g) e_{t}=a(g) \chi_{t}(g) e_{t}$, and $C e_{t}=c_{t} e_{t}, J e_{t}=\epsilon_{t} e_{\bar{t}}$ with
(1) $a(-g)=a(g), a(g) a(h)=\langle g, h\rangle a(g+h)$,
(2) $\chi_{t} \in \hat{G}, \chi_{\bar{t}}=\chi_{t}^{-1}$,
(3) $c_{\bar{t}}=c_{t}, \sum_{g \in G} a(g) \chi_{t}(g)=\sqrt{n} c_{t}^{-3}$,
(4) $\epsilon_{t} \in\{1,-1\}, \epsilon_{t} \epsilon_{\bar{t}}=\epsilon$.

When $\epsilon=1$, we can arrange the basis so that $\epsilon_{t}=1$ for all $t \in \Lambda$.
Now we determine the form of $\rho\left(T_{g}(\xi)\right)$. Since $\rho\left(T_{g}(\xi)\right)=\rho(U(-g)) \rho\left(T_{0}(\xi)\right)$, we have

$$
\begin{aligned}
l\left(T_{g}(\xi)\right) & =\left(\left(j_{2} \circ j_{1}^{-1}\right) U_{\mathcal{K}}(-g)\left(j_{2} \circ j_{1}^{-1}\right)^{*} \otimes U_{\mathcal{K}}(-g)\right) l\left(T_{0}(\xi)\right) \\
& =\left(A U_{\mathcal{K}}(g) A^{*} \otimes U_{\mathcal{K}}(-g)\right) l\left(T_{0}(\xi)\right)
\end{aligned}
$$

where $A T_{h}(\xi)=T_{h}(A(h) \xi)$. Thus $l\left(T_{g}(\xi)\right)$ is determined by $l\left(T_{0}(\xi)\right)$. Moreover, $l\left(T_{0}(\xi)\right)$ satisfies $\alpha_{g}\left(l\left(T_{0}(\xi)\right)\right)=l\left(T_{0}(\xi)\right)$ and $U_{\mathcal{K}}(g) l\left(T_{0}(\xi)\right) U_{\mathcal{K}}(g)^{*}=l\left(T_{0}(\xi)\right)$. Let $\mathcal{K}_{h}$ be the linear span of $\left\{T_{h}(\xi) ; \xi \in\right.$
$\left.\mathcal{K}_{0}\right\}$, and let $Q_{h}$ be the projection from $\mathcal{K}$ onto $\mathcal{K}_{h}$. This notation for $h=0$ is consistent with the previous one as we identify $\xi \in \mathcal{K}_{0}$ in the previous sense with $T_{0}(\xi)$ in what follows. Then

$$
\begin{aligned}
l\left(T_{0}(\xi)\right) & =\sum_{k \in G} l\left(T_{0}(\xi)\right) Q_{k}=\sum_{k \in G} l\left(T_{0}(\xi)\right) U_{\mathcal{K}}(-k) Q_{0} U_{\mathcal{K}}(k) \\
& =\sum_{k \in G} U_{\mathcal{K}}(-k) l\left(T_{0}(\xi)\right) Q_{0} U_{\mathcal{K}}(k) .
\end{aligned}
$$

Therefore $\rho\left(T_{g}(\xi)\right)$ is determined by $l\left(T_{0}(\xi)\right) Q_{0} \in \mathcal{K}^{2} \mathcal{K}_{0}^{*}$.
Since $\alpha_{g}\left(l\left(T_{0}(\xi)\right) Q_{0}\right)=l\left(T_{0}(\xi)\right) Q_{0}$, we have

$$
l\left(T_{0}(\xi)\right) Q_{0} \in \bigoplus_{h \in G} \mathcal{K}_{h} \mathcal{K}_{-h} \mathcal{K}_{0}^{*}
$$

and there exists a family of linear maps $B_{h}: \mathcal{K}_{0} \rightarrow \mathcal{K}_{0} \mathcal{K}_{0} \mathcal{K}_{0}^{*}$ satisfying

$$
l\left(T_{0}(\xi)\right) Q_{0}=\sum_{h \in G}\left(U_{\mathcal{K}}(-h) \otimes U_{\mathcal{K}}(h)\right)(A(h) \otimes I) B_{h}(\xi)
$$

Now we can write down $l\left(T_{g}(\xi)\right)$ in terms of $B_{h}(\xi)$.
Lemma 7.5. There exists a family of linear maps $B_{h}: \mathcal{K}_{0} \rightarrow \mathcal{K}_{0}^{2} \mathcal{K}_{0}^{*}$ satisfying

$$
\begin{equation*}
l\left(T_{g}(\xi)\right)=\sum_{h, k}\langle g, k\rangle\left(U_{\mathcal{K}}(-h-k) \otimes U_{\mathcal{K}}(h)\right)(A(h) \otimes I) B_{g+h}(\xi) U_{\mathcal{K}}(k) . \tag{7.18}
\end{equation*}
$$

Proof. This follows from

$$
\begin{aligned}
& l\left(T_{g}(\xi)\right)=\sum_{h, k}\left(A U_{\mathcal{K}}(g) A^{*} U_{\mathcal{K}}(-k) \otimes U_{\mathcal{K}}(-g)\right) \\
& \times\left(U_{\mathcal{K}}(-h) \otimes U_{\mathcal{K}}(h)\right)(A(h) \otimes I) B_{h}(\xi) U_{\mathcal{K}}(k) \\
& =\sum_{h, k}\left(U_{\mathcal{K}}(-h-k) \otimes U_{\mathcal{K}}(h)\right)\left(A(h+k) A(g+h+k)^{*} A(h+g) \otimes I\right) B_{g+h}(\xi) U_{\mathcal{K}}(k) \\
& =\sum_{h, k}\langle g+h, k\rangle\left(U_{\mathcal{K}}(-h-k) \otimes U_{\mathcal{K}}(h)\right)\left(A(h+k) A(k)^{*} \otimes I\right) B_{g+h}(\xi) U_{\mathcal{K}}(k) \\
& =\sum_{h, k}\langle g, k\rangle\left(U_{\mathcal{K}}(-h-k) \otimes U_{\mathcal{K}}(h)\right)(A(h) \otimes I) B_{g+h}(\xi) U_{\mathcal{K}}(k) .
\end{aligned}
$$

## 8. Polynomial equations for the irrational case

Let $G$ be a finite abelian group of order $n$, let $m$ be a multiple of $n$, and let $\epsilon \in\{1,-1\}$. Let $\langle\cdot, \cdot\rangle, \mathcal{K}$, $\mathcal{K}_{0}, A(g), C$, and $J$ satisfy the conditions in the statement of Lemma 7.4, and let $B_{g}: \mathcal{K}_{0} \rightarrow \mathcal{K}_{0} \mathcal{K}_{0} \mathcal{K}_{0}^{*}$ be a linear map. We defined $l \rightarrow \mathcal{K} \mathcal{K} \mathcal{K}^{*}$ by Eq.(7.18). We will deuce the polynomial equations classifying the corresponding $C^{*}$ near-group categories in terms of the above data. We set

$$
\hat{B}_{g}(\xi)=\frac{1}{\sqrt{n}} \sum_{h \in G} \overline{\langle g, h\rangle} B_{h}(\xi)
$$

Lemma 8.1. Eq.(3.14), (3.15), (3.16), and (3.17) are equivalent to

$$
\begin{gather*}
\sum_{s, h} T_{0}\left(J e_{s}\right)^{*} T_{0}\left(e_{s}\right)^{*} B_{h}(\xi)=-\frac{\sqrt{n}}{d} T_{0}\left(C^{*} J \xi\right)^{*} .  \tag{8.1}\\
\sum_{h} B_{h+q}(\eta)^{*} B_{h+p}(\xi)=\delta_{p, q}\langle\xi, \eta\rangle Q_{0}-\frac{1}{d} T_{0}\left(C^{*} J \eta\right) T_{0}\left(C^{*} J \xi\right)^{*} . \tag{8.2}
\end{gather*}
$$

$$
\begin{align*}
& (X(h) \otimes X(h)) B_{-g}\left(X(h)^{*} A(-g) J \xi\right) X(h)^{*}  \tag{8.3}\\
& =\sum_{s, t} B_{g}(\xi)^{*} T_{0}\left(e_{s}\right) T_{0}\left(e_{t}\right) T_{0}\left(J e_{t}\right) T_{0}\left(e_{s}\right)^{*}
\end{align*}
$$

$$
\begin{equation*}
\hat{B}_{g}(\xi)=\sum_{s} T_{0}\left(e_{s}\right) B_{g}\left(C^{*} J \xi\right)^{*} T_{0}\left(J e_{s}\right) \tag{8.4}
\end{equation*}
$$

Proof. Eq.(3.14) is

$$
\begin{aligned}
0 & =\frac{\epsilon n}{d} j_{2}\left(T_{g}(\xi)\right)^{*} Q_{0}+\sum_{l, s} j_{1}\left(T_{l}\left(e_{s}\right)\right)^{*} T_{l}\left(e_{s}\right)^{*} l\left(T_{g}(\xi)\right) \\
& =\frac{\sqrt{n}}{d} T_{0}\left(C^{*} J \xi\right)^{*}+\sum_{l, s} T_{-l}\left(A(-l) J e_{s}\right)^{*} T_{l}\left(e_{s}\right)^{*} l\left(T_{g}(\xi)\right) \\
& =\frac{\sqrt{n}}{d} T_{0}\left(C^{*} J \xi\right)^{*}+\sum_{l, s} T_{0}\left(A(-l) J e_{s}\right)^{*} T_{0}\left(e_{s}\right)^{*}(A(l) \otimes I) B_{g+l}(\xi) \\
& =\frac{\sqrt{n}}{d} T_{0}\left(C^{*} J \xi\right)^{*}+\sum_{l, s} T_{0}\left(J A(l)^{*} e_{s}\right)^{*} T_{0}\left(A\left(l^{*}\right) e_{s}\right)^{*} B_{g+l}(\xi) \\
& =\frac{\sqrt{n}}{d} T_{0}\left(C^{*} J \xi\right)^{*}+\sum_{l, s} T_{0}\left(J e_{s}\right)^{*} T_{0}\left(e_{s}\right)^{*} B_{g+l}(\xi)
\end{aligned}
$$

Eq.(3.15) is

$$
\begin{aligned}
& \delta_{p, q}\langle\xi, \eta\rangle Q=l\left(T_{q}(\eta)\right)^{*} l\left(T_{p}(\xi)\right)+\frac{n}{d} \sum_{k} Q_{k} j_{2}\left(T_{q}(\eta)\right) j_{2}\left(T_{p}(\xi)\right)^{*} Q_{k} \\
& =\sum_{h, k}\langle p-q, k\rangle U_{\mathcal{K}}(k)^{*} B_{h+q}(\eta)^{*} B_{h+p}(\xi) U_{\mathcal{K}}(k) \\
& +\frac{1}{d} \sum_{k}\langle p-q, k\rangle T_{k}\left(C^{*} J \eta\right) T_{k}\left(C^{*} J \xi\right)^{*}
\end{aligned}
$$

which is equivalent to

$$
\sum_{h} B_{h+q}(\eta)^{*} B_{h+p}(\xi)=\delta_{p, q}\langle\xi, \eta\rangle Q_{0}-\frac{1}{d} T_{0}\left(C^{*} J \eta\right) T_{0}\left(C^{*} J \xi\right)^{*}
$$
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Eq.(3.16) is

$$
\begin{aligned}
& l\left(T_{-g}(A(-g) J \xi)\right)=\sum_{h, k, s, t} l\left(T_{g}(\xi)\right)^{*} T_{h+k}\left(e_{s}\right) T_{-h}\left(e_{t}\right) T_{h}\left(A(h) J e_{t}\right) T_{h+k}\left(e_{s}\right)^{*} \\
& =\sum_{h, k, s, t} \overline{\langle g, k\rangle} U_{\mathcal{K}}(k)^{*} B_{g+h}(\xi)^{*} T_{0}\left(A(h)^{*} e_{s}\right) T_{0}\left(e_{t}\right) T_{h}\left(A(h) J e_{t}\right) T_{0}\left(e_{s}\right)^{*} U_{\mathcal{K}}(h+k) \\
& =\sum_{h, k, s, t} \overline{\langle g, h+k\rangle} U_{\mathcal{K}}(h+k)^{*} B_{g-h}(\xi)^{*} \\
& \times T_{0}\left(A(-h)^{*} e_{s}\right) T_{0}\left(e_{t}\right) T_{-h}\left(A(-h) J e_{t}\right) T_{0}\left(e_{s}\right)^{*} U_{\mathcal{K}}(k) \\
& =\sum_{h, k, s, t} \overline{\langle g, h+k\rangle}\left(U_{\mathcal{K}}(-h-k) \otimes U_{\mathcal{K}}(h)\right)(I \otimes A(-h)) B_{g-h}(\xi)^{*} \\
& \times T_{0}\left(e_{s}\right) T_{0}\left(e_{t}\right) T_{0}\left(J e_{t}\right) T_{0}\left(e_{s}\right)^{*} A(-h)^{*} U_{\mathcal{K}}(k),
\end{aligned}
$$

which is equivalent to

$$
\begin{aligned}
& (A(h) \otimes I) B_{h-g}(A(-g) J \xi) \\
& =\overline{\langle g, h\rangle}(I \otimes A(-h)) B_{g-h}(\xi)^{*} \sum_{s, t} T_{0}\left(e_{s}\right) T_{0}\left(e_{t}\right) T_{0}\left(J e_{t}\right) T\left(e_{s}\right)^{*} A(-h)^{*}
\end{aligned}
$$

Replacing $g$ with $g+h$, we get

$$
\begin{aligned}
& \langle h, h\rangle\left(A(h) \otimes A(-h)^{*}\right) B_{-g}(A(-h) A(-g) J \xi) A(-h) \\
& =B_{g}(\xi)^{*} \sum_{s, t} T_{0}\left(e_{s}\right) T_{0}\left(e_{t}\right) T_{0}\left(J e_{t}\right) T_{0}\left(e_{s}\right)^{*}
\end{aligned}
$$

Eq.(3.17) is

$$
\begin{aligned}
& l\left(j_{2}\left(T_{g}(\xi)\right)\right)=\sum_{l, s} T_{l}\left(e_{s}\right) l\left(T_{g}(\xi)^{*}\right) T_{-l}\left(A(-l) J e_{s}\right) \\
& =\sum_{h, k, s} \overline{\langle g+h, k\rangle} T_{-h-k}\left(e_{s}\right) U_{\mathcal{K}}(-k) B_{g+h}(\xi)^{*}\left(A(k) A(h+k)^{*}\right) T_{0}\left(A(h+k) J e_{s}\right) U_{\mathcal{K}}(-h) \\
& =\sum_{h, k, s}^{\langle g+h, k\rangle} T_{-h-k}\left(e_{s}\right) U_{\mathcal{K}}(-k) B_{g+h}(\xi)^{*} T_{0}\left(A(k) J e_{s}\right) U_{\mathcal{K}}(-h) \\
& =\sum_{h, k, s}\langle g-k, h\rangle\left(U_{\mathcal{K}}(-h-k) \otimes U_{\mathcal{K}}(h)\right) T_{0}\left(e_{s}\right) B_{g-k}(\xi)^{*} T_{0}\left(A(-h) J e_{s}\right) U_{\mathcal{K}}(k) \\
& =\epsilon \sum_{h, k, s}\langle g-k, h\rangle\left(U_{\mathcal{K}}(-h-k) \otimes U_{\mathcal{K}}(h)\right) T_{0}\left(A(h) J e_{s}\right) B_{g-k}(\xi)^{*} T_{0}\left(e_{s}\right) U_{\mathcal{K}}(k)
\end{aligned}
$$
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The left-hand side is

$$
\begin{aligned}
& \frac{\epsilon}{\sqrt{n}} \sum_{l} \overline{\langle g, l\rangle} l\left(T_{l}\left(C^{*} J \xi\right)\right) \\
& =\frac{\epsilon}{\sqrt{n}} \sum_{l} \overline{\langle g, l\rangle} \sum_{h, k}\langle l, k\rangle\left(U_{k}(-h-k) \otimes U_{\mathcal{K}}(h)\right)(A(h) \otimes I) B_{h+l}\left(C^{*} J \xi\right) U_{\mathcal{K}}(k) \\
& =\frac{\epsilon}{\sqrt{n}} \sum_{h, k, l} \overline{\langle g-k, l-h\rangle}\left(U_{k}(-h-k) \otimes U_{\mathcal{K}}(h)\right)(A(h) \otimes I) B_{l}\left(C^{*} J \xi\right) U_{\mathcal{K}}(k) \\
& =\epsilon \sum_{h, k}\langle g-k, h\rangle\left(U_{k}(-h-k) \otimes U_{\mathcal{K}}(h)\right)(A(h) \otimes I) \hat{B}_{g-k}\left(C^{*} J \xi\right) U_{\mathcal{K}}(k),
\end{aligned}
$$

which shows that Eq.(3.17) is equivalent to

$$
\hat{B}_{g}\left(C^{*} J \xi\right)=\sum_{s} T_{0}\left(J e_{s}\right) B_{g}(\xi)^{*} T_{0}\left(e_{s}\right)
$$

Remark 8.2. By Fourier transform, Eq.(8.1) and (8.2) are equivalent to the following two:

$$
\begin{gather*}
\sum_{s} T_{0}\left(J e_{s}\right)^{*} T_{0}\left(e_{s}\right)^{*} \hat{B}_{0}(\xi)=-\frac{1}{d} T_{0}\left(C^{*} J \xi\right)^{*},  \tag{8.5}\\
\hat{B}_{h}(\eta)^{*} \hat{B}_{h}(\xi)=\frac{\langle\xi, \eta\rangle}{n} Q_{0}-\frac{\delta_{h, 0}}{d} T_{0}\left(C^{*} J \eta\right) T_{0}\left(C^{*} J \xi\right)^{*} . \tag{8.6}
\end{gather*}
$$

Eq.(8.3) is equivalent to the following two:

$$
\begin{gather*}
B_{g}(A(h) \xi)=(A(h) \otimes A(h)) B_{g}(\xi) A(h)^{*}  \tag{8.7}\\
B_{g}(\xi)^{*}=\epsilon \sum_{s, t} T_{0}\left(e_{s}\right) T_{0}\left(J e_{t}\right)^{*} T_{0}\left(e_{t}\right)^{*} T_{0}\left(e_{s}\right)^{*} B_{-g}(A(-g) J \xi) \tag{8.8}
\end{gather*}
$$

Eq.(8.4) is the equivalent to the following under the presence of Eq.(8.8):

$$
\begin{align*}
& \hat{B}_{g}(\xi)  \tag{8.9}\\
& =\epsilon \sum_{s, t, r}\left(T_{0}\left(e_{t}\right)^{*} T_{0}\left(e_{s}\right)^{*} B_{-g}(A(-g) C \xi) T_{0}\left(e_{r}\right)\right) T_{0}\left(J e_{r}\right) T_{0}\left(e_{s}\right) T_{0}\left(J e_{t}\right)^{*}
\end{align*}
$$

Note that $T_{0}\left(e_{t}\right)^{*} T_{0}\left(e_{s}\right)^{*} B_{-g}(A(-g) C \xi) T_{0}\left(e_{r}\right)$ is already a scaler.
Lemma 8.3. Eq.(3.33) is equivalent to

$$
\begin{equation*}
\sum_{r} \hat{B}_{g}\left(e_{r}\right) \hat{B}_{g}\left(e_{r}\right)^{*}=\frac{1}{n} Q_{0} \otimes Q_{0}-\frac{\delta_{g, 0}}{d} \sum_{s, t} T_{0}\left(e_{s}\right) T_{0}\left(J e_{s}\right) T_{0}\left(J e_{t}\right)^{*} T_{0}\left(e_{t}\right)^{*} \tag{8.10}
\end{equation*}
$$

Proof. Note that we have

$$
U(g)=\sum_{h}\langle g, h\rangle S_{h} S_{h}^{*}+\sum_{h, t} T_{h-g}\left(e_{t}\right) T_{h}\left(e_{t}\right)^{*}
$$
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In view of the proof of Lemma 3.15, it suffices to show that the above equality is equivalent to

$$
j_{2} \circ j_{1}^{-1} U_{\mathcal{K}}(g)\left(j_{2} \circ j_{1}^{-1}\right)^{*} \otimes U_{\mathcal{K}}(g)=\sum_{l}\langle g, l\rangle Q \rho\left(S_{l} S_{l}^{*}\right) Q+\sum_{l, s} l\left(T_{l-g}\left(e_{s}\right)\right) l\left(T_{l}\left(e_{s}\right)\right)^{*} .
$$

The left-hand side is

$$
\begin{aligned}
& \sum_{h, k, s, t} T_{g+h}\left(A(g+h) A(h)^{*} e_{s}\right) T_{h}\left(e_{s}\right)^{*} \otimes T_{k-g}\left(e_{t}\right) T_{k}\left(e_{t}\right)^{*} \\
& =\sum_{h, k, s, t} \overline{\langle g, h\rangle} T_{g+h}\left(A(g) e_{s}\right) T_{h}\left(e_{s}\right)^{*} \otimes T_{k-g}\left(e_{t}\right) T_{k}\left(e_{t}\right)^{*}
\end{aligned}
$$

The first term of the right-hand side is

$$
\begin{aligned}
& \sum_{l}\langle g, l\rangle U_{\mathcal{K}}(l) \rho\left(S_{0} S_{0}^{*}\right) U_{\mathcal{K}}(l)^{*} \\
& =\frac{1}{d} \sum_{l, p, q, s, t}\langle g, l\rangle U_{\mathcal{K}}(l) T_{p}\left(e_{s}\right) T_{-p}\left(A(-p) J e_{s}\right) T_{-q}\left(A(-q) J e_{t}\right)^{*} T_{q}\left(e_{t}\right)^{*} U_{\mathcal{K}}(l)^{*} \\
& =\frac{1}{d} \sum_{l, p, q, s, t}\langle g, l\rangle T_{p-l}\left(e_{s}\right) T_{q-l}\left(e_{t}\right)^{*} \otimes T_{-p}\left(A(-p) J e_{s}\right) T_{-q}\left(A(-q) J e_{t}\right)^{*} \\
& =\frac{1}{d} \sum_{h, k, p, s, t} \overline{\langle g, h+k\rangle} T_{h+k+p}\left(e_{s}\right) T_{h}\left(e_{t}\right)^{*} \otimes T_{-p}\left(A(-p) J e_{s}\right) T_{k}\left(A(k) J e_{t}\right)^{*} \\
& =\frac{1}{d} \sum_{h, k, p, s, t} \overline{\langle g, h+k\rangle} T_{h+p}\left(e_{s}\right) T_{h}\left(e_{t}\right)^{*} \otimes T_{k-p}\left(A(k-p) J e_{s}\right) T_{k}\left(A(k) J e_{t}\right)^{*}
\end{aligned}
$$

The second term of the right-hand side is

$$
\begin{aligned}
& \sum_{h, k, k^{\prime}, l, s}\left(U_{\mathcal{K}}\left(-h-k^{\prime}\right) \otimes U_{\mathcal{K}}\left(k^{\prime}\right)\right)\left(\langle l-g, h\rangle A\left(k^{\prime}\right) \otimes I\right) B_{k^{\prime}+l-g}\left(e_{s}\right) \\
& \times B_{l+k}\left(e_{s}\right)^{*}\left(\langle l,-h\rangle A(k)^{*} \otimes I\right)\left(U_{\mathcal{K}}(h+k) \otimes U_{\mathcal{K}}(-k)\right) \\
& =\sum_{h, k, k^{\prime}, l, s} \overline{\langle g, h\rangle}\left(U_{\mathcal{K}}\left(-h-k^{\prime}\right) \otimes U_{\mathcal{K}}\left(k^{\prime}\right)\right)\left(A\left(k^{\prime}\right) \otimes I\right) \\
& \times B_{l+k^{\prime}-k-g}\left(e_{s}\right) B_{l}\left(e_{s}\right)^{*}\left(A(k)^{*} \otimes I\right)\left(U_{\mathcal{K}}(h+k) \otimes U_{\mathcal{K}}(-k)\right) \\
& =\sum_{h, k, p, l, s} \overline{\langle g, h+k\rangle}\left(U_{\mathcal{K}}(-h-p) \otimes U_{\mathcal{K}}(-k+p)\right)(A(p-k) \otimes I) \\
& \times B_{l+p-g}\left(e_{s}\right) B_{l}\left(e_{s}\right)^{*}\left(A(-k)^{*} \otimes I\right)\left(U_{\mathcal{K}}(h) \otimes U_{\mathcal{K}}(k)\right)
\end{aligned}
$$

Thus Eq.(3.33) is equivalent to

$$
\begin{aligned}
& \sum_{l, s} B_{l+p-g}\left(e_{s}\right) B_{l}\left(e_{s}\right)^{*} \\
& =\delta_{g, p}\langle g, k\rangle A(g-k)^{*} A(g) A(-k) \otimes Q_{0} \\
& -\frac{1}{d} \sum_{s, t} T_{0}\left(A(p-k)^{*} e_{s}\right) T_{0}\left(A(-k)^{*} e_{t}\right)^{*} \otimes T_{0}\left(A(k-p) J e_{s}\right) T_{0}\left(A(k) J e_{t}\right)^{*} \\
& =\delta_{g, p} Q_{0} \otimes Q_{0}-\frac{1}{d} \sum_{s, t} T_{0}\left(e_{s}\right) T_{0}\left(e_{t}\right)^{*} \otimes T_{0}\left(J e_{s}\right) T_{0}\left(J e_{t}\right)^{*} .
\end{aligned}
$$

Lemma 8.4. Eq.(4.1) is equivalent to

$$
\begin{align*}
& \left(\frac{m}{n}-\frac{1}{d}\right) T_{0}(\xi)  \tag{8.11}\\
& =\sum_{h, s, t} T_{0}\left(A(-h)^{*} C^{*} J e_{s}\right)^{*} B_{-h}\left(T_{0}\left(e_{s}\right)^{*} B_{h}(\xi) T_{0}\left(e_{t}\right)\right) T_{0}\left(C^{*} J e_{t}\right)
\end{align*}
$$

Proof. The left-hand side of Eq.(4.1) for $T_{i}=T_{h+k}\left(e_{s}\right)$ and $T_{j}=T_{k}\left(e_{t}\right)$ is

$$
\begin{aligned}
& \frac{1}{d} \sum_{h, k, s, t} j_{2}\left(T_{h+k}\left(e_{s}\right)\right)^{*} l\left(T_{h+k}\left(e_{s}\right)^{*} l\left(T_{g}(\xi)\right) T_{k}\left(e_{t}\right)\right) j_{2}\left(T_{k}\left(e_{t}\right)\right) \\
& =\frac{1}{n d} \sum_{h, k, p, q, s, t}\langle h+k, p\rangle\langle g, k\rangle \overline{\langle k, q\rangle} \\
& \times T_{p}\left(C^{*} J e_{s}\right)^{*} l\left(U_{\mathcal{K}}(h)^{*} T_{0}\left(A(h)^{*} e_{s}\right)^{*} B_{g+h}(\xi) T_{0}\left(e_{t}\right)\right) T_{q}\left(C^{*} J e_{t}\right) \\
& =\frac{1}{d} \sum_{h, q, s, t}\langle h, q-g\rangle T_{q-g}\left(C^{*} J e_{s}\right)^{*} l\left(T_{-h}\left(T_{0}\left(A(h)^{*} e_{s}\right)^{*} B_{g+h}(\xi) T_{0}\left(e_{t}\right)\right)\right) T_{q}\left(C^{*} J e_{t}\right) \\
& =\frac{1}{d} \sum_{h, q, s, t} \overline{\langle h, g\rangle} U_{\mathcal{K}}(-g) \\
& \times T_{0}\left(A(-g)^{*} C^{*} J e_{s}\right)^{*} B_{-h-g}\left(T_{0}\left(A(h)^{*} e_{s}\right)^{*} B_{g+h}(\xi) T_{0}\left(e_{t}\right)\right) T_{0}\left(C^{*} J e_{t}\right) \\
& =\frac{n}{d} \sum_{h, s, t}\langle g-h, g\rangle U_{\mathcal{K}}(-g) \\
& \times T_{0}\left(A(-g)^{*} C^{*} J e_{s}\right)^{*} B_{-h}\left(T_{0}\left(A(h-g)^{*} e_{s}\right)^{*} B_{h}(\xi) T_{0}\left(e_{t}\right)\right) T_{0}\left(C^{*} J e_{t}\right) \\
& =\frac{n}{d} \sum_{h, s, t}\langle g-h, g\rangle U_{\mathcal{K}}(-g) \\
& \times T_{0}\left(A(-g)^{*} A(g-h)^{*} C^{*} J e_{s}\right)^{*} B_{-h}\left(T_{0}\left(e_{s}\right)^{*} B_{h}(\xi) T_{0}\left(e_{t}\right)\right) T_{0}\left(C^{*} J e_{t}\right) \\
& =\frac{n}{d} \sum_{h, s, t} U_{\mathcal{K}}(-g) T_{0}\left(A(-h)^{*} C^{*} J e_{s}\right)^{*} B_{-h}\left(T_{0}\left(e_{s}\right)^{*} B_{h}(\xi) T_{0}\left(e_{t}\right)\right) T_{0}\left(C^{*} J e_{t}\right) .
\end{aligned}
$$

Since

$$
\frac{d}{n}\left(1-\frac{2 n}{d^{2}}\right)=\frac{d^{2}-2 n}{n d}=\frac{m d-n}{n d}=\frac{m}{n}-\frac{1}{d},
$$

we get the statement.
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Lemma 8.5. Eq.(4.2) is equivalent to

$$
\begin{align*}
& \delta_{g, 0}\langle\eta, \zeta\rangle T_{0}(\xi)-\frac{1}{d}\langle\xi, \zeta\rangle T_{0}(\eta)  \tag{8.12}\\
& =\sum_{h, s} T_{0}(J \eta)^{*} B_{g-h}\left(e_{s}\right) T_{0}\left(C^{*} J B_{h}(\xi)^{*} T_{0}\left(A(h)^{*} C^{*} \zeta\right) T_{0}\left(e_{s}\right)\right)
\end{align*}
$$

Eq.(4.3) is equivalent to

$$
\begin{align*}
& \epsilon C^{*} A(k)^{*} T_{0}\left(A(-k)^{*} \zeta\right)^{*} B_{g-k}(\xi) T_{0}(\eta)  \tag{8.13}\\
& =\frac{1}{\sqrt{n}} \sum_{h} \overline{\langle g, h\rangle} B_{h-k}(\zeta)^{*} T_{0}\left(C^{*} A(h)^{*} \eta\right) T_{0}\left(C^{*} A(g)^{*} \xi\right) .
\end{align*}
$$

Under the presence of Eq.(8.7), Eq.(4.4) is equivalent to

$$
\begin{align*}
& \sum_{g, t} B_{g}\left(T_{0}\left(A(-g-h)^{*} \zeta\right)^{*} B_{-g-h}(\xi) T_{0}\left(e_{t}\right)\right) B_{g+k}\left(e_{t}\right)^{*} T_{0}(\eta)  \tag{8.14}\\
& =\langle h, k\rangle B_{k}\left(A(-h)^{*} \zeta\right)^{*} T_{0}(\eta) B_{-h}(\xi)-\frac{\epsilon}{d \sqrt{n}}\left\langle C^{*} \xi, \zeta\right\rangle_{\mathcal{K}_{0}} \sum_{t} T_{0}\left(e_{t}\right) T_{0}\left(J e_{t}\right) T_{0}(J \eta)^{*}
\end{align*}
$$

Proof. We set $T=T_{g}(\xi)$, $T^{\prime}=T_{g^{\prime}}(\eta)$, and $T_{g^{\prime \prime}}(\zeta)$ in Eq.(4.2), (4.3, (4.4)). Then the left-hand side of Eq.(4.2)is

$$
\begin{aligned}
& \sum_{i} T_{g^{\prime}}(\eta)^{*} l\left(T_{i}\right) j_{2}\left(l\left(T_{g}(\xi)\right)^{*} j_{2}\left(T_{g^{\prime \prime}}(\zeta)\right) T_{i}\right) \\
& =\sum_{h, k, s} T_{g^{\prime}}(\eta)^{*} l\left(T_{-h}\left(e_{s}\right)\right) j_{2}\left(l\left(T_{g}(\xi)\right)^{*} \frac{\epsilon}{\sqrt{n}} \overline{\left\langle g^{\prime \prime}, h+k\right\rangle} T_{h+k}\left(C^{*} J \zeta\right) T_{-h}\left(e_{s}\right)\right) \\
& =\frac{\epsilon}{\sqrt{n}} \sum_{h, k, s}\left\langle g^{\prime \prime}, h+k\right\rangle\langle k, g\rangle T_{g^{\prime}}(\eta)^{*} l\left(T_{-h}\left(e_{s}\right)\right) j_{2}\left(T_{k}\left(B_{g+h}(\xi)^{*} T_{0}\left(A(h)^{*} C^{*} J \zeta\right) T_{0}\left(e_{s}\right)\right)\right) \\
& =\frac{1}{n} \sum_{h, k, f, s}\left\langle g+g^{\prime \prime}-f, k\right\rangle\left\langle h, g^{\prime \prime}\right\rangle \\
& \times T_{g^{\prime}}(\eta)^{*} l\left(T_{-h}\left(e_{s}\right)\right) T_{f}\left(C^{*} J B_{g+h}(\xi)^{*} T_{0}\left(A(h)^{*} C^{*} J \zeta\right) T_{0}\left(e_{s}\right)\right) \\
& =\sum_{h, k, s}\left\langle h, g^{\prime \prime}\right\rangle T_{g^{\prime}}(\eta)^{*} l\left(T_{-h}\left(e_{s}\right)\right) T_{g+g^{\prime \prime}}\left(C^{*} J B_{g+h}(\xi)^{*} T_{0}\left(A(h)^{*} C^{*} J \zeta\right) T_{0}\left(e_{s}\right)\right) \\
& =\sum_{h, k, s} \overline{\langle h, g\rangle} U_{\mathcal{K}}\left(g^{\prime}-g^{\prime \prime}-g\right) T_{0}\left(A\left(g^{\prime}-g^{\prime \prime}-g\right)^{*} \eta\right)^{*} B_{g^{\prime}-g^{\prime \prime}-g-h}\left(e_{s}\right) \\
& \times T_{0}\left(C^{*} J B_{g+h}(\xi)^{*} T_{0}\left(A(h)^{*} C^{*} J \zeta\right) T_{0}\left(e_{s}\right)\right) \\
& =\sum_{h, k, s} U_{\mathcal{K}}\left(g^{\prime}-g^{\prime \prime}-g\right) T_{0}\left(A\left(g^{\prime}-g^{\prime \prime}-g\right)^{*} \eta\right)^{*} B_{g^{\prime}-g^{\prime \prime}-g-h}\left(e_{s}\right) \\
& \times T_{0}\left(C^{*} J B_{g+h}(\xi)^{*} T_{0}\left(A(h+g)^{*} A(g) C^{*} J \zeta\right) T_{0}\left(e_{s}\right)\right) \\
& =\sum_{h, k, s} U_{\mathcal{K}}\left(g^{\prime}-g^{\prime \prime}-g\right) T_{0}\left(A\left(g^{\prime}-g^{\prime \prime}-g\right)^{*} \eta\right)^{*} B_{g^{\prime}-g^{\prime \prime}-h}\left(e_{s}\right) \\
& \times T_{0}\left(C^{*} J B_{h}(\xi)^{*} T_{0}\left(A(h)^{*} A(g) C^{*} J \zeta\right) T_{0}\left(e_{s}\right)\right) .
\end{aligned}
$$
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The right-hand side is

$$
\begin{aligned}
& \epsilon \delta_{g^{\prime}, g^{\prime \prime}}\langle\zeta, \eta\rangle T_{g}(\xi)-\frac{1}{d} \sum_{h}\left\langle T_{g^{\prime \prime}-h}(\zeta), T_{-g}(A(-g) J \xi)\right\rangle T_{h-g^{\prime}}\left(A\left(h-g^{\prime}\right) J \eta\right) \\
& =\epsilon \delta_{g^{\prime}, g^{\prime \prime}}\langle\zeta, \eta\rangle T_{g}(\xi)-\frac{1}{d} \sum_{h}\langle\zeta, A(-g) J \xi\rangle \delta_{h, g+g^{\prime \prime}} T_{h-g^{\prime}}\left(A\left(h-g^{\prime}\right) J \eta\right) \\
& =\epsilon \delta_{g^{\prime}, g^{\prime \prime}}\langle\zeta, \eta\rangle T_{g+g^{\prime \prime}-g^{\prime}}(\xi)-\frac{\epsilon}{d}\langle\xi, A(g) J \zeta\rangle T_{g+g^{\prime \prime}-g^{\prime}}\left(A\left(g+g^{\prime \prime}-g^{\prime}\right) J \eta\right) .
\end{aligned}
$$

Thus we get

$$
\begin{aligned}
& \delta_{g^{\prime}, 0}\langle\eta, \zeta\rangle T_{0}(\xi)-\frac{1}{d}\langle\xi, A(g) \zeta\rangle T_{0}\left(A\left(g-g^{\prime}\right) \eta\right) \\
& =\sum_{h, s} T_{0}\left(A\left(g^{\prime}-g\right)^{*} J \eta\right)^{*} B_{g^{\prime}-h}\left(e_{s}\right) T_{0}\left(C^{*} J B_{h}(\xi)^{*} T_{0}\left(A(h)^{*} A(g) C^{*} \zeta\right) T_{0}\left(e_{s}\right)\right)
\end{aligned}
$$

Replacing $\eta$ with $A\left(g-g^{\prime}\right)^{*} \eta$ and $\zeta$ with $A(g)^{*} \zeta$, we get Eq.(8.12).
Note that we have

$$
\begin{aligned}
j_{2} \circ j_{1}^{-1}\left(T_{g}(\xi)\right) & =\epsilon j_{2}\left(T_{-g}(A(-g) J \xi)\right)=\frac{1}{\sqrt{n}} \sum_{h}\langle g, h\rangle T_{h}\left(C^{*} J A(-g) J \xi\right) \\
& =\frac{\epsilon}{\sqrt{n}} \sum_{h}\langle g, h\rangle T_{h}\left(C^{*} A(g)^{*} \xi\right)
\end{aligned}
$$

The left-hand side of Eq.(4.3) is

$$
\begin{aligned}
& \frac{1}{n} \sum_{h, k} l\left(T_{g^{\prime \prime}}(\zeta)\right)^{*}\left\langle g^{\prime}, h+k\right\rangle\langle g,-h\rangle T_{h+k}\left(C^{*} A\left(g^{\prime}\right)^{*} \eta\right) T_{-h}\left(C^{*} A(g)^{*} \xi\right) \\
& =\frac{1}{n} \sum_{h, k}\left\langle g^{\prime}-g, h\right\rangle\left\langle g^{\prime}-g^{\prime \prime}, k\right\rangle U_{\mathcal{K}}(-k) B_{g^{\prime \prime}+h}(\zeta)^{*} T_{0}\left(C^{*} A(h)^{*} A\left(g^{\prime}\right)^{*} \eta\right) T_{0}\left(C^{*} A(g)^{*} \xi\right) \\
& =\frac{1}{n} \sum_{h, k} \overline{\langle g, h\rangle\left\langle g^{\prime}-g^{\prime \prime}, k\right\rangle U_{\mathcal{K}}(-k) B_{g^{\prime \prime}+h}(\zeta)^{*} T_{0}\left(C^{*} A\left(h+g^{\prime}\right)^{*} \eta\right) T_{0}\left(C^{*} A(g)^{*} \xi\right)} \\
& =\frac{1}{n} \sum_{h, k} \overline{\left\langle g, h-g^{\prime}\right\rangle}\left\langle g^{\prime}-g^{\prime \prime}, k\right\rangle U_{\mathcal{K}}(-k) B_{h+g^{\prime \prime}-g^{\prime}}(\zeta)^{*} T_{0}\left(C^{*} A(h)^{*} \eta\right) T_{0}\left(C^{*} A(g)^{*} \xi\right)
\end{aligned}
$$

The right-hand side of Eq.(4.3) is

$$
\begin{aligned}
& j_{2} \circ j_{1}^{-1}\left(T_{g^{\prime \prime}}(\zeta)^{*} l\left(T_{g}(\xi)\right) T_{g^{\prime}}(\eta)\right) \\
& =\left\langle g^{\prime}, g\right\rangle j_{2} \circ j_{1}^{-1}\left(T_{g^{\prime}-g^{\prime \prime}}\left(T_{0}\left(A\left(g^{\prime \prime}-g^{\prime}\right)^{*} \zeta\right)^{*} B_{g+g^{\prime \prime}-g^{\prime}}(\xi) T_{0}(\eta)\right)\right) \\
& =\frac{\epsilon\left\langle g^{\prime}, g\right\rangle}{\sqrt{n}} \sum_{k}\left\langle k, g^{\prime}-g^{\prime \prime}\right\rangle T_{k}\left(C^{*} A\left(g^{\prime}-g^{\prime \prime}\right)^{*} T_{0}\left(A\left(g^{\prime \prime}-g^{\prime}\right)^{*} \zeta\right)^{*} B_{g+g^{\prime \prime}-g^{\prime}}(\xi) T_{0}(\eta)\right) .
\end{aligned}
$$
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Let $f=g^{\prime}-g^{\prime \prime}$. Then Eq.(4.3) is equivalent to

$$
\begin{aligned}
& \epsilon C^{*} A(f)^{*} T_{0}\left(A(-f)^{*} \zeta\right)^{*} B_{g-f}(\xi) T_{0}(\eta) \\
& =\frac{1}{\sqrt{n}} \sum_{h} \overline{\langle g, h\rangle} B_{h-f}(\zeta)^{*} T_{0}\left(C^{*} A(h)^{*} \eta\right) T_{0}\left(C^{*} A(g)^{*} \xi\right) .
\end{aligned}
$$

The left-hand side of Eq.(4.4) is

$$
\begin{aligned}
& l\left(T_{g^{\prime \prime}}(\zeta)\right)^{*} T_{g^{\prime}}(\eta) l\left(T_{g}(\xi)\right) \\
& =\sum_{k, h} \overline{\left\langle g^{\prime \prime}, k\right\rangle} U_{\mathcal{K}}(-k) B_{g^{\prime \prime}+h}(\zeta)^{*}\left(A(h)^{*} U_{\mathcal{K}}(h+k) \otimes U_{\mathcal{K}}(-h)\right) T_{g^{\prime}}(\eta) l\left(T_{g}(\xi)\right) \\
& =\sum_{k, h} \overline{\left\langle g^{\prime \prime}, k\right\rangle} U_{\mathcal{K}}(-k) B_{g^{\prime \prime}+h}(\zeta)^{*} T_{g^{\prime}-h-k}\left(A(h)^{*} \eta\right) U_{\mathcal{K}}(-h) l\left(T_{g}(\xi)\right) \\
& =\sum_{k} \overline{\left\langle g^{\prime \prime}, k\right\rangle} U_{\mathcal{K}}(-k) B_{g^{\prime}+g^{\prime \prime}-k}(\zeta)^{*} T_{0}\left(A\left(g^{\prime}-k\right)^{*} \eta\right) U_{\mathcal{K}}\left(k-g^{\prime}\right) l\left(T_{g}(\xi)\right) \\
& =\sum_{k, k^{\prime}, h^{\prime}}\left\langle g, k^{\prime}\right\rangle \overline{\left\langle g^{\prime \prime}, k\right\rangle} U_{\mathcal{K}}(-k) B_{g^{\prime}+g^{\prime \prime}-k}(\zeta)^{*} T_{0}\left(A\left(g^{\prime}-k\right)^{*} \eta\right) U_{\mathcal{K}}\left(k-g^{\prime}\right) \\
& \times\left(U_{\mathcal{K}}\left(-h^{\prime}-k^{\prime}\right) A\left(h^{\prime}\right) \otimes U_{\mathcal{K}}\left(h^{\prime}\right)\right) B_{g+h^{\prime}}(\xi) U_{\mathcal{K}}\left(k^{\prime}\right) \\
& =\sum_{k, k^{\prime}}\left\langle g, k^{\prime}\right\rangle \overline{\left\langle g^{\prime \prime}, k\right\rangle} U_{\mathcal{K}}(-k) B_{g^{\prime}+g^{\prime \prime}-k}(\zeta)^{*} T_{0}\left(A\left(g^{\prime}-k\right)^{*} \eta\right) \\
& \times\left(A\left(k-k^{\prime}-g^{\prime}\right) \otimes U_{\mathcal{K}}\left(k-k^{\prime}-g^{\prime}\right)\right) B_{g-g^{\prime}+k-k^{\prime}}(\xi) U_{\mathcal{K}}\left(k^{\prime}\right)
\end{aligned}
$$

The first term of the right-hand side is

$$
\begin{aligned}
& \sum_{f, t} l\left(T_{g^{\prime \prime}}(\zeta)^{*} l\left(T_{g}(\xi)\right) T_{f}\left(e_{t}\right)\right) l\left(T_{f}\left(e_{t}\right)\right)^{*} T_{g^{\prime}}(\eta) \\
& =\sum_{f, t, h}\langle g, f\rangle l\left(T_{g^{\prime \prime}}(\zeta)^{*}\left(U_{\mathcal{K}}(-h-f) A(h) \otimes U_{\mathcal{K}}(h)\right) B_{g+h}(\xi) T_{0}\left(e_{t}\right)\right) l\left(T_{f}\left(e_{t}\right)\right)^{*} T_{g^{\prime}}(\eta) \\
& =\sum_{f, t}\langle g, f\rangle l\left(U_{\mathcal{K}}\left(g^{\prime \prime}-f\right) T_{0}\left(A\left(g^{\prime \prime}-f\right)^{*} \zeta\right)^{*} B_{g+g^{\prime \prime}-f}(\xi) T_{0}\left(e_{t}\right)\right) l\left(T_{f}\left(e_{t}\right)\right)^{*} T_{g^{\prime}}(\eta) \\
& =\sum_{f, t, p, q}\langle g, f\rangle\left\langle q, f-g^{\prime \prime}\right\rangle\left(U_{\mathcal{K}}(-p-q) A(p) \otimes U_{\mathcal{K}}(p)\right) \\
& \times B_{f-g^{\prime \prime}+p}\left(T_{0}\left(A\left(g^{\prime \prime}-f\right)^{*} \zeta\right)^{*} B_{g+g^{\prime \prime}-f}(\xi) T_{0}\left(e_{t}\right)\right) U_{\mathcal{K}}(q) l\left(T_{f}\left(e_{t}\right)\right)^{*} T_{g^{\prime}}(\eta) \\
& =\sum_{f, t, p, q, r}\langle g, f\rangle \overline{\left\langle q, g^{\prime \prime}\right\rangle\left(U_{\mathcal{K}}(-p-q) A(p) \otimes U_{\mathcal{K}}(p)\right)} \\
& \times B_{f-g^{\prime \prime}+p}\left(T_{0}\left(A\left(g^{\prime \prime}-f\right)^{*} \zeta\right)^{*} B_{g+g^{\prime \prime}-f}(\xi) T_{0}\left(e_{t}\right)\right) U_{\mathcal{K}}(q) \\
& \times U_{\mathcal{K}}(-q) B_{f+r}\left(e_{t}\right)^{*}\left(A(r)^{*} U_{\mathcal{K}}(r+q) \otimes U_{\mathcal{K}}(-r)\right) T_{g^{\prime}}(\eta) \\
& =\sum_{f, t, p, r}\langle g, f\rangle\left\langle r-g^{\prime}, g^{\prime \prime}\right\rangle\left(U_{\mathcal{K}}\left(-p+r-g^{\prime}\right) A(p) \otimes U_{\mathcal{K}}(p)\right) \\
& \times B_{f-g^{\prime \prime}+p}\left(T_{0}\left(A\left(g^{\prime \prime}-f\right)^{*} \zeta\right)^{*} B_{g+g^{\prime \prime}-f}(\xi) T_{0}\left(e_{t}\right)\right) B_{f+r}\left(e_{t}\right)^{*} T_{0}\left(A(r)^{*} \eta\right) U_{\mathcal{K}}(-r) \\
& =\sum_{f, t, k, r}\langle g, f\rangle\left\langle r-g^{\prime}, g^{\prime \prime}\right\rangle\left(U_{\mathcal{K}}(-k) A\left(k+r-g^{\prime}\right) \otimes U_{\mathcal{K}}\left(k+r-g^{\prime}\right)\right) \\
& \times B_{f+k+r-g^{\prime}-g^{\prime \prime}}\left(T_{0}\left(A\left(g^{\prime \prime}-f\right)^{*} \zeta\right)^{*} B_{g+g^{\prime \prime}-f}(\xi) T_{0}\left(e_{t}\right)\right) B_{f+r}\left(e_{t}\right)^{*} T_{0}\left(A(r)^{*} \eta\right) U_{\mathcal{K}}(-r) \\
& =\sum_{f, t, k, k^{\prime}}\langle g, f\rangle \overline{\left\langle k^{\prime}+g^{\prime}, g^{\prime \prime}\right\rangle\left(U_{\mathcal{K}}(-k) A\left(k-k^{\prime}-g^{\prime}\right) \otimes U_{\mathcal{K}}\left(k-k^{\prime}-g^{\prime}\right)\right)} \\
& \times B_{f+k-k^{\prime}-g^{\prime}-g^{\prime \prime}}\left(T_{0}\left(A\left(g^{\prime \prime}-f\right)^{*} \zeta\right)^{*} B_{g+g^{\prime \prime}-f}(\xi) T_{0}\left(e_{t}\right)\right) B_{f-k^{\prime}}\left(e_{t}\right)^{*} T_{0}\left(A\left(-k^{\prime}\right)^{*} \eta\right) U_{\mathcal{K}}\left(k^{\prime}\right)
\end{aligned}
$$

The second term of the right-hand side is

$$
\begin{aligned}
& \frac{1}{d} \sum_{h, k, t}\left\langle V(h) j_{2} \circ j_{1}^{-1}\left(T_{g}(\xi)\right), T_{g^{\prime \prime}}(\zeta)\right\rangle_{\mathcal{K}} \\
& \times U_{\mathcal{K}}(h) T_{h+k}\left(e_{t}\right) j_{1}\left(T_{h+k}\left(e_{t}\right)\right) j_{1}\left(U_{\mathcal{K}}(h)^{*} T_{g^{\prime}}(\eta)\right)^{*} \\
& =\frac{\epsilon}{d \sqrt{n}} \sum_{h, k, t}\left\langle h, g^{\prime \prime}\right\rangle\left\langle g, g^{\prime \prime}\right\rangle\left\langle C^{*} A(g)^{*} \xi, \zeta\right\rangle_{\mathcal{K}_{0}} \\
& \times T_{k}\left(e_{t}\right) T_{-h-k}\left(A(-h-k) J e_{t}\right) T_{-h-g^{\prime}}\left(A\left(-h-g^{\prime}\right) J \eta\right)^{*} \\
& =\frac{\epsilon}{d \sqrt{n}} \sum_{k, k^{\prime}, t} \overline{\left\langle k^{\prime}+g^{\prime}, g^{\prime \prime}\right\rangle\left\langle g, g^{\prime \prime}\right\rangle\left\langle C^{*} A(g)^{*} \xi, \zeta\right\rangle_{\mathcal{K}_{0}}} \\
& \times T_{k}\left(e_{t}\right) T_{g^{\prime}-k+k^{\prime}}\left(A\left(g^{\prime}-k+k^{\prime}\right) J e_{t}\right) T_{k^{\prime}}\left(A\left(k^{\prime}\right) J \eta\right)^{*} .
\end{aligned}
$$

Thus we get

$$
\begin{aligned}
& \sum_{f, t}\langle g, f\rangle B_{f+k-k^{\prime}-g^{\prime}-g^{\prime \prime}}\left(T_{0}\left(A\left(g^{\prime \prime}-f\right)^{*} \zeta\right)^{*} B_{g+g^{\prime \prime}-f}(\xi) T_{0}\left(e_{t}\right)\right) \\
& \times B_{f-k^{\prime}}\left(e_{t}\right)^{*} T_{0}\left(A\left(-k^{\prime}\right)^{*} \eta\right) \\
& \frac{\epsilon}{d \sqrt{n}}\left\langle g, g^{\prime \prime}\right\rangle\left\langle C^{*} A(g)^{*} \xi, \zeta\right\rangle_{\mathcal{K}_{0}} \sum_{t} T_{0}\left(e_{t}\right) T_{0}\left(J e_{t}\right) T_{0}\left(A\left(k^{\prime}\right) J \eta\right)^{*} \\
& =\left\langle g^{\prime}, g^{\prime \prime}\right\rangle\left\langle g+g^{\prime \prime}, k^{\prime}\right\rangle \overline{\left\langle g^{\prime \prime}, k\right\rangle} A\left(k-k^{\prime}-g^{\prime}\right)^{*} B_{g^{\prime}+g^{\prime \prime}-k}(\zeta)^{*} T_{0}\left(A\left(g^{\prime}-k\right)^{*} \eta\right) \\
& \times A\left(k-k^{\prime}-g^{\prime}\right) B_{g-g^{\prime}+k-k^{\prime}}(\xi) \\
& =\left\langle g^{\prime}, g^{\prime \prime}\right\rangle\left\langle g+g^{\prime \prime}, k^{\prime}\right\rangle\left\langle g^{\prime \prime}, k\right\rangle B_{g^{\prime}+g^{\prime \prime}-k}\left(A\left(k-k^{\prime}-g^{\prime}\right)^{*} \zeta\right)^{*} \\
& \times T_{0}\left(A\left(k-k^{\prime}-g^{\prime}\right)^{*} A\left(g^{\prime}-k\right)^{*} \eta\right) B_{g-g^{\prime}+k-k^{\prime}}(\xi) \\
& =\left\langle g^{\prime \prime}, g^{\prime}-k+k^{\prime}\right\rangle\left\langle g, k^{\prime}\right\rangle\left\langle k-k^{\prime}-g^{\prime},-g^{\prime}+k\right\rangle \\
& \times B_{g^{\prime}+g^{\prime \prime}-k}\left(A\left(k-k^{\prime}-g^{\prime}\right)^{*} \zeta\right)^{*} T_{0}\left(A\left(-k^{\prime}\right)^{*} \eta\right) B_{g-g^{\prime}+k-k^{\prime}}(\xi),
\end{aligned}
$$

where we used Eq.(8.7). Replacing $k, \eta$, and $\zeta$ with $k^{\prime \prime}+k^{\prime}+g^{\prime}, A\left(-k^{\prime}\right) \eta$, and $A(g)^{*} \zeta$ respectively, and multiplying $\overline{\left\langle g, g^{\prime \prime}\right\rangle}$ make the first term of the left-hand side of this as

$$
\begin{aligned}
& \sum_{f, t} B_{f+k^{\prime \prime}-g^{\prime \prime}}\left(T_{0}\left(A\left(g+g^{\prime \prime}-f\right)^{*} \zeta\right)^{*} B_{g+g^{\prime \prime}-f}(\xi) T_{0}\left(e_{t}\right)\right) B_{f-k^{\prime}}\left(e_{t}\right)^{*} T_{0}(\eta) \\
& =\sum_{x, t} B_{x}\left(T_{0}\left(A\left(g+k^{\prime \prime}-x\right)^{*} \zeta\right)^{*} B_{g+k^{\prime \prime}-x}(\xi) T_{0}\left(e_{t}\right)\right) B_{x-k^{\prime \prime}-k^{\prime}+g^{\prime \prime}}\left(e_{t}\right)^{*} T_{0}(\eta)
\end{aligned}
$$

The second term becomes

$$
\frac{\epsilon}{d \sqrt{n}}\left\langle C^{*} \xi, \zeta\right\rangle_{\mathcal{K}_{0}} \sum_{t} T_{0}\left(e_{t}\right) T_{0}\left(J e_{t}\right) T_{0}(J \eta)^{*}
$$

The right-hand side becomes

$$
\begin{aligned}
& \overline{\left\langle g^{\prime \prime}, k^{\prime \prime}\right\rangle}\left\langle g, k^{\prime}-g^{\prime \prime}\right\rangle\left\langle k^{\prime \prime}, k^{\prime}+k^{\prime \prime}\right\rangle B_{g^{\prime \prime}-k^{\prime \prime}-k^{\prime}}\left(A\left(k^{\prime \prime}\right)^{*} A(g)^{*} \zeta\right)^{*} T_{0}(\eta) B_{g+k^{\prime \prime}}(\xi) \\
& =\left\langle g, k^{\prime \prime}\right\rangle \overline{\left\langle g^{\prime \prime}, k^{\prime \prime}\right\rangle}\left\langle g, k^{\prime}-g^{\prime \prime}\right\rangle\left\langle k^{\prime \prime}, k^{\prime}+k^{\prime \prime}\right\rangle B_{g^{\prime \prime}-k^{\prime \prime}-k^{\prime}}\left(A\left(g+k^{\prime \prime}\right)^{*} \zeta\right)^{*} T_{0}(\eta) B_{g+k^{\prime \prime}}(\xi) \\
& =\left\langle g^{\prime \prime}-k^{\prime}-k^{\prime \prime},-g-k^{\prime}\right\rangle B_{g^{\prime \prime}-k^{\prime \prime}-k^{\prime \prime}}\left(A\left(g+k^{\prime \prime}\right)^{*} \zeta\right)^{*} T_{0}(\eta) B_{g+k^{\prime \prime}}(\xi) \text {. }
\end{aligned}
$$

This is equivalent to Eq.(8.14).
Theorem 4.9 and our computation so far show the following classification theorem.
Theorem 8.6. $C^{*}$ near-group categories with a finite abelian group $G$ and irrational d is completely classified by

$$
\left(\epsilon,\langle\cdot, \cdot\rangle, \mathcal{K}_{0}, A(g), B_{g}, C, J\right)
$$

satisfying the conditions in the statement of Lemma 7.4 and Eq.(8.5)-(8.14) up to equivalence in the following sense: we say that two tuples

$$
\left(\epsilon,\langle\cdot, \cdot\rangle, \mathcal{K}_{0}, A(g), B_{g}, C, J\right), \quad\left(\epsilon^{\prime},\langle\cdot, \cdot\rangle^{\prime}, \mathcal{K}_{0}^{\prime}, A^{\prime}(g), B_{g}^{\prime}, C^{\prime}, J^{\prime}\right)
$$

are equivalent if there exist a unitary $W: \mathcal{K}_{0} \rightarrow \mathcal{K}_{0}^{\prime}$ and a group automorphism $\varphi \in \operatorname{Aut}(G)$ satisfying $\langle g, h\rangle^{\prime}=\langle\varphi(g), \varphi(h)\rangle, A^{\prime}(g)=W A(\varphi(g)) W^{*}, B_{\varphi(g)}^{\prime}(W \xi) W=(W \otimes W) B_{g}(\xi), C^{\prime}=W C W^{*}$, and $J^{\prime}=W J W^{*}$.
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Now we assume that an orthonormal basis $\left\{e_{t}\right\}_{t \in \Lambda}$ of $\mathcal{K}_{0}$ satisfies the conditions in Lemma 7.4, and define $b_{r, p}^{s, t}(g) \in \mathbb{C}$ by

$$
b_{t, u}^{r, s}(g)=T\left(e_{s}\right)^{*} T\left(e_{r}\right)^{*} B_{g}\left(e_{u}\right) T\left(e_{t}\right) .
$$

Then we have

$$
B_{g}\left(e_{u}\right)=\sum_{r, s, t} b_{t, u}^{r, s}(g) T_{0}\left(e_{r}\right) T_{0}\left(e_{s}\right) T_{0}\left(e_{t}\right)^{*}
$$

Theorem 8.7. In terms of $b_{t, u}^{r . s}(g)$, Eq.(8.5)-(8.14) altogether are equivalent to

$$
\begin{gather*}
\frac{1}{\sqrt{n}} \sum_{h}\langle g, h\rangle b_{t, u}^{r, s}(h)=\epsilon \epsilon_{r} \epsilon_{t} c_{u} a(g) \chi_{u}(g) b_{\bar{r}, u}^{s, \bar{t}}(g),  \tag{8.15}\\
\sum_{r} b_{r, u}^{r, s}(0)=-\frac{\delta_{s, u}}{d},  \tag{8.16}\\
\sum_{s} b_{t, s}^{r, s}(0)=-\frac{\delta_{r, t}}{d},  \tag{8.17}\\
\sum_{r, t} \overline{b_{t, u^{\prime}}^{r, s^{\prime}}(g)} b_{t, u}^{r, s}(g)=\frac{\delta_{s, s^{\prime}} \delta_{u, u^{\prime}}}{n}-\frac{\delta_{g, 0} \delta_{s, u} \delta_{s^{\prime}, u^{\prime}}}{d},  \tag{8.18}\\
\sum_{s, u} b_{t, u}^{r, s}(g) \overline{b_{t^{\prime}, u}^{r^{\prime}, s}(g)}=\frac{\delta_{r, r^{\prime}} \delta_{t, t^{\prime}}}{n}-\frac{\delta_{g, 0} \delta_{r, t} \delta_{r^{\prime}, t^{\prime}}}{d},  \tag{8.19}\\
\chi_{r} \chi_{s} \neq \chi_{t} \chi_{u} \Longrightarrow b_{t, u}^{r, s}(g)=0, \quad \forall g \in G,  \tag{8.20}\\
\overline{b_{t, u}^{r, s}(g)}=\epsilon_{s} \epsilon_{u} a(g) \chi_{u}(g) b_{r, \bar{u}}^{t, \bar{s}}(-g),  \tag{8.21}\\
\overline{b_{t, u}^{r, s}(g)}=\epsilon_{t} \epsilon_{r} c_{r} \overline{c_{t}} a(g) \chi_{r}(g) b_{\bar{t}, s}^{\bar{r}, u}(-g),  \tag{8.22}\\
b_{t, u}^{r, s}(g)=\epsilon_{r} \epsilon_{s} \epsilon_{t} \epsilon_{u} c_{t} \overline{c_{r}} \overline{\chi_{r}(g) \chi_{s}(g)} b_{\bar{r}, \bar{s}}^{\bar{t}, \bar{u}}(g),  \tag{8.23}\\
c_{r} \epsilon_{r} \sum_{g, q, s, t} \epsilon_{t} \overline{c_{t}} \overline{b_{q, s}^{v, w}(g)} b_{\bar{t}, s}^{\bar{r}, u}(g+h) b_{q, t}^{p, x}(g+k)  \tag{8.24}\\
=\epsilon_{u} \epsilon_{w} \chi_{r}(h) \overline{\chi_{u}(h)\langle h, k\rangle} \sum_{y} b_{v, r}^{p, y}(k) b_{y, \bar{u}}^{x, \bar{w}}(h)-\frac{c_{u} \epsilon_{\bar{p}} \epsilon_{v}}{d \sqrt{n}} \delta_{r, u} \delta_{w, \bar{v}} \delta_{x, \bar{p}} .
\end{gather*}
$$

Proof. Eq.(8.9) is equivalent to (8.15). Under the presence of this condition, we have equivalence of Eq.(8.5),(8.6),(8.7),(8.8),(8.10) and Eq.(8.16),(8.18)-(8.21).

Eq.(8.11) is equivalent to

$$
\left(\frac{m}{n}-\frac{1}{d}\right) \delta_{p, u}=\sum_{g, r, s, t} \epsilon_{r} \epsilon_{t} c_{r} \overline{c_{t}} a(g) \chi_{r}(g) b_{\overline{\bar{t}, s}}^{\bar{r}, p}(-g) b_{t, u}^{r, s}(g),
$$

which follows from Eq.(8.18),(8.21),(8.23). We show, on the other hand, that this together with Eq.(8.18),(8.21) implies Eq.(8.23). Eq.(8.18) implies

$$
\sum_{s} \sum_{h} \sum_{r, r}\left|b_{t, u}^{r, s}(g)\right|^{2}=\sum_{s} \sum_{h}\left(\frac{1}{n}-\frac{\delta_{g, 0} \delta_{s, u}}{d}\right)=\sum_{s}\left(1-\frac{\delta_{s, u}}{d}\right)=\frac{n}{m}-\frac{1}{d}
$$
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In the same way, we have

$$
\sum_{s} \sum_{h} \sum_{r, r}\left|\epsilon_{r} \epsilon_{t} c_{r} \overline{c_{t}} a(g) \chi_{r}(g) b_{\bar{t}, s}^{\bar{r}, p}(-g)\right|^{2}=\frac{n}{m}-\frac{1}{d}
$$

Thus the Cauchy-Schwartz inequality implies

$$
b_{\bar{t}, s}^{\bar{r}, p}(-g)=\epsilon_{r} \epsilon_{t} c_{t} \overline{c_{r} a(g) \chi_{r}(g) b_{t, u}^{r, s}(g)},
$$

which together with Eq.(8.21) implies Eq.(8.23).
Although Eq.(8.17),(8.22) are redundant, we put them in the statement to emphasize that the equations are symmetric in left and right variables. In fact, Eq.(8.17) follows from Eq.(8.16),(8.19), and Eq.(8.22) follows from Eq. (8.21),(8.23). In the rest of the proof, we assume the conditions we have obtained so far, and show that Eq.(8.12),(8.13) follow from them, and Eq.(8.14) is equivalent to Eq.(8.24).

Eq.(8.12) is equivalent to

$$
\delta_{g, 0} \delta_{r, v} \delta_{p, u}-\frac{\delta_{u, r} \delta_{p, v}}{d}=\sum_{h, s, t} \epsilon_{t} \epsilon_{v} c_{r} \bar{c}_{t} a(h) \chi_{r}(h) b_{t, u}^{r, s}(h) b_{\overline{\bar{v}, s}}^{\bar{v}, p}(g-h),
$$

and by Eq.(8.22) and the Fourier transform, the right-hand side is equal to

$$
\sum_{h, s, t} \epsilon_{r} \epsilon_{v} \overline{b_{\overline{\bar{r}}, s}^{\bar{r}}, u}(-h) b_{\overline{\vec{r}, s}}^{\bar{r}, p}(g-h)=\sum_{k, s, t} \epsilon_{r} \epsilon_{v} \overline{\widehat{b_{\overline{\bar{r}}, s}, u}}(k) \widehat{b_{\bar{r}, s}^{\bar{r}, p}}(k)
$$

Thanks to Eq.(8.15),(8.19), this is equal to the left-hand side.
Eq.(8.13) is equivalent to

$$
\begin{aligned}
& \epsilon \overline{\epsilon c_{s} \chi_{r}(k) \chi_{s}(k)} b_{t, u}^{r, s}(g) \\
& =\overline{c_{t} c_{u} a(g+k) a(k) \chi_{u}(g+k) \chi_{t}(k)\langle g+k, k\rangle} \frac{1}{\sqrt{n}} \sum_{h} \overline{\langle g, h\rangle a(h) \chi_{t}(h) b_{s, r}^{t, u}(h)} .
\end{aligned}
$$

Thanks to $a(g+k) a(k)\langle g+k, k\rangle=a(g) a(k)^{2}\langle k, k\rangle=a(g)$ and Eq.(8.22), the right-hand side is

$$
\begin{aligned}
& \overline{c_{t} c_{u} a(g) \chi_{u}(g+k) \chi_{t}(k)} \frac{1}{\sqrt{n}} \sum_{h} \overline{\langle g, h\rangle a(h) \chi_{t}(h) b_{s, r}^{t, u}(h)} \\
& =\epsilon_{s} \epsilon_{t} \overline{c_{s} c_{u} a(g) \chi_{u}(g+k) \chi_{t}(k)} \frac{1}{\sqrt{n}} \sum_{h} \overline{\langle g, h\rangle} \overline{b_{\bar{s}, u}^{\bar{t}, r}}(-h) .
\end{aligned}
$$

This coincides with the left-hand side thanks to Eq.(8.15),(8.20).
We set $\xi=e_{u}, \eta=e_{p}, \zeta=e_{r}$ in Eq.(8.14). Then left-hand side is

$$
\sum_{g, s, t} a(-g-h) \chi_{r}(-g-h) b_{t, u}^{r, s}(-g-h) B_{g}\left(T_{0}\left(e_{s}\right)\right) B_{g+k}\left(e_{t}\right)^{*} T_{0}\left(e_{p}\right)
$$

Thanks to Eq.(8.22), this is equal to

$$
\begin{aligned}
& \sum_{g, s, t} \epsilon_{t} \epsilon_{r} c_{t} \overline{c_{r}} \overline{b_{\bar{t}, s}^{\overline{\bar{T}}, u}(g+h)} B_{g}\left(T_{0}\left(e_{s}\right)\right) B_{g+k}\left(e_{t}\right)^{*} T_{0}\left(e_{p}\right) \\
& =\sum_{g, s, t, v, w, x} \epsilon_{t} \epsilon_{r} c_{t} \overline{c_{r}} b_{q, s}^{v, w}(g) \overline{b_{\bar{t}, s}^{\bar{r}, u}(g+h)} \overline{b_{q, t}^{p, x}(g+k)} T_{0}\left(e_{v}\right) T_{0}\left(e_{w}\right) T\left(e_{x}\right)^{*}
\end{aligned}
$$

The first term of the right-hand side is

$$
\begin{aligned}
& \langle h, k\rangle a(h) \overline{\chi_{r}(h)} B_{k}\left(e_{r}\right)^{*} T\left(e_{p}\right) B_{-h}\left(e_{u}\right) \\
& =\langle h, k\rangle a(h) \overline{\chi_{r}(h)} \sum_{v, w, x, y} \overline{b_{v, r}^{p, y}(k)} b_{x, u}^{y, w}(-h) T_{0}\left(e_{v}\right) T_{0}\left(e_{w}\right) T_{0}\left(e_{x}\right)^{*} \\
& =\epsilon_{u}\langle h, k\rangle \chi_{u}(h) \overline{\chi_{r}(h)} \sum_{v, w, x, y} \epsilon_{w} \overline{b_{v, r}^{p, y}(k) b_{y, \bar{u}}^{x, \bar{w}}(h)} T_{0}\left(e_{v}\right) T_{0}\left(e_{w}\right) T_{0}\left(e_{x}\right)^{*},
\end{aligned}
$$

where we used Eq.(8.21). The second term is

$$
-\frac{\overline{c_{u}} \delta_{r, u} \epsilon_{\bar{p}}}{d \sqrt{n}} \sum_{v, w, x} \epsilon_{v} \delta_{w, \bar{v}} \delta_{x, \bar{p}} T_{0}\left(e_{v}\right) T_{0}\left(e_{w}\right) T_{0}\left(e_{x}\right)^{*}
$$

Thus Eq.(8.14) is equivalent to Eq.(8.24).
Since $\langle\cdot, \cdot\rangle$ is non-degenerate, there exists unique $g_{r} \in G$ for each $r \in \Lambda$ satisfying $\chi_{r}(g)=\left\langle g, g_{r}\right\rangle$ for any $g \in G$.

Lemma 8.8. Eq.(8.15) and (8.23) imply

$$
\begin{equation*}
b_{t, u}^{r, s}(g)=c_{r} c_{u} \overline{c_{s} c_{t}} b_{u, t}^{s, r}\left(g+g_{s}-g_{u}\right) \tag{8.25}
\end{equation*}
$$

Proof. Assuming Eq.(8.15),(8.20), and (8.23), we get

$$
\begin{aligned}
& \mathcal{F}^{-1}\left(b_{t, u}^{r, s}\right)(h)=\epsilon \epsilon_{r} \epsilon_{t} c_{u} a(h) \chi_{u}(h) b_{\bar{T}, u}^{s, \bar{t}} \\
& =\epsilon \epsilon_{r} \epsilon_{t} c_{u} a(h) \chi_{u}(h) \epsilon_{s} \epsilon_{\bar{t}} \epsilon_{\bar{r}} \epsilon_{u} c_{\bar{r}} \overline{c_{s}} \overline{\chi_{s}(h)} \chi_{\bar{t}}(h) \\
& b_{\bar{s}, t}^{r, \bar{u}}(h) \\
& =\epsilon \epsilon_{s} \epsilon_{u} c_{u} c_{r} \overline{c_{s}} a(h) \chi_{u}(h) \chi_{t}(h) \overline{\chi_{s}(h)} b_{\bar{s}, t}^{r, \bar{u}}(h) \\
& =c_{u} c_{r} \overline{c_{s} c_{t}} \chi_{u}(h) \overline{\chi_{s}(h)} \mathcal{F}^{-1}\left(b_{u, t}^{s, r}\right)(h) \\
& =c_{u} c_{r} \overline{c_{s} c_{t}}\left\langle h, g_{u}-g_{s}\right\rangle \mathcal{F}^{-1}\left(b_{u, t}^{s, r}\right)(h),
\end{aligned}
$$

which show the statement.
We denote by $\mathcal{G}(A, C, J)$ the set of all unitaries acting on $\mathcal{K}_{0}$ commuting with $A(g), C, J$, and call it the gauge group. An element $v$ in the gauge group acts on the solution of the above polynomial equations as $B_{g}^{\prime}=(v \otimes v) B_{g}\left(v^{*} \cdot\right) v^{*}$, or equivalently,

$$
b_{t^{\prime}, u^{\prime}}^{\prime r^{\prime}, \boldsymbol{u}^{\prime}}(g)=\sum_{r, s, t, u} v_{r^{\prime} r} v_{s^{\prime} s} \overline{v_{t^{\prime} t} v_{u^{\prime} u}} b_{t, u}^{r, s}(g)
$$

It is convenient to introduce a matrix $\mathcal{B}(g)$ for each $g \in G$ with an index set $\Lambda \times \Lambda$ whose $((r, t),(s, u))$ entry is $b_{t, u}^{r, s}(g)$. Then

$$
\mathcal{B}(g)^{*} \mathcal{B}(g)=\mathcal{B}(g) \mathcal{B}(g)^{*}=\frac{1}{n} I-\frac{\delta_{g, 0}}{d} \delta \otimes \delta,
$$

where $\delta \in \mathbb{C}^{\Lambda \times \Lambda}$ is a vector whose $(r, t)$-component is $\delta_{r, t}$. In fact $\delta$ is a common eigenvector of $\mathcal{B}(0)$ and $\mathcal{B}(0)^{*}$ with an eigenvalue $-1 / d$. Thus $\sqrt{n} \mathcal{B}(g)$ is a unitary for $g \neq 0$, and $\sqrt{n} \mathcal{B}(0)$ is a unitary on $\{\delta\}^{\perp}$. An element $v$ of the gauge group acts on $\mathcal{B}(g)$ as

$$
\mathcal{B}^{\prime}(g)=(v \otimes \bar{v}) \mathcal{B}(g)\left(v^{T} \otimes v^{*}\right)
$$
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9. The case of $m=|G|$

In this section, we give a brief account of the most tractable case $m=n$ among the irrational case, which was essentially done in [32] and [16]. Since $\operatorname{dim} \mathcal{K}_{0}=1$, we can choose $e \in \mathcal{K}_{0}$ with $\|e\|=1$ and $J e=e$, and so $\epsilon=1$. Such $e$ is unique up to sign. We denote $T_{g}=T_{g}(e)$. Then $V(g) T_{h}=\langle g, h\rangle T_{h}$ and $U_{\mathcal{K}}(g) T_{h}=T_{h-g}$. We can arrange $a(g)$ so that $A(g)=a(g) I$, and $C$ is a scaler, which we denote by $c$. Thus

$$
\begin{gathered}
j_{1}\left(T_{h}\right)=a(h) T_{-h}, \\
j_{2}\left(T_{h}\right)=\frac{\bar{c}}{\sqrt{n}} \sum_{k \in G} \overline{\langle h, k\rangle} T_{k} .
\end{gathered}
$$

There exists $b: G \rightarrow \mathbb{C}$ satisfying $B_{g}(e)=b(g) T_{0} T_{0} T_{0}^{*}$, and

$$
l\left(T_{g}\right)=\sum_{h, k} a(h) b(h+g)\langle g, k\rangle T_{h+k} T_{-h} T_{k}^{*} .
$$

Theorem 9.1. The $C^{*}$ near-group categories with a finite abelian group $G$ with $m=|G|$ are completely classified by $(\langle\cdot, \cdot\rangle, a, b, c)$ satisfying the conditions in the statement of Lemma 7.4 and the following equations up to the group automorphisms of $G$.

$$
\begin{gather*}
\hat{b}(g)=c a(g) b(-g),  \tag{9.1}\\
b(0)=-\frac{1}{d},  \tag{9.2}\\
|b(g)|^{2}=\frac{1}{n}-\frac{\delta_{g, 0}}{d},  \tag{9.3}\\
\overline{b(g)}=a(g) b(-g),  \tag{9.4}\\
\sum_{g \in G} b(g+h) b(g+k) \overline{b(g)}=\overline{\langle h, k\rangle} b(h) b(k)-\frac{c}{d \sqrt{n}} . \tag{9.5}
\end{gather*}
$$

Proof. Note that replacing $e$ with $-e$ does not change the above equations. Thus the statement follows from Theorem 8.6 and Theorem 8.7.

Remark 9.2. We rephrase the equations in the above theorem so that we can easily guess Galois conjugate solutions in the non-unitary case. We use a parameter $c^{\prime}=\bar{c} / \sqrt{n}$ instead of $c$. For a given pair $(\langle\cdot, \cdot\rangle, a(g))$, the polynomial equations are equivalent to

$$
\begin{gather*}
c^{\prime 3}=\frac{1}{n^{2}} \sum_{g \in G} a(g),  \tag{9.6}\\
d^{2}=d n+n,  \tag{9.7}\\
\mathcal{R}_{c^{\prime}} b=b,  \tag{9.8}\\
b(0)=-\frac{1}{d}  \tag{9.9}\\
a(g) b(g) b(-g)=\frac{1}{n}-\frac{\delta_{g, 0}}{d}, \tag{9.10}
\end{gather*}
$$

$$
\begin{gather*}
\sum_{g \in G} a(g) b(-g) b(g+h) b(g+k)=\langle h, k\rangle^{-1} b(h) b(k)-\frac{c^{\prime-1}}{d n},  \tag{9.11}\\
J b=b,  \tag{9.12}\\
d>0, \tag{9.13}
\end{gather*}
$$

where $\mathcal{R}_{c^{\prime}}$ is a period 3 unitary on $\ell^{2}(G)$ given by

$$
\mathcal{R}_{c^{\prime}} f(g)=c^{\prime} a(g)^{-1} \sum_{h \in G}\langle g, h\rangle f(h),
$$

and $\mathcal{J}$ is a period 2 anti-unitary on $\ell^{2}(G)$ given by

$$
\mathcal{J} f(g)=\overline{a(g) f(-g)}
$$

They satisfy $\mathcal{J} \mathcal{R}_{c^{\prime}}=\mathcal{R}_{c^{\prime}}^{2} \mathcal{J}$, and the eigenspaces of $\mathcal{R}_{c^{\prime}}$ are preserved by $\mathcal{J}$. We suspect that the last two equations come from the unitarity of the category, and the other equations are already good enough to give near-group categories in the general case. We show that known solutions of the whole equations have Galois conjugate solutions that satisfy all the equations except for the last two.
Example 9.3. For $G=\mathbb{Z}_{2}$, there is a unique non-degenerate symmetric bicharacter $\langle g, h\rangle=(-1)^{g h}$, and there is unique $a(g)$ up to complex conjugate given by $a(1)=\mathrm{i}$. Then there is a unique solution of Eq.(9.6)-(9.13):

$$
\begin{gathered}
c^{\prime}=\frac{e^{-\frac{7 \pi \mathrm{i}}{12}}}{\sqrt{2}}=\frac{1-\sqrt{3}-(1+\sqrt{3}) \mathrm{i}}{4}, \quad d=1+\sqrt{3} \\
b(1)=\frac{e^{-\frac{\pi \mathrm{i}}{4}}}{\sqrt{2}}=\frac{1-\mathrm{i}}{2}
\end{gathered}
$$

For only Eq.(9.6)-(9.11), there is another solution

$$
\begin{gathered}
c^{\prime}=\frac{e^{\frac{\pi \mathrm{i}}{12}}}{\sqrt{2}}=\frac{1+\sqrt{3}+(\sqrt{3}-1) \mathrm{i}}{4}, \quad d=1-\sqrt{3} \\
b(1)=\frac{e^{-\frac{\pi \mathrm{i}}{4}}}{\sqrt{2}}=\frac{1-\mathrm{i}}{2} .
\end{gathered}
$$

Example 9.4. For $G=\mathbb{Z}_{3}$, there is a unique non-degenerate symmetric bicharacter up to complex conjugate, and we consider $\langle g, h\rangle=\zeta_{3}^{g h}$, where $\zeta_{n}=e^{\frac{2 \pi \mathrm{i}}{n}}$. For this there is a unique $a(g)$ given by $a(1)=a(2)=\zeta_{3}$. For this pair, there exists a unique solution of Eq.(9.6)-(9.13) up to group automorphism given by

$$
\begin{gathered}
c^{\prime}=\frac{e^{\frac{\pi \mathrm{i}}{6}}}{\sqrt{3}}=\frac{1}{2}+\frac{\sqrt{3} \mathrm{i}}{6} \in \mathbb{Q}\left(\zeta_{3}\right), \quad d=\frac{3+\sqrt{21}}{2}, \\
b(1)=\zeta_{3}\left(\frac{-3+\sqrt{21}}{12}+\sqrt{\frac{3+\sqrt{21}}{2}} \frac{\mathrm{i}}{2 \sqrt{3}}\right), b(2)=\zeta_{3}\left(\frac{-3+\sqrt{21}}{12}-\sqrt{\frac{3+\sqrt{21}}{2}} \frac{\mathrm{i}}{2 \sqrt{3}}\right) .
\end{gathered}
$$

For only Eq.(9.6)-(9.11), there is another solution

$$
c^{\prime}=\frac{e^{\frac{\pi \mathrm{i}}{6}}}{\sqrt{3}}=\frac{1}{2}+\frac{\sqrt{3} \mathrm{i}}{6}, \quad d=\frac{3-\sqrt{21}}{2},
$$

$$
b(1)=\zeta_{3}\left(\frac{-3-\sqrt{21}}{12}+\sqrt{\frac{-3+\sqrt{21}}{2}} \frac{1}{2 \sqrt{3}}\right), b(2)=\zeta_{3}\left(\frac{-3-\sqrt{21}}{12}-\sqrt{\frac{-3+\sqrt{21}}{2}} \frac{1}{2 \sqrt{3}}\right) .
$$

Example 9.5. For $\mathbb{Z}_{4}$, there is a unique non-degenerate symmetric bicharacter up to complex conjugate, and we consider $\langle g, h\rangle=\mathrm{i}^{g h}$. Then there exists a unique solution of Eq.(9.6)-(9.13) up to group automorphism given by

$$
\begin{gathered}
a(1)=a(3)=e^{-\frac{\pi \mathrm{i}}{4}}, \quad a(2)=-1, \\
c^{\prime}=\frac{e^{-\frac{3 \pi \mathrm{i}}{4}}}{2}, \quad d=2+2 \sqrt{2}, \\
b(1)=\zeta_{16}\left(\frac{\sqrt{4-2 \sqrt{2}}}{4}+\frac{\mathrm{i}}{2^{5 / 4}}\right), \quad b(2)=\zeta_{16}\left(\frac{\sqrt{4-2 \sqrt{2}}}{4}-\frac{\mathrm{i}}{2^{5 / 4}}\right), \\
b(2)=\frac{-\mathrm{i}}{2} .
\end{gathered}
$$

For only Eq.(9.6)-(9.11), there is another solution

$$
\begin{gathered}
a(1)=a(3)=-e^{-\frac{\pi \mathrm{i}}{4}}, \quad a(2)=-1, \\
c^{\prime}=\frac{e^{\frac{\pi \mathrm{i}}{4}}}{2}, \quad d=2-2 \sqrt{2}, \\
b(1)=\zeta_{16}^{5}\left(\frac{\sqrt{4+2 \sqrt{2}}}{4}+\frac{1}{2^{5 / 4}}\right), \quad b(3)=\zeta_{16}^{5}\left(\frac{\sqrt{4+2 \sqrt{2}}}{4}-\frac{1}{2^{5 / 4}}\right), \\
b(2)=\frac{-\mathrm{i}}{2} .
\end{gathered}
$$

Example 9.6. For $G=\mathbb{Z}_{2} \times \mathbb{Z}_{2}=\left\{0, g_{1}, g_{2}, g_{3}\right\}$, there is a unique C* near-group category. There exist exactly two non-degenerate symmetric bicharacters on $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ up to group automorphisms, and we denote by $\langle\cdot, \cdot\rangle_{1}$ the one given by the following table. Up to flipping $g_{1}$ and $g_{2}$, there are exactly two $a(g)$

|  | $g_{0}$ | $g_{1}$ | $g_{2}$ |
| :---: | :---: | :---: | :---: |
| $g_{0}$ | -1 | 1 | -1 |
| $g_{1}$ | 1 | -1 | -1 |
| $g_{2}$ | -1 | -1 | 1 |

for $\langle\cdot, \cdot\rangle_{1}$. For $a\left(g_{0}\right)=-a\left(g_{1}\right)=\mathrm{i}, a\left(g_{2}\right)=1$, there exists a unique solution for Eq.(9.6)-(9.13):

$$
\begin{gathered}
c^{\prime}=\frac{1}{2}, \quad d=2+2 \sqrt{2}, \\
b\left(g_{1}\right)=\frac{e^{\frac{3 \pi \mathrm{i}}{4}}}{2}, \quad b\left(g_{2}\right)=\frac{e^{\frac{-3 \pi \mathrm{i}}{4}}}{2}, \quad b\left(g_{3}\right)=\frac{1}{2} .
\end{gathered}
$$

For only Eq.(9.6)-(9.11) there is another solution

$$
\begin{gathered}
c^{\prime}=\frac{1}{2}, \quad d=2-2 \sqrt{2}, \\
b\left(g_{1}\right)=\frac{e^{\frac{-\pi \mathrm{i}}{4}}}{2}, \quad b\left(g_{2}\right)=\frac{e^{\frac{\pi \mathrm{i}}{4}}}{2}, \quad b\left(g_{3}\right)=\frac{1}{2} .
\end{gathered}
$$

For $a\left(g_{0}\right)=a\left(g_{1}\right)=\mathrm{i}, a\left(g_{2}\right)=-1$, there is no solution.
The other non-degenerate symmetric bicharacter $\langle\cdot, \cdot\rangle_{2}$ is given by the following table though there is no solution for it.

|  | $g_{0}$ | $g_{1}$ | $g_{2}$ |
| :---: | :---: | :---: | :---: |
| $g_{0}$ | 1 | -1 | -1 |
| $g_{1}$ | -1 | 1 | -1 |
| $g_{2}$ | -1 | -1 | 1 |

For the complete list of the solutions of Eq.(9.6)-(9.13) for $G$ with $|G| \leq 13$, see [16, Table 2] (see Example 12.18 below for two additional solutions for $G=\mathbb{Z}_{2} \times \mathbb{Z}_{2} \times \mathbb{Z}_{3}$ ).
10. The case of $m=2|G|$

In this section we assume $m=2 n$ and write down the polynomial equations $\operatorname{Eq}(8.15)-(8.23)$ in a more accessible form. The author's experience tells that there are only finitely many solutions for $\mathrm{Eq}(8.15)$-(8.23) up to equivalence, and they are likely to satisfy Eq.(8.24) automatically, which in practice could be verified by computer. We show that there are exactly two solutions, up to equivalence, of the polynomial equations for $G=\mathbb{Z}_{3}$.
10.1. Possible cases. We choose the index set $\Lambda$ of the orthonormal basis of $\mathcal{K}_{0}$ as $\Lambda=\{1,2\}$. When $\chi_{1}^{2}=1$, we may replace $a(g)$ with $a(g) \chi_{1}(g)$, and we may and do assume $\chi_{1}=1$. Lemma 7.3 shows that the only possible cases are the following:

- Case I. $\chi_{1}=\chi_{2}=1, \epsilon=1, J e_{1}=e_{1}, J e_{2}=e_{2}$.
- Case II. $\chi_{1}=\chi_{2}=1, \epsilon=-1, J e_{1}=e_{2}, J e_{2}=-e_{2}, c_{1}=c_{2}$.
- Case III. $\chi_{1}=1, \chi_{2} \neq 1, \chi_{2}^{2}=1, \epsilon=1, J e_{1}=e_{1}, J e_{2}=e_{2}$.
- Case IV. $\chi_{2}=\chi_{1}^{-1}, \chi_{1}^{2} \neq 1$. Je $e_{1}=e_{2}, J e_{2}=\epsilon e_{1}, c_{1}=c_{2}$.

We use the lexicographic order of the set $\Lambda^{2}=\{1,2\}^{2}$ to express $\mathcal{B}(g)$ as a matrix.
Lemma 10.1. Case IV never occurs.
Proof. We assume that $b_{t, u}^{r, s}(g)$ is a solution for Eq.(8.15)-Eq.(8.24) in Case IV. We introduce a unitary operator $\mathcal{R}_{1}$ of period 3 on $\ell^{2}(G)$ by

$$
\mathcal{R}_{1} f(g)=\frac{\overline{c_{1} a(g)}}{\sqrt{n}} \sum_{h \in G}\langle g, h\rangle f(h) .
$$

Then Eq.(8.15) implies $\mathcal{R}_{1} b_{2,1}^{1,2}(g)=b_{2,1}^{2,1}(g)$ and $\mathcal{R}_{1}^{2} b_{2,1}^{1,2}(g)=\epsilon b_{1,1}^{1,1}(g)$, which shows

$$
\left\|b_{2,1}^{2,1}\right\|=\left\|b_{1,1}^{1,1}\right\|=\left\|b_{2,1}^{1,2}\right\|
$$

where $\|f\|$ denotes the $\ell^{2}$-norm of $f \in \ell^{2}(G)$.
Eq.(8.20) implies that the matrix $\mathcal{B}(g)$ is of the form

$$
\mathcal{B}(g)=\left(\begin{array}{cccc}
* & 0 & 0 & * \\
0 & * & * & 0 \\
0 & * & * & 0 \\
* & 0 & 0 & *
\end{array}\right)
$$

and Eq.(8.18) implies

$$
\begin{gathered}
\left|b_{2,1}^{1,2}(g)\right|^{2}+\left|b_{1,1}^{2,2}(g)\right|^{2}=\frac{1}{n} \\
\left|b_{1,1}^{1,1}(g)\right|^{2}+\left|b_{2,1}^{2,1}(g)\right|^{2}=\frac{1}{n}-\frac{\delta_{g, 0}}{d} .
\end{gathered}
$$

Thus

$$
2\left\|b_{2,1}^{1,2}\right\|^{2}=\left\|b_{1,1}^{1,1}\right\|^{2}+\left\|b_{2,1}^{2,1}\right\|^{2}=\sum_{g \in G}\left(\frac{1}{n}-\frac{\delta_{g, 0}}{d}\right)=1-\frac{1}{d},
$$

and $\left\|b_{2,1}^{1,2}\right\|^{2}<1 / 2$. If $\chi_{1}^{4} \neq 1$, Eq.(8.20) implies $b_{1,1}^{2,2}(g)=0$ and $\left|b_{1,2}^{2,1}(g)\right|^{2}=1 / n$, which is contradiction. If $\chi_{1}^{4}=1$, Eq.(8.23) implies $b_{1,1}^{2,2}(g)=\chi_{1}(g)^{2} b_{1,1}^{2,2}(g)$, and $b_{1,1}^{2,2}$ is supported by $H=\left\{g \in G ; \chi_{1}(g)^{2}=1\right\}$. Note that $H$ is an index 2 subgroup of $G$. For $g \in G \backslash H$, we have $\left|b_{2,1}^{1,2}(g)\right|^{2}=1 / n$, and

$$
\left\|b_{2,1}^{1,2}\right\|^{2} \geq \sum_{g \in G \backslash H}\left|b_{2,1}^{1,2}(g)\right|^{2}=\frac{1}{2}
$$

which is contradiction too.
10.2. Case I. We first assume only $\chi_{1}=\chi_{2}=1$.

We choose $c \in \mathbb{T}$ with $c^{3} \hat{a}(0)=1$, and set $\omega_{r}=c_{t} / c$. Then $\omega_{t}^{3}=1$. We introduce a unitary $\mathcal{R} \in \mathbb{B}\left(\ell^{2}(G)\right)$ of period 3 by

$$
\mathcal{R} f(g)=\frac{\overline{c a(g)}}{\sqrt{n}} \sum_{h}\langle g, h\rangle f(h),
$$

and anti-unitary $\mathcal{J}$ of period 2 by

$$
\mathcal{J} f(g)=\overline{a(g) f(-g)}
$$

Then they satisfy $\mathcal{R} \mathcal{J}=\mathcal{J}^{2}$. Eq.(8.15) and Eq.(8.16) now become

$$
\begin{gathered}
\mathcal{R} b_{t, u}^{r, s}(g)=\omega_{u} b_{\bar{r}, u}^{s, \bar{t}}(g), \\
\mathcal{J} b_{t, u}^{r, s}(g)=\epsilon_{s} \epsilon_{u} b_{r, \bar{u}}^{t, \bar{s}}(g) .
\end{gathered}
$$

In particular, the function $b_{\bar{r}, u}^{r, r}$ is an eigenvector of $\mathcal{R}$ for the eigenvalue $\omega_{u}$.
Now we assume $\epsilon=1$, $J e_{1}=e_{1}, J e_{2}=e_{2}$. When $c_{1}=c_{2}$, the gauge group $\mathcal{G}(A, C, J)$ is $O(2)$. When $c_{1} \neq c_{2}$, it is $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$.

It is straightforward to show the following lemma.
Lemma 10.2. Assume $\chi_{1}=\chi_{2}=1, \epsilon=1$, Je $e_{1}=e_{1}$, Je $e_{2}=e_{2}$. Let $\xi_{1}(g)=b_{1,1}^{1,1}(g), \xi_{2}(g)=b_{2,2}^{2,2}(g)$, $\eta_{1}(g)=b_{2,1}^{2,2}(g), \eta_{2}(g)=b_{1,2}^{1,1}(g), \mu(g)=b_{1,2}^{1,2}(g)$. Then Eq.(8.15)-(8.23) are equivalent to the following:
(1) The matrix $\mathcal{B}(g)=\left(b_{t, u}^{r, s}(g)\right)_{(r, t),(s, u)}$ is expressed as

$$
\mathcal{B}(g)=\left(\begin{array}{cccc}
\xi_{1}(g) & \eta_{2}(g) & \eta_{2}(g) & \mu(g) \\
\omega_{1} \omega_{2}^{2} \eta_{2}(g) & \omega_{2} \mathcal{R}^{2} \mu(g) & \omega_{1}^{2} \mathcal{R} \mu(g) & \omega_{1} \omega_{2}^{2} \eta_{1}(g) \\
\omega_{1}^{2} \omega_{2} \eta_{2}(g) & \omega_{2}^{2} \mathcal{R} \mu(g) & \omega_{1} \mathcal{R}^{2} \mu(g) & \omega_{1}^{2} \omega_{2} \eta_{1}(g) \\
\mu(g) & \eta_{1}(g) & \eta_{1}(g) & \xi_{2}(g)
\end{array}\right) .
$$

(2) For any $g \in G$,

$$
\begin{align*}
& \mathcal{R} \xi_{1}(g)=\omega_{1} \xi_{1}(g), \quad \mathcal{J} \xi_{1}(g)=\xi_{1}(g),  \tag{10.1}\\
& \mathcal{R} \xi_{2}(g)=\omega_{2} \xi_{2}(g), \quad \mathcal{J} \xi_{2}(g)=\xi_{2}(g),  \tag{10.2}\\
& \mathcal{R} \eta_{1}(g)=\omega_{1} \eta_{1}(g), \quad \mathcal{J} \eta_{1}(g)=\eta_{1}(g),  \tag{10.3}\\
& \mathcal{R} \eta_{2}(g)=\omega_{2} \eta_{2}(g), \quad \mathcal{J} \eta_{2}(g)=\eta_{2}(g),  \tag{10.4}\\
& \mathcal{J} \mu(g)=\mu(g), \quad \mathcal{J} \mathcal{R} \mu(g)=\mathcal{R}^{2} \mu(g), \tag{10.5}
\end{align*}
$$
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(where the second one follows from the first one in the last equation though).
(3) $\xi_{1}(0)+\mu(0)=\xi_{2}(0)+\mu(0)=-1 / d, \eta_{1}(0)+\eta_{2}(0)=0$.
(4) For any $g \in G$.

$$
\begin{gather*}
\left|\xi_{1}(g)\right|^{2}+2\left|\eta_{2}(g)\right|^{2}+|\mu(g)|^{2}=\frac{1}{n}-\frac{\delta_{g, 0}}{d},  \tag{10.6}\\
\left|\xi_{2}(g)\right|^{2}+2\left|\eta_{1}(g)\right|^{2}+|\mu(g)|^{2}=\frac{1}{n}-\frac{\delta_{g, 0}}{d},  \tag{10.7}\\
\left|\eta_{1}(g)\right|^{2}+\left|\eta_{2}(g)\right|^{2}+|\mathcal{R} \mu(g)|^{2}+\left|\mathcal{R}^{2} \mu(g)\right|^{2}=\frac{1}{n},  \tag{10.8}\\
2 \eta_{2}(g) \overline{\eta_{1}(g)}+\mu(g) \overline{\xi_{1}(g)}+\overline{\mu(g)} \xi_{2}(g)=-\frac{\delta_{g, 0}}{d},  \tag{10.9}\\
\eta_{2}(g) \overline{\xi_{1}(g)}+\eta_{1}(g) \overline{\mu(g)}+\left(\omega_{1} \omega_{2} \mathcal{R} \mu(g)+\overline{\omega_{1} \omega_{2}} \mathcal{R}^{2} \mu(g)\right) \overline{\eta_{2}(g)}=0,  \tag{10.10}\\
\eta_{1}(g) \overline{\xi_{2}(g)}+\eta_{2}(g) \overline{\mu(g)}+\left(\omega_{1} \omega_{2} \mathcal{R} \mu(g)+\overline{\omega_{1} \omega_{2}} \mathcal{R}^{2} \mu(g)\right) \overline{\eta_{1}(g)}=0,  \tag{10.11}\\
\left|\eta_{1}(g)\right|^{2}+\left|\eta_{2}(g)\right|^{2}+\overline{\omega_{1} \omega_{2}} \mathcal{R} \mu(g) \overline{\mathcal{R}^{2} \mu(g)}+\omega_{1} \omega_{2} \overline{\mathcal{R} \mu(g)} \mathcal{R}^{2} \mu(g)=0 . \tag{10.12}
\end{gather*}
$$

Remark 10.3. The condition (4) above imply

$$
\begin{gather*}
\left\|\xi_{1}\right\|^{2}+2\left\|\eta_{2}\right\|^{2}+\|\mu\|^{2}=1-\frac{1}{d},  \tag{10.13}\\
\left\|\xi_{2}\right\|^{2}+2\left\|\eta_{1}\right\|^{2}+\|\mu\|^{2}=1-\frac{1}{d},  \tag{10.14}\\
\left\|\eta_{1}\right\|^{2}+\left\|\eta_{2}\right\|^{2}+2\|\mu\|^{2}=1,  \tag{10.15}\\
2\left\langle\eta_{2}, \eta_{1}\right\rangle_{\ell^{2}(G)}+\left\langle\mu, \xi_{1}\right\rangle_{\ell^{2}(G)}+\left\langle\xi_{2}, \mu\right\rangle_{\ell^{2}(G)}=-\frac{1}{d},  \tag{10.16}\\
\left\langle\eta_{2}, \xi_{1}\right\rangle_{\ell^{2}(G)}+\left\langle\eta_{1}, \mu\right\rangle_{\ell^{2}(G)}+\left(\omega_{1} \overline{\omega_{2}}+\overline{\omega_{1}} \omega_{2}\right)\left\langle\mu, \eta_{2}\right\rangle_{\ell^{2}(G)}=0  \tag{10.17}\\
\left\langle\eta_{1}, \xi_{2}\right\rangle_{\ell^{2}(G)}+\left\langle\eta_{2}, \mu\right\rangle_{\ell^{2}(G)}+\left(\omega_{1} \overline{\omega_{2}}+\overline{\omega_{1}} \omega_{2}\right)\left\langle\mu, \eta_{1}\right\rangle_{\ell^{2}(G)}=0  \tag{10.18}\\
\left\|\eta_{1}\right\|^{2}+\left\|\eta_{2}\right\|^{2}+\overline{\omega_{1} \omega_{2}}\langle\mu, \mathcal{R} \mu\rangle_{\ell^{2}(G)}+\omega_{1} \omega_{2}\langle\mathcal{R} \mu, \mu\rangle_{\ell^{2}(G)}=0 \tag{10.19}
\end{gather*}
$$

Eq.(10.15) and Eq.(10.19) imply

$$
\begin{equation*}
2\|\mu\|^{2}-\omega_{1} \omega_{2}\langle\mathcal{R} \mu, \mu\rangle_{\ell^{2}(G)}-\overline{\omega_{1} \omega_{2}}\left\langle\mathcal{R}^{2} \mu, \mu\right\rangle_{\ell^{2}(G)}=1 \tag{10.20}
\end{equation*}
$$

Lemma 10.4. The solutions of the equations in Lemma 10.2 satisfy either of the following two:
(1) $\eta_{1}(0)=-\eta_{2}(0) \in \mathbb{R}$ with $\left|\eta_{1}(0)\right| \leq 1 /(2 \sqrt{n})$, and there exist $\kappa_{1}, \kappa_{2} \in\{1,-1\}$ satisfying

$$
\begin{gathered}
\xi_{1}(0)=\xi_{2}(0)=-\frac{1}{2 d}-\frac{\kappa_{1} \sqrt{1-4 n \eta_{1}(0)^{2}}}{2 \sqrt{n}}, \\
\mu(0)=-\frac{1}{2 d}+\frac{\kappa_{1} \sqrt{1-4 n \eta_{1}(0)^{2}}}{2 \sqrt{n}}, \\
\mathcal{R} \mu(0)=\overline{\mathcal{R}^{2} \mu(0)}=\overline{\omega_{1} \omega_{2}} \frac{\kappa_{1} \sqrt{1-4 n \eta_{1}(0)^{2}}+\kappa_{2} \mathrm{i}}{2 \sqrt{n}} .
\end{gathered}
$$
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(2) There exist $\kappa_{1}, \kappa_{2} \in\{1,-1\}$ satisfying

$$
\begin{gathered}
\xi_{1}(0)=\xi_{2}(0)=-\frac{1}{2 d}-\frac{\kappa_{1}}{2 \sqrt{n}}, \\
\eta_{1}(0)=\eta_{2}(0)=0, \\
\mu(0)=-\frac{1}{2 d}+\frac{\kappa_{1}}{2 \sqrt{n}}, \\
\mathcal{R} \mu(0)=\overline{\mathcal{R}^{2} \mu(0)}=\overline{\omega_{1} \omega_{2}} \frac{-\kappa_{1}+\kappa_{2} \mathrm{i}}{2 \sqrt{n}} .
\end{gathered}
$$

Proof. Lemma 10.2 (2) shows that $\xi_{r}(0), \eta_{r}(0)$, and $\mu(0)$ are all real and $\mathcal{R}^{2} \mu(0)=\overline{\mathcal{R} \mu(0)}$. Lemma 10.2 (3) shows that $\eta_{1}(0)+\eta_{2}(0)=0$ and there exist real numbers $x$ and $y$ satisfying

$$
\xi_{1}(0)=\xi_{2}(0)=-\frac{1}{2 d}-x, \quad \mu(0)=-\frac{1}{2 d}+x
$$

Now Lemma 10.2 (4) with $g=0$ is equivalent to

$$
\begin{gathered}
x^{2}+\eta_{1}(0)^{2}=\frac{1}{4 n}, \\
\eta_{1}(0)^{2}+|\mathcal{R} \mu(0)|^{2}=\frac{1}{2 n} \\
\eta_{1}(0)\left(\omega_{1} \omega_{2} \mathcal{R} \mu(0)+\overline{\omega_{1} \omega_{2} \mathcal{R} \mu(0)}-2 x\right)=0 \\
2 \eta_{1}(0)^{2}+\left(\omega_{1} \omega_{2} \mathcal{R} \mu(0)\right)^{2}+\left(\overline{\omega_{1} \omega_{2} \mathcal{R} \mu(0)}\right)^{2}=0
\end{gathered}
$$

Solving these, we get the statement.
Let $\zeta_{3}=e^{2 \pi \mathrm{i} / 3}$. We can expand $\mu$ satisfying $\mathcal{J} \mu=\mu$ as $\mu=\mu_{0}+\mu_{1}+\mu_{2}$ with $\mathcal{R} \mu_{i}=\zeta_{3}^{i} \mu_{i}$ and $\mathcal{J} \mu_{i}=\mu_{i}$ because we have $\mathcal{J} \mathcal{R}=\mathcal{R}^{2} \mathcal{J}$. The index $i$ in $\mu_{i}$ will be understood as an element of $\mathbb{Z}_{3}$.

Lemma 10.5. If $\omega_{1}=\omega_{2}=1$, there exists a solution of the equations in Lemma 10.2 only if $\operatorname{dim} \operatorname{ker}(\mathcal{R}-1) \geq$ 2. The solutions satisfy $\left\|\mu_{1}\right\|^{2}+\left\|\mu_{2}\right\|^{2}=1 / 3$, and either of the following two:
(1) $\eta_{1}(0)=-\eta_{2}(0) \in \mathbb{R}$ with $\left|\eta_{1}(0)\right| \leq 1 /(2 \sqrt{n})$, and there exist $\kappa_{1}, \kappa_{2} \in\{1,-1\}$ satisfying

$$
\begin{gathered}
\xi_{1}(0)=\xi_{2}(0)=-\frac{1}{2 d}-\frac{\kappa_{1} \sqrt{1-4 n \eta_{1}(0)^{2}}}{2 \sqrt{n}}, \\
\mu_{0}(0)=-\frac{1}{6 d}+\frac{\kappa_{1} \sqrt{1-4 n \eta_{1}(0)^{2}}}{2 \sqrt{n}}, \\
\mu_{1}(0)=-\frac{1}{6 d}+\frac{\kappa_{2}}{2 \sqrt{3 n}}, \\
\mu_{2}(0)=-\frac{1}{6 d}-\frac{\kappa_{2}}{2 \sqrt{3 n}} .
\end{gathered}
$$

(2) There exist $\kappa_{1}, \kappa_{2} \in\{1,-1\}$ satisfying

$$
\begin{gathered}
\xi_{1}(0)=\xi_{2}(0)=-\frac{1}{2 d}-\frac{\kappa_{1}}{2 \sqrt{n}}, \\
\eta_{1}(0)=\eta_{2}(0)=0, \\
\mu_{0}(0)=-\frac{1}{6 d}-\frac{\kappa_{1}}{6 \sqrt{n}},
\end{gathered}
$$

$$
\begin{aligned}
& \mu_{1}(0)=-\frac{1}{6 d}+\frac{\kappa_{1}}{3 \sqrt{n}}+\frac{\kappa_{2}}{2 \sqrt{3 n}} \\
& \mu_{2}(0)=-\frac{1}{6 d}+\frac{\kappa_{1}}{3 \sqrt{n}}-\frac{\kappa_{2}}{2 \sqrt{3 n}}
\end{aligned}
$$

Proof. The equality $\left\|\mu_{1}\right\|^{2}+\left\|\mu_{2}\right\|^{2}=1 / 3$ follows from Eq.(10.20). Assume that (1) in Lemma 10.4 occurs. Then we have

$$
\begin{aligned}
& \mu_{0}(0)+\mu_{1}(0)+\mu_{2}(0)=-\frac{1}{2 d}+\frac{\kappa_{1} \sqrt{1-4 n \eta_{1}(0)^{2}}}{2 \sqrt{n}} \\
& \mu_{0}(0)+\zeta_{3} \mu_{1}(0)+\overline{\zeta_{3}} \mu_{2}(0)=\frac{\kappa_{1} \sqrt{1-4 n \eta_{1}(0)^{2}}+\kappa_{2} \mathrm{i}}{2 \sqrt{n}} \\
& \mu_{0}(0)+\overline{\zeta_{3}} \mu_{1}(0)+\zeta_{3} \mu_{2}(0)=\frac{\kappa_{1} \sqrt{1-4 n \eta_{1}(0)^{2}}-\kappa_{2} \mathrm{i}}{2 \sqrt{n}}
\end{aligned}
$$

which imply (1).
We further assume $\operatorname{dim}(\mathcal{R}-1)=1$ and get contradiction. Since $\left(\xi_{1}(0), \mu_{0}(0)\right) \neq(0,0)$, there exists a unique $f \in \operatorname{ker}(\mathcal{R}-1)$ satisfying $\mathcal{J} f=f$ and $f(0)=1$. Then we have $\xi_{1}=\xi_{2}=\xi_{1}(0) f$, $\eta_{1}=-\eta_{2}=\eta_{1}(0) f$, and $\mu_{0}=\mu_{0}(0) f$. Eq.(10.18) implies $\eta_{1}(0)\left(\xi_{1}(0)+\mu_{0}(0)\right)=0$, and we get $\eta_{1}(0)=0$. Thus $\eta_{1}=\eta_{2}=0$. Eq.(10.15) implies $\|\mu\|^{2}=1 / 2$. Since $\left\|\mu_{1}\right\|^{2}+\left\|\mu_{2}\right\|^{2}=1 / 3$, we get $\left\|\mu_{0}\right\|^{2}=1 / 6$ and $\mu_{0}(0)^{2}\|f\|^{2}=1 / 6$. Eq.(10.13) and Eq.(10.16) imply

$$
\begin{gathered}
\xi_{1}(0)^{2}\|f\|^{2}=\frac{1}{2}-\frac{1}{d} \\
\mu_{0}(0) \xi_{1}(0)\|f\|^{2}=-\frac{1}{2 d} .
\end{gathered}
$$

and

$$
\begin{gathered}
\left(\frac{\xi_{1}(0)}{\mu_{0}(0)}\right)^{2}=3\left(1-\frac{2}{d}\right), \\
\frac{\xi_{1}(0)}{\mu_{0}(0)}=-\frac{3}{d}
\end{gathered}
$$

which is contradiction.
Now assume that (2) in Lemma 10.4 occurs. Then we have

$$
\begin{aligned}
& \mu_{0}(0)+\mu_{1}(0)+\mu_{2}(0)=-\frac{1}{2 d}+\frac{\kappa_{1}}{2 \sqrt{n}} \\
& \mu_{0}(0)+\zeta_{3} \mu_{1}(0)+\overline{\zeta_{3}} \mu_{2}(0)=\frac{-\kappa_{1}+\kappa_{2} \mathrm{i}}{2 \sqrt{n}} \\
& \mu_{0}(0)+\overline{\zeta_{3}} \mu_{1}(0)+\zeta_{3} \mu_{2}(0)=\frac{-\kappa_{1}-\kappa_{2} \mathrm{i}}{2 \sqrt{n}}
\end{aligned}
$$

which implies (2).
We further assume $\operatorname{dim}(\mathcal{R}-1)=1$ and get contradiction. In this case, we would have $\xi_{1}=\xi_{2}=3 \mu_{0}$, $\eta_{1}=\eta_{2}=0$, which contradicts Eq.(10.16).

Remark 10.6. If $\omega_{1}=\omega_{2}=\zeta_{3}^{i}$, we can apply the same argument to $\zeta_{3}^{-i} \mathcal{R}$ instead of $\mathcal{R}$, and the same statement replacing $\left(\mu_{0}, \mu_{1}, \mu_{2}\right)$ with $\left(\mu_{i}, \mu_{1+i}, \mu_{2+i}\right)$ holds.

In the same way, we can show

Lemma 10.7. If $\omega_{1}=\zeta_{3}$ and $\omega_{2}=\zeta_{3}^{-1}$, the solutions of the equations in Lemma 10.2 satisfy

$$
\begin{equation*}
\left\|\mu_{1}\right\|^{2}+\left\|\mu_{2}\right\|^{2}=\frac{1}{3} \tag{10.21}
\end{equation*}
$$

and either of the following two:
(1) $\eta_{1}(0)=-\eta_{2}(0) \in \mathbb{R}$ with $\left|\eta_{1}(0)\right| \leq 1 /(2 \sqrt{n})$, and there exist $\kappa_{1}, \kappa_{2} \in\{1,-1\}$ satisfying

$$
\begin{gathered}
\xi_{1}(0)=\xi_{2}(0)=-\frac{1}{2 d}-\frac{\kappa_{1} \sqrt{1-4 n \eta_{1}(0)^{2}}}{2 \sqrt{n}} \\
\mu_{0}(0)=-\frac{1}{6 d}+\frac{\kappa_{1} \sqrt{1-4 n \eta_{1}(0)^{2}}}{2 \sqrt{n}} \\
\mu_{1}(0)=-\frac{1}{6 d}+\frac{\kappa_{2}}{2 \sqrt{3 n}} \\
\mu_{2}(0)=-\frac{1}{6 d}-\frac{\kappa_{2}}{2 \sqrt{3 n}}
\end{gathered}
$$

(2) There exist $\kappa_{1}, \kappa_{2} \in\{1,-1\}$ satisfying

$$
\begin{gathered}
\xi_{1}(0)=\xi_{2}(0)=-\frac{1}{2 d}-\frac{\kappa_{1}}{2 \sqrt{n}} \\
\eta_{1}(0)=\eta_{2}(0)=0 \\
\mu_{0}(0)=-\frac{1}{6 d}-\frac{\kappa_{1}}{6 \sqrt{n}} \\
\mu_{1}(0)=-\frac{1}{6 d}+\frac{\kappa_{1}}{3 \sqrt{n}}+\frac{\kappa_{2}}{2 \sqrt{3 n}} \\
\mu_{2}(0)=-\frac{1}{6 d}+\frac{\kappa_{1}}{3 \sqrt{n}}-\frac{\kappa_{2}}{2 \sqrt{3 n}}
\end{gathered}
$$

We can show the following lemma in the same way except for Eq.(10.23), which follows from Eq.(10.14), (10.15), and (10.22).

Lemma 10.8. If $\omega_{1}=1$ and $\omega_{2}=\zeta_{3}^{ \pm 1}$, the solutions of the equations in Lemma 10.2 satisfy

$$
\begin{gather*}
\left\|\mu_{0}\right\|^{2}+\left\|\mu_{ \pm 1}\right\|^{2}=\frac{1}{3}  \tag{10.22}\\
\left\|\xi_{2}\right\|^{2}-2\left\|\eta_{2}\right\|^{2}-3\left\|\mu_{\mp 1}\right\|^{2}=-\frac{1}{d} \tag{10.23}
\end{gather*}
$$

and either of the following two:
(1) $\eta_{1}(0)=-\eta_{2}(0) \in \mathbb{R}$ with $\left|\eta_{1}(0)\right| \leq 1 /(2 \sqrt{n})$, and there exist $\kappa_{1}, \kappa_{2} \in\{1,-1\}$ satisfying

$$
\begin{gathered}
\xi_{1}(0)=\xi_{2}(0)=-\frac{1}{2 d}-\frac{\kappa_{1} \sqrt{1-4 n \eta_{1}(0)^{2}}}{2 \sqrt{n}}, \\
\mu_{0}(0)=-\frac{1}{6 d}+\frac{\kappa_{2}}{2 \sqrt{3 n}}, \\
\mu_{ \pm 1}(0)=-\frac{1}{6 d}-\frac{\kappa_{2}}{2 \sqrt{3 n}}, \\
\mu_{\mp 1}(0)=-\frac{1}{6 d}+\frac{\kappa_{1} \sqrt{1-4 n \eta_{1}(0)^{2}}}{2 \sqrt{n}} .
\end{gathered}
$$

(2) There exist $\kappa_{1}, \kappa_{2} \in\{1,-1\}$ satisfying

$$
\begin{gathered}
\xi_{1}(0)=\xi_{2}(0)=-\frac{1}{2 d}-\frac{\kappa_{1}}{2 \sqrt{n}}, \\
\eta_{1}(0)=\eta_{2}(0)=0 \\
\mu_{0}(0)=-\frac{1}{6 d}+\frac{\kappa_{1}}{3 \sqrt{n}}+\frac{\kappa_{2}}{2 \sqrt{3 n}}, \\
\mu_{ \pm 1}(0)=-\frac{1}{6 d}+\frac{\kappa_{1}}{3 \sqrt{n}}-\frac{\kappa_{2}}{2 \sqrt{3 n}}, \\
\mu_{\mp 1}(0)=-\frac{1}{6 d}-\frac{\kappa_{1}}{6 \sqrt{n}}
\end{gathered}
$$

10.3. Case II. We assume $\chi_{1}=\chi_{2}=1, J e_{1}=e_{2}, J e_{2}=-e_{1}$. Since $c_{1}=c_{2}$, we denote $\omega=c_{r} / c$. In this case the gauge group $\mathcal{G}(A, C, J)$ is $S U(2)$.
Lemma 10.9. Let the notation be as above. Let $\xi(g)=b_{2,2}^{1,1}(g), \eta(g)=b_{2,1}^{1,1}(g), \mu(g)=b_{2,1}^{1,2}(g)$. Then Eq.(8.15)-(8.23) are equivalent to the following:
(1) The matrix $\mathcal{B}(g)=\left(b_{t, u}^{r, s}(g)\right)_{(r, t),(s, u)}$ is expressed as

$$
\mathcal{B}(g)=\left(\begin{array}{cccc}
-\omega \mathcal{R}^{2} \mu(g) & \eta(g) & -\mathcal{J} \eta(g) & \bar{\omega} \mathcal{R} \mu(g) \\
\eta(g) & \xi(g) & \mu(g) & -\eta(g) \\
-\mathcal{J} \eta(g) & \mu(g) & -\mathcal{J} \xi(g) & \mathcal{J} \eta(g) \\
\bar{\omega} \mu \mu(g) & -\eta(g) & \mathcal{J} \eta(g) & -\omega \mathcal{R}^{2} \mu(g)
\end{array}\right) .
$$

(2) For any $g \in G$,

$$
\begin{align*}
& \mathcal{R} \xi=\omega \xi  \tag{10.24}\\
& \mathcal{R} \eta=\omega \eta \tag{10.25}
\end{align*}
$$

$$
\begin{equation*}
\mathcal{J} \mu=-\mu, \quad \mathcal{J} \mathcal{R} \mu=-\mathcal{R}^{2} \mu \tag{10.26}
\end{equation*}
$$

(where the second one follows from the first one in the last equation though).
(3) $\bar{\omega} \mathcal{R} \mu(0)+\omega \overline{\mathcal{R}} \mu(0)=-1 / d$.
(4) For any $g \in G$,

$$
\begin{gather*}
|\mathcal{R} \mu(g)|^{2}+|\mathcal{R} \mu(-g)|^{2}+|\eta(g)|^{2}+|\eta(-g)|^{2}=\frac{1}{n}-\frac{\delta_{g, 0}}{d},  \tag{10.27}\\
|\xi(g)|^{2}+|\mu(g)|^{2}+2|\eta(g)|^{2}=\frac{1}{n},  \tag{10.28}\\
\omega \mathcal{R} \mu(g) \overline{\mathcal{R}^{2} \mu(g)}+\bar{\omega} \mathcal{R}^{2} \mu(g) \overline{\mathcal{R} \mu(g)}+|\eta(g)|^{2}+|\eta(-g)|^{2}=\frac{\delta_{g, 0}}{d},  \tag{10.29}\\
\eta(g) \overline{\xi(g)}-\mathcal{J} \eta(g) \overline{\mu(g)}-\left(\bar{\omega} \mathcal{R} \mu(g)+\omega \mathcal{R}^{2} \mu(g)\right) \overline{\eta(g)}=0,  \tag{10.30}\\
\eta(g) \overline{\mu(g)}+\mathcal{J} \eta(g) \overline{\mathcal{J} \xi(g)}+\left(\overline{\omega \mathcal{R}} \mu(g)+\omega \mathcal{R}^{2} \mu(g)\right) \overline{\mathcal{J} \eta(g)}=0,  \tag{10.31}\\
2 \eta(g) \overline{\mathcal{J} \eta(g)}+\mu(g) \overline{\mathcal{J} \xi(g)}-\xi(g) \overline{\mu(g)}=0 . \tag{10.32}
\end{gather*}
$$
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Remark 10.10. The condition (4) above imply

$$
\begin{gather*}
2\|\mu\|^{2}+2\|\eta\|^{2}=1-\frac{1}{d}  \tag{10.33}\\
\|\xi\|^{2}+\|\mu\|^{2}+2\|\eta\|^{2}=1  \tag{10.34}\\
\omega\langle\mu, \mathcal{R} \mu\rangle_{\ell^{2}(G)}+\bar{\omega}\langle\mathcal{R} \mu, \mu\rangle_{\ell^{2}(G)}+2\|\eta\|^{2}=\frac{1}{d},  \tag{10.35}\\
\langle\eta, \xi\rangle_{\ell^{2}(G)}=\langle\mu, \eta\rangle_{\ell^{2}(G)}  \tag{10.36}\\
\langle\eta, \mathcal{J} \eta\rangle_{\ell^{2}(G)}=\langle\xi, \mu\rangle_{\ell^{2}(G)} . \tag{10.37}
\end{gather*}
$$

$\mathrm{Eq}(10.33)$ and $\mathrm{Eq}(10.35)$ imply

$$
\begin{equation*}
2\|\mu\|^{2}-\bar{\omega}\langle\mathcal{R} \mu, \mu\rangle_{\ell^{2}(G)}-\omega\langle\mathcal{R} \mu, \mu\rangle_{\ell^{2}(G)}=1-\frac{2}{d} \tag{10.38}
\end{equation*}
$$

Lemma 10.11. The solutions of the equations in Lemma 10.9 satisfy either of the following two:
(1) $|\eta(0)| \leq 1 /(2 \sqrt{n})$, and there exist $\kappa_{1}, \kappa_{2} \in\{1,-1\}$ satisfying

$$
\begin{gathered}
\xi(0)=\frac{\eta(0)}{\overline{\eta(0)}} \frac{\kappa_{1}+\kappa_{2} \sqrt{1-4 n|\eta(0)|^{2}}}{2 \sqrt{n}} \mathrm{i}, \\
\mu(0)=\frac{\kappa_{1}-\kappa_{2} \sqrt{1-4 n|\eta(0)|^{2}}}{2 \sqrt{n}} \mathrm{i} \\
\mathcal{R} \mu(0)=\omega\left(-\frac{1}{2 d}-\frac{\kappa_{2} \sqrt{1-4 n|\eta(0)|^{2}}}{2 \sqrt{n}} \mathrm{i}\right),
\end{gathered}
$$

where $\eta(0) / \overline{\eta(0)}$ is interpreted as an arbitrary phase if $\eta(0)=1$.
(2) $\eta(0)=\xi(0)=0$, and there exist $\kappa \in\{1,-1\}$ satisfying

$$
\begin{gathered}
\mu(0)=\frac{\kappa \mathrm{i}}{\sqrt{n}} \\
\mathcal{R} \mu(0)=\omega\left(-\frac{1}{2 d}-\frac{\kappa \mathrm{i}}{2 \sqrt{n}}\right) .
\end{gathered}
$$

Proof. Lemma 10.9,(2) shows $\mu(0) \in \mathbb{R}$ and $\mathcal{R}^{2} \mu(0)=-\overline{\mathcal{R} \mu(0)}$, and Lemma 10.9,(4) with $g=0$ shows

$$
\begin{gathered}
|\mathcal{R} \mu(0)|^{2}+|\eta(0)|^{2}=\frac{1}{2 n}-\frac{1}{2 d}, \\
-(\bar{\omega} \mathcal{R} \mu(0))^{2}-(\omega \overline{\mathcal{R} \mu(0)})^{2}+2|\eta(0)|^{2}=\frac{1}{d} \\
\eta(0) \overline{\xi(0)}+\overline{\eta(0)} \mu(0)-(\bar{\omega} \mathcal{R} \mu(0)-\omega \overline{\mathcal{R} \mu(0)}) \overline{\eta(0)}=0 \\
-\eta(0) \mu(0)+\overline{\eta(0)} \xi(0)+(\bar{\omega} \mathcal{R} \mu(0)-\omega \overline{\mathcal{R} \mu(0)}) \eta(0)=0 \\
\eta(0)^{2}+\mu(0) \xi(0)=0 \\
|\xi(0)|^{2}+|\mu(0)|^{2}+2|\eta(0)|^{2}=\frac{1}{n}
\end{gathered}
$$

The first two with Lemma 10.9,(3) is equivalent to

$$
\mathcal{R} \mu(0)=\omega\left(-\frac{1}{2 d} \pm \frac{\sqrt{1-4 n|\eta(0)|^{2}}}{2 \sqrt{n}} \mathrm{i}\right) .
$$

If $\eta(0)=0$, we get (2) or the $\eta(0)=0$ case of (1). Assume $\eta(0) \neq 0$ now. Then the third and fourth equalities implies

$$
\bar{\omega} \mathcal{R} \mu(0)-\omega \overline{\mathcal{R} \mu(0)}=\frac{\eta(0)}{\overline{\eta(0)}} \overline{\xi(0)}+\mu(0)=-\frac{\overline{\eta(0)}}{\eta(0)} \xi(0)+\mu(0) .
$$

Thus we can introduce a real parameter $l$ satisfying

$$
\begin{aligned}
\xi(0) & =l \frac{\eta(0)}{\eta(0)} \mathrm{i} \\
\mu(0) & =\frac{|\eta(0)|^{2}}{l} \mathrm{i}
\end{aligned}
$$

Iterating these into the last equality, we get

$$
l^{2}+\frac{|\eta(0)|^{4}}{l^{2}}+2|\eta(0)|^{2}=\frac{1}{n}
$$

and

$$
l+\frac{|\eta(0)|^{2}}{l}=\frac{\kappa_{1}}{\sqrt{n}}
$$

with $\kappa_{1}^{2}=1$. Solving this, we get the statement.
We can expand $\mu \in \ell^{2}(G)$ satisfying $\mathcal{J} \mu=-\mu$ as $\mu=\mu_{0}+\mu_{1}+\mu_{2}$ with $\mathcal{R} \mu_{i}=\zeta_{3}^{i} \mu_{i}$ and $\mathcal{J} \mu_{i}=-\mu_{i}$.
Lemma 10.12. There exists a solution of the equations in Lemma 10.9 only if

$$
\operatorname{dim} \operatorname{ker}(\mathcal{R}-\omega) \geq 2
$$

The solutions with $\omega=1$ satisfy

$$
\left\|\mu_{1}\right\|^{2}+\left\|\mu_{2}\right\|^{2}=\frac{1}{3}-\frac{2}{3 d},
$$

and either of the following two:
(1) $|\eta(0)| \leq 1 /(2 \sqrt{n})$, and there exist $\kappa_{1}, \kappa_{2} \in\{1,-1\}$ satisfying

$$
\begin{gathered}
\xi(0)=\frac{\eta(0)}{\overline{\eta(0)}} \frac{\kappa_{1}+\kappa_{2} \sqrt{1-4 n|\eta(0)|^{2}}}{2 \sqrt{n}} \mathrm{i} \\
\mu_{0}(0)=\left(\frac{\kappa_{1}}{6 \sqrt{n}}-\frac{\kappa_{2} \sqrt{1-4 n|\eta(0)|^{2}}}{2 \sqrt{n}}\right) \mathrm{i} \\
\mu_{1}(0)=\left(\frac{\kappa_{1}}{6 \sqrt{n}}+\frac{1}{2 \sqrt{3} d}\right) \mathrm{i} \\
\mu_{2}(0)=\left(\frac{\kappa_{1}}{6 \sqrt{n}}-\frac{1}{2 \sqrt{3} d}\right) \mathrm{i}
\end{gathered}
$$

where $\eta(0) / \overline{\eta(0)}$ is interpreted as an arbitrary phase if $\eta(0)=1$.
(2) $\eta(0)=\xi(0)=0$, and there exist $\kappa \in\{1,-1\}$ satisfying

$$
\begin{gathered}
\mu_{0}(0)=0 \\
\mu_{1}(0)=\left(\frac{\kappa}{2 \sqrt{n}}+\frac{1}{2 \sqrt{3} d}\right) \mathrm{i} \\
\mu_{2}(0)=\left(\frac{\kappa}{2 \sqrt{n}}-\frac{1}{2 \sqrt{3} d}\right) \mathrm{i}
\end{gathered}
$$

The second case could occur only if $\operatorname{dim}\{f \in \operatorname{ker}(\mathcal{R}-1) ; f(0)=0\} \geq 2$.
Proof. We assume $\omega=1$. The proof for the general case can be obtained by applying the same argument to $\bar{\omega} \mathcal{R}$, and replacing $\left(\mu_{0}, \mu_{1}, \mu_{2}\right)$ with $\left(\mu_{1}, \mu_{2}, \mu_{0}\right)$ or $\left(\mu_{2}, \mu_{0}, \mu_{1}\right)$. The first equation follows from Eq.(10.38).

Assume that (1) in Lemma 10.11 occurs. Then we have

$$
\begin{gathered}
\mu_{0}(0)+\mu_{1}(0)+\mu_{2}(0)=\frac{\kappa_{1}-\kappa_{2} \sqrt{1-4 n|\eta(0)|^{2}}}{2 \sqrt{n}} \mathrm{i} \\
\mu_{0}(0)+\zeta_{3} \mu_{1}(0)+\overline{\zeta_{3}} \mu_{2}(0)=-\frac{1}{2 d}-\frac{\kappa_{2} \sqrt{1-4 n|\eta(0)|^{2}}}{2 \sqrt{n}} \mathrm{i} \\
\mu_{0}(0)+\overline{\zeta_{3}} \mu_{1}(0)+\zeta_{3} \mu_{2}(0)=\frac{1}{2 d}-\frac{\kappa_{2} \sqrt{1-4 n|\eta(0)|^{2}}}{2 \sqrt{n}} \mathrm{i}
\end{gathered}
$$

which implies (1).
We further assume $\operatorname{dim} \operatorname{ker}(\mathcal{R}-1)=1$ and get contradiction. Since $\left(\xi(0), \mu_{0}(0)\right) \neq(0,0)$, we can find $f \in \operatorname{ker}(\mathcal{R}-1)$ with $\mathcal{J} f=f$ and $f(0)=1$. Then we have $\xi=\xi(0) f, \eta=\eta(0) f, \mu_{0}=\mu_{0}(0) f$, and Eq.(10.36),(10.37) imply

$$
\begin{gathered}
\eta(0) \overline{\xi(0)}=\mu_{0}(0) \overline{\eta(0)}, \\
\eta(0)^{2}=\xi(0) \overline{\mu_{0}(0)}
\end{gathered}
$$

Since $\mu_{0}(0) \in \mathbb{R}$, this implies either $\xi=\eta=0$ or $\mu_{0}=\eta=0$. The first case contradicts Eq.(10.33),(10.34). The second case with Eq.(10.33) gives $\|\mu\|^{2}=(1-1 / d) / 2$ on one hand, and on the other hand we have

$$
\left\|\mu^{2}\right\|=\left\|\mu_{1}\right\|^{2}+\left\|\mu_{2}\right\|^{2}=\frac{1}{3}-\frac{2}{3 d},
$$

which is contradiction too.
Now we assume (2) in Lemma 10.11 occurs. Then we have

$$
\begin{aligned}
\mu_{0}(0)+\mu_{1}(0)+\mu_{2}(0) & =\frac{\kappa}{\sqrt{n}} \mathrm{i}, \\
\mu_{0}(0)+\zeta_{3} \mu_{1}(0)+\overline{\zeta_{3}} \mu_{2}(0) & =-\frac{1}{2 d}-\frac{\kappa}{2 \sqrt{n}} \mathrm{i}, \\
\mu_{0}(0)+\overline{\zeta_{3}} \mu_{1}(0)+\zeta_{3} \mu_{2}(0) & =\frac{1}{2 d}-\frac{\kappa}{2 \sqrt{n}} \mathrm{i}
\end{aligned}
$$

which implies (2).
In a similar way as above, we can show that the condition

$$
\operatorname{dim}\{f \in \operatorname{ker}(\mathcal{R}-1) ; f(0)=0\} \leq 1
$$

does not allow any solution.
Remark 10.13. If $\omega=\zeta_{3}^{i}$, we can apply the same argument to $\zeta_{3}^{-i} \mathcal{R}$ instead of $\mathcal{R}$, and the same statement replacing $\left(\mu_{0}, \mu_{1}, \mu_{2}\right)$ with $\left(\mu_{i}, \mu_{1+i}, \mu_{2+i}\right)$ holds.
10.4. Case III. We assume $\chi_{1}=1$, and $\chi_{2} \neq 1, \chi_{2}^{2}=1, J e_{1}=e_{1}, J e_{2}=e_{2}$. For simplicity we denote $\chi=\chi_{2}$. There exists unique $g_{\chi} \in G$ satisfying $\chi(g)=\left\langle g, g_{\chi}\right\rangle$ for all $g \in G$. Note that we have the following for $a_{\chi}(g)=\chi(g) a(g)$ :

$$
\widehat{a_{\chi}}(0)=\frac{1}{\sqrt{n}} \sum_{h \in G}\left\langle g_{\chi}, h\right\rangle a(h)=\hat{a}\left(-g_{\chi}\right)=\hat{a}(0) \overline{a\left(g_{\chi}\right)} .
$$

Thus

$$
c_{2}^{3}=\overline{\widehat{a_{\chi}}(0)}=\overline{\hat{a}(0)} a\left(g_{\chi}\right)=c_{1}^{3} a\left(g_{\chi}\right) .
$$

Since $g_{\chi}$ has order 2, we have $a\left(g_{\chi}\right)^{2}=\left\langle g_{\chi}, g_{\chi}\right\rangle=\chi\left(g_{\chi}\right)$, and $a\left(g_{\chi}\right)^{4}=1$, which shows $c_{2}^{3}=\left(c_{1} \overline{a\left(g_{\chi}\right)}\right)^{3}$.
Lemma 10.14. For $r=1$, 2, we introduce unitaries $\mathcal{R}_{r}, r=1,2$, of period 3 on $\ell^{2}(G)$ by

$$
\mathcal{R}_{r} f(g)=\frac{\overline{c_{r} \chi_{r}(g) a(g)}}{\sqrt{n}} \sum_{h \in G}\langle g, h\rangle f(h),
$$

and anti-unitaries $\mathcal{J}_{r}$ of period 2 on $\ell^{2}(G)$ by

$$
\mathcal{J}_{r} f(g)=\overline{\chi_{r}(g) a(g) f(-g)} .
$$

Then Eq.(8.15), (8.20), (8.23), (8.25) are equivalent to the following conditions:
(1) $\operatorname{Let}_{\xi_{1}}(g)=b_{1,1}^{1,1}(g), \xi_{2}(g)=b_{2,2}^{2,2}(g), \mu(g)=b_{1,2}^{1,2}(g)$. The matrix $\mathcal{B}(g)=\left(b_{t, u}^{r, s}(g)\right)_{(r, t),(s, u)}$ is expressed as

$$
\mathcal{B}(g)=\left(\begin{array}{cccc}
\xi_{1}(g) & 0 & 0 & \mu(g) \\
0 & \mathcal{R}_{2}^{2} \mu(g) & \mathcal{R}_{1} \mu(g) & 0 \\
0 & \mathcal{R}_{2} \mu(g) & \mathcal{R}_{1}^{2} \mu(g) & 0 \\
\mu(g) & 0 & 0 & \xi_{2}(g)
\end{array}\right)
$$

and the following hold:

$$
\begin{array}{ll}
\mathcal{R}_{1} \xi_{1}(g)=\xi_{1}(g), & \mathcal{J}_{1} \xi_{1}(g)=\xi_{1}(g), \\
\mathcal{R}_{2} \xi_{2}(g)=\xi_{2}(g), & \mathcal{J}_{2} \xi_{2}(g)=\xi_{2}(g) .
\end{array}
$$

(2) $\chi(g) \mu(g)=\mu(g)$.

Proof. Eq.(8.25) implies $b_{12}^{12}(g)=b_{21}^{21}(g)$. Then Eq.(8.15), (8.20) are equivalent to (1).
Eq.(8.23), (8.25) are equivalent to

$$
\begin{gathered}
\mu(g)=\chi(g) \mu(g), \\
\mathcal{R}_{1} \mu(g)=\overline{c_{1}} c_{2} \chi(g) \mathcal{R}_{2} \mu(g)=c_{1}^{2} \overline{c_{2}^{2}} \mathcal{R}_{2} \mu\left(g+g_{\chi}\right), \\
\mathcal{R}_{2} \mu(g)=c_{1} \overline{c_{2}} \chi(g) \mathcal{R}_{1} \mu(g)=\overline{c_{1}^{2}} c_{2}^{2} \mathcal{R}_{1} \mu\left(g+g_{\chi}\right), \\
\mathcal{R}_{1}^{2} \mu(g)=c_{1} \overline{c_{2}} \mathcal{R}_{2}^{2} \mu(g)=\mathcal{R}_{1}^{2} \mu\left(g+g_{\chi}\right), \\
\mathcal{R}_{2}^{2} \mu(g)=\overline{c_{1}} c_{2} \mathcal{R}_{1}^{2} \mu(g)=\mathcal{R}_{2}^{2} \mu\left(g+g_{\chi}\right) .
\end{gathered}
$$

We show that all the conditions follow from the first one. Note that we have the relation $\mathcal{R}_{2} f(g)=$ $c_{1} \overline{c_{2}} \chi(g) \mathcal{R}_{1} f(g)$. One the other hand, the unitary $\mathcal{R}_{r}^{2}=\mathcal{R}_{r}^{-1}$ is given by

$$
\mathcal{R}_{r}^{2} f(g)=\frac{c_{r}}{\sqrt{n}} \sum_{h \in G} \overline{\langle g, h\rangle} a(h) \chi_{r}(h) f(h),
$$

and in particular it implies that we have $c_{1} \mathcal{R}_{2}^{2} f(g)=c_{2} \mathcal{R}_{1}^{2} f(g)$ for any function $f$ satisfying $\chi(g) f(g)=$ $f(g)$. Note that the first condition implies

$$
\mathcal{R}_{r} \mu(g)=a_{r}\left(g+g_{\chi}\right) \overline{a_{r}(g)} \mathcal{R}_{r} \mu\left(g+g_{\chi}\right)=a_{r}\left(g_{\chi}\right) \chi(g) \mathcal{R}_{r} \mu\left(g+g_{r}\right),
$$
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$$
\mathcal{R}_{r}^{2} \mu(g)=\mathcal{R}_{r}^{2} \mu\left(g+g_{\chi}\right)
$$

Thus the remaining conditions are equivalent to $c_{2}^{3}=c_{1}^{3} a\left(g_{\chi}\right)=c_{1}^{3} \overline{a\left(g_{\chi}\right)}\left\langle g_{\chi}, g_{\chi}\right\rangle$, which holds in general.

We arbitrarily fix $c \in \mathbb{T}$ with $c^{3} \hat{a}(0)=1$, and define $\mathcal{R}$ and $\mathcal{J}$ as in the previous subsections. We set $c_{\chi}=c \overline{a\left(g_{\chi}\right)}$, which satisfies $c_{\chi}^{3} \widehat{a_{\chi}}(0)=1$. We set $\omega_{1}=c_{1} / c$ and $\omega_{2}=c_{2} / c_{\chi}$. Then $\omega_{1}^{3}=\omega_{2}^{3}=1$. Note that using notation in the proof of the above lemma, we have $\mathcal{R}_{1}=\overline{\omega_{1}} \mathcal{R}$.

Lemma 10.15. Let the notation be as above. Let $\xi_{1}(g)=b_{1,1}^{1,1}(g), \xi_{2}(g)=b_{2,2}^{2,2}(g), \mu(g)=b_{1,2}^{1,2}(g)$. Then Eq.(8.15)-(8.23) are equivalent to the following:
(1) The matrix $\mathcal{B}(g)=\left(b_{t, u}^{r, s}(g)\right)_{(r, t),(s, u)}$ is expressed as

$$
\mathcal{B}(g)=\left(\begin{array}{cccc}
\xi_{1}(g) & 0 & 0 & \mu(g) \\
0 & \omega_{2} \overline{a\left(g_{\chi}\right)} \mathcal{R}^{2} \mu(g) & \overline{\omega_{1}} \mathcal{R} \mu(g) & 0 \\
0 & \overline{\omega_{2}} a\left(g_{\chi}\right) \chi(g) \mathcal{R} \mu(g) & \omega_{1} \mathcal{R}^{2} \mu(g) & 0 \\
\mu(g) & 0 & 0 & \xi_{2}(g)
\end{array}\right) .
$$

(2) For any $g \in G$,

$$
\begin{gather*}
\mathcal{R} \xi_{1}(g)=\omega_{1} \xi_{1}(g), \quad \mathcal{J} \xi_{1}(g)=\xi_{1}(g),  \tag{10.39}\\
\mathcal{R} \xi_{2}(g)=\omega_{2} \overline{a\left(g_{\chi}\right)} \chi(g) \xi_{2}(g), \quad \mathcal{J} \xi_{2}(g)=\chi(g) \xi_{2}(g),  \tag{10.40}\\
\chi(g) \mu(g)=\mu(g),  \tag{10.41}\\
\mathcal{J} \mu(g)=\mu(g) \tag{10.42}
\end{gather*}
$$

(3) $\xi_{1}(0)+\mu(0)=\xi_{2}(0)+\mu(0)=-1 / d$.
(4) For any $g \in G$.

$$
\begin{gather*}
\left|\xi_{1}(g)\right|^{2}+|\mu(g)|^{2}=\frac{1}{n}-\frac{\delta_{g, 0}}{d},  \tag{10.43}\\
\left|\xi_{2}(g)\right|^{2}+|\mu(g)|^{2}=\frac{1}{n}-\frac{\delta_{g, 0}}{d},  \tag{10.44}\\
|\mathcal{R} \mu(g)|^{2}+\left|\mathcal{R}^{2} \mu(g)\right|^{2}=\frac{1}{n},  \tag{10.45}\\
\mu(g) \overline{\xi_{1}(g)}+\overline{\mu(g)} \xi_{2}(g)=-\frac{\delta_{g, 0}}{d},  \tag{10.46}\\
a\left(g_{\chi}\right) \overline{\omega_{1} \omega_{2}} \mathcal{R} \mu(g) \overline{\mathcal{R}^{2} \mu(g)}+\overline{a\left(g_{\chi}\right)} \omega_{1} \omega_{2} \chi(g) \mathcal{R}^{2} \mu(g) \overline{\mathcal{R} \mu(g)}=0 . \tag{10.47}
\end{gather*}
$$

Proof. The proof of the previous lemma shows that any solution satisfies

$$
\begin{gathered}
\mathcal{R}_{2} \mu(g)=\overline{\omega_{2}} a\left(g_{\chi}\right) \chi(g) \mathcal{R} \mu(g), \\
\mathcal{R}_{2}^{2} \mu(g)=\omega_{2} \overline{a\left(g_{\chi}\right)} \mathcal{R}^{2} \mu(g) .
\end{gathered}
$$

Now the statement follows from the previous lemma and a straightforward argument.

Remark 10.16. The condition (4) above imply

$$
\begin{gather*}
\left\|\xi_{1}\right\|^{2}=\left\|\xi_{2}\right\|^{2}=\frac{1}{2}-\frac{1}{d}  \tag{10.48}\\
\|\mu\|^{2}=\frac{1}{2} \tag{10.49}
\end{gather*}
$$

Lemma 10.17. Any solutions of the equations in Lemma 10.15 satisfy the following two conditions:
(1) There exists $\kappa \in\{1,-1\}$ satisfying

$$
\begin{gathered}
\xi_{1}(0)=\xi_{2}(0)=-\frac{1}{2 d}-\frac{\kappa}{2 \sqrt{n}}, \\
\mu(0)=-\frac{1}{2 d}+\frac{\kappa}{2 \sqrt{n}} .
\end{gathered}
$$

(2) For every order 2 element $g \in G$, there exists $\kappa_{g} \in\{1,-1\}$ satisfying

$$
(\mathcal{R} \mu(g))^{2}=\frac{\omega_{1} \omega_{2} \overline{a\left(g_{\chi}\right) a(g)} \kappa_{g} i^{(1+\chi(g)) / 2}}{2 n}
$$

and in particular

$$
(\sqrt{2 n} \mathcal{R} \mu(g))^{12}=\left\langle g_{\chi}, g_{\chi}\right\rangle\langle g, g\rangle(-1)^{\frac{1+\chi(g)}{2}} .
$$

Consequently, when $a\left(g_{\chi}\right)= \pm 1$, we have $(\sqrt{2 n} \mathcal{R} \mu(0))^{12}=-1$, and when $a\left(g_{\chi}\right)= \pm \mathrm{i}$ we have $(\sqrt{2 n} \mathcal{R} \mu(0))^{12}=1$.

Proof. Since $J \mathcal{R} \mu(g)=\mathcal{R}^{2} \mu(g)$, we have $\mathcal{R}^{2} \mu(g)=\overline{a(g) \mathcal{R} \mu(-g)}$. (1) follows from the $g=0$ case of Lemma 10.15.

If $g \in G$ has order 2, we have $\mathcal{R}^{2} \mu(g)=\overline{a(g) \mathcal{R} \mu(g)}$. Thus Lemma 10.15,(4) implies $|\mathcal{R} \mu(g)|^{2}=1 /(2 n)$ and

$$
\overline{\omega_{1} \omega_{2}} a\left(g_{\chi}\right) a(g)(\mathcal{R} \mu(g))^{2}+\chi(g) \omega_{1} \omega_{2} \overline{a\left(g_{\chi}\right) a(g) \mathcal{R} \mu(g)^{2}}=0,
$$

which implies the statement.
Note that Case III could occur only if $G$ is an even group because there is no character of order 2 for odd groups. For small even groups we have

Lemma 10.18. Case III could occur only if $\# G \geq 8$.
Proof. Assume that we have a solution $\left(\xi_{1}, \xi_{2}, \mu\right)$ for the equations in Lemma 10.15. Since $\chi(g) \mu(g)=\mu(g)$, the function $\mu$ is supported by

$$
\{\chi\}^{\perp}=\{g \in G ; \chi(g)=1\} .
$$

For $G=\mathbb{Z}_{2}$, we have

$$
\mu(0)=-\frac{1}{2 d}+\frac{\kappa}{2 \sqrt{n}}=-\frac{1}{2(2+\sqrt{6})}+\frac{\kappa_{1}}{2 \sqrt{2}} .
$$

On the other hand since $\{\chi\}^{\perp}=\{0\}$, we have

$$
\frac{1}{2}=\|\mu\|^{2}=\mu(0)^{2}
$$

which is impossible.

For $G$ with $\# G=4$, we have $\#\{\chi\}^{\perp}=2$, and we set $\{\chi\}^{\perp}=\left\{0, g_{\perp}\right\}$. Since $g_{\perp}$ has order 2 and $\mathcal{J} \mu\left(g_{\perp}\right)=\mu\left(g_{\perp}\right)$, we have $\overline{\mu\left(g_{\perp}\right)}=a\left(g_{\perp}\right) \mu\left(g_{\perp}\right)$. Thus

$$
\frac{1}{8}=|\mathcal{R} \mu(0)|^{2}=\left|\frac{\mu(0)+\mu\left(g_{\perp}\right)}{2}\right|^{2}=\frac{\mu(0)^{2}+\left|\mu\left(g_{\perp}\right)\right|^{2}+\left(1+a\left(g_{\perp}\right)\right) \mu\left(g_{\perp}\right)}{4} .
$$

Since

$$
\mu(0)^{2}+\left|\mu\left(g_{\perp}\right)\right|^{2}=\|\mu\|^{2}=\frac{1}{2},
$$

and $\mu\left(g_{\perp}\right) \neq 0$, we get $a\left(g_{\perp}\right)=-1$. This implies

$$
\mathcal{R} \mu(0)=\bar{c} \frac{\mu(0) \pm \sqrt{\frac{1}{2}-\mu(0)^{2}} \mathrm{i}}{2}
$$

and on the other hand $(2 \sqrt{2} \mathcal{R} \mu(0))^{24}=1$. This is contradiction as we have $\bar{c}^{24}=\hat{a}(0)^{8}=1$, and

$$
\mu(0)=\frac{2-\sqrt{5}+\kappa_{1}}{4}
$$

For $G=\mathbb{Z}_{6}$, we have $\chi(g)=(-1)^{g}$ and $\{\chi\}^{\perp}=\{0,2,4\}$. Up to complex conjugate, we may assume $\langle g, h\rangle=\zeta_{6}^{g h}$, where $\zeta_{6}=e^{\frac{2 \pi i}{6}}$. There are only two possibilities of $a(\underline{g})$, and we can choose $a(g)=e^{-\frac{\pi \mathrm{i} g^{2}}{6}}$ as the other one is $a(g) \chi(g)$. Since $\mathcal{J} \mu(g)=\mu(g)$, we have $\mu(4)=\overline{a(2) \mu(2)}=\zeta_{3} \overline{\mu(2)}$. Now we have

$$
\mathcal{R} \mu(0)=\bar{c} \frac{\mu(0)+\zeta_{6}\left(\zeta_{6}^{-1} \mu(2)+\zeta_{6} \overline{\mu(2)}\right)}{\sqrt{6}} .
$$

Let $x=\zeta_{6}^{-1} \mu(2)+\zeta_{6} \overline{\mu(2)}$. Then

$$
\frac{1}{12}=|\mathcal{R} \mu(0)|^{2}=\frac{\mu(0)^{2}+x^{2}+\mu(0) x}{6}
$$

and

$$
x=\frac{-\mu(0) \pm \sqrt{2-3 \mu(0)^{2}}}{2} .
$$

This implies

$$
\mathcal{R} \mu(0)=\bar{c} \frac{3 \mu(0) \pm \sqrt{2-3 \mu(0)^{2}}+\left(-\mu(0) \pm \sqrt{2-3 \mu(0)^{3}}\right) \sqrt{3} \mathrm{i}}{4 \sqrt{6}}
$$

On the other hand we have $(\sqrt{12} \mathcal{R} \mu(0))^{24}=1$, which is a contradiction as we have $c^{24}=1$ and

$$
\mu(0)=\frac{\sqrt{6}-\sqrt{7}+\kappa_{1}}{2 \sqrt{6}}
$$

To see if Case III really occurs, the first test case is order 8 abelian groups $\mathbb{Z}_{8}, \mathbb{Z}_{4} \times \mathbb{Z}_{2}$, and $\mathbb{Z}_{2} \times \mathbb{Z}_{2} \times \mathbb{Z}_{2}$.
10.5. The case of $G=\mathbb{Z}_{2}$. Ostrik [47] showed that there is no near-group category for $G=\mathbb{Z}_{2}$ with $m \geq 3$. We give a proof of this fact in the case of $m=4$.

There is a unique non-degenerate symmetric bicharacter $\langle g, h\rangle=(-1)^{g h}$ for $\mathbb{Z}_{2}$, and there are exactly two $a(g)$. We may assume $a(0)=1, a(1)=\mathrm{i}$ as the other one is its complex conjugate. Then $\hat{a}(0)=e^{\frac{\pi \mathrm{i}}{4}}$, and we choose $c=e^{-\frac{\pi i}{12}}$. We identify $\ell^{2}\left(\mathbb{Z}_{2}\right)$ with $\mathbb{C}^{2}$, the set of column vectors with two components, and express $\mathcal{R}$ as a matrix

$$
\mathcal{R}=e^{\frac{\pi \mathrm{i}}{12}}\left(\begin{array}{cc}
1 & 0 \\
0 & -\mathrm{i}
\end{array}\right) \frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right)=\frac{\sqrt{3}+1+(\sqrt{3}-1) \mathrm{i}}{4}\left(\begin{array}{cc}
1 & 1 \\
-\mathrm{i} & \mathrm{i}
\end{array}\right) .
$$

$\mathcal{J}$ is given by

$$
\mathcal{J}\binom{f(0)}{f(1)}=\binom{\overline{f(0)}}{-\mathrm{i} \overline{f(1)}} .
$$

Let

$$
f_{0}=\binom{1}{\frac{\sqrt{3}-1}{\sqrt{2}} e^{-\frac{\pi i}{4}}}, \quad f_{1}=\binom{1}{-\frac{\sqrt{3}+1}{\sqrt{2}} e^{-\frac{\pi i}{4}}} .
$$

Then we have $\mathcal{R} f_{0}=f_{0}, \mathcal{R} f_{1}=\zeta_{3} f_{1}, J f_{0}=f_{0}, J f_{1}=f_{1},\left\|f_{0}\right\|^{2}=3-\sqrt{3},\left\|f_{1}\right\|^{2}=3+\sqrt{3}$.
Lemma 10.12 shows that Case II never occurs, and Lemma 10.5 and Lemma 10.7 show that the only possible case is Case I with $\left(\omega_{1}, \omega_{2}\right)=\left(1, \zeta_{3}\right)$ as $\zeta_{3}^{2}$ is not an eigenvalue of $\mathcal{R}$. Since $\mu_{2}=0$, the case (1) of Lemma 10.7 is the only possibility. Note that we have $\mu_{0}=\mu_{0}(0) f_{0}$ and $\mu_{1}=\mu_{1}(0) f_{1}$. Eq.(10.22) implies

$$
\begin{aligned}
& \frac{1}{3}=\mu_{0}(0)^{2}\left\|f_{0}\right\|^{2}+\mu_{1}(0)^{2}\left\|f_{1}\right\|^{2} \\
& =(3+\sqrt{3})\left(\frac{1}{6 d}-\frac{\kappa_{2}}{2 \sqrt{6}}\right)^{2}+(3-\sqrt{3})\left(\frac{1}{6 d}+\frac{\kappa_{2}}{2 \sqrt{6}}\right)^{2}
\end{aligned}
$$

which is contradiction as $d=2+\sqrt{6}$.
10.6. The case of $G=\mathbb{Z}_{3}$. Larson [39] showed that there exists no near-group category for $G=\mathbb{Z}_{3}$ with $m \geq 7$. On the other hand, it is known that there exists at least one $\mathrm{C}^{*}$ near-group category for $G=\mathbb{Z}_{3}$ with $m=6$, which was first observed by Zhengwei Liu and Noah Snyder ([40, page 59], see also [19, page 14]).

Theorem 10.19. There exist exactly two $C^{*}$ near-group categories for $\mathbb{Z}_{3}$ with $m=6$, and they are complex conjugate to each other.

There are exactly two symmetric bicharacters of $\mathbb{Z}_{3}$ and they are complex conjugate to each other. We choose $\langle g, h\rangle=\zeta_{3}^{g h}$. For this, there is a unique $a(g)$, given by $a(1)=a(2)=\zeta_{3}$. Since $\hat{a}(0)=\mathrm{i}$, we choose $c=e^{-\frac{\pi i}{6}}$. Then

$$
\begin{gathered}
\mathcal{R}=e^{\frac{\pi \mathrm{i}}{6}}\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & \zeta_{3}^{2} & 0 \\
0 & 0 & \zeta_{3}^{2}
\end{array}\right) \frac{1}{\sqrt{3}}\left(\begin{array}{ccc}
1 & 1 & 1 \\
1 & \zeta_{3} & \zeta_{3}^{2} \\
1 & \zeta_{3}^{2} & \zeta_{3}
\end{array}\right)=\frac{e^{\frac{\pi \mathrm{i}}{6}}}{\sqrt{3}}\left(\begin{array}{ccc}
1 & 1 & 1 \\
\zeta_{3}^{2} & 1 & \zeta_{3} \\
\zeta_{3}^{2} & \zeta_{3} & 1
\end{array}\right), \\
\mathcal{J}\left(\begin{array}{c}
f(0) \\
f(1) \\
f(2)
\end{array}\right)=\left(\begin{array}{c}
\overline{f(0)} \\
\zeta_{3}^{-1} \frac{f(2)}{2} \\
\zeta_{3}^{-1} \frac{f(1)}{f}
\end{array}\right) .
\end{gathered}
$$

Let

$$
f_{0}=\left(\begin{array}{c}
1 \\
-\frac{\zeta_{3}}{2} \\
-\frac{\zeta_{3}}{2}
\end{array}\right), \quad f_{0}^{\prime}=\left(\begin{array}{c}
0 \\
\zeta_{3} \mathrm{i} \\
-\zeta_{3} \mathrm{i}
\end{array}\right), \quad f_{1}=\left(\begin{array}{c}
1 \\
\zeta_{3} \\
\zeta_{3}
\end{array}\right)
$$

Then $\mathcal{R} f_{0}=f_{0}, \mathcal{R} f_{0}^{\prime}=f_{0}^{\prime}, \mathcal{R} f_{1}=\zeta_{3} f_{1}$, and $\mathcal{J} f_{0}=f_{0}, \mathcal{J} f_{0}^{\prime}=f_{0}^{\prime}, \mathcal{J} f_{1}=f_{1}$. They form a (nonnormalized) orthogonal basis of $\ell^{2}\left(\mathbb{Z}_{3}\right)$ as well as the real vector space

$$
\left\{f \in \ell^{2}\left(\mathbb{Z}_{3}\right) \quad \mathcal{J} f=f\right\}
$$

We prove the above theorem by showing the following lemma.
Lemma 10.20. For $\mathcal{R}$ and $\mathcal{J}$ as above, there is no solution of the equations in Lemma 10.9, and there is a unique solutions of the equations in Lemma 10.2 up to equivalence given as follows: $\omega_{1}=\omega_{2}=1$, and

$$
\begin{gathered}
\xi_{1}(0)=-\frac{\sqrt{3-1}}{2}, \quad \xi_{1}(1)=\zeta_{3}\left(\frac{\sqrt{3}-1}{4}+x \mathrm{i}\right), \quad \xi_{1}(2)=\zeta_{3}\left(\frac{\sqrt{3}-1}{4}-x \mathrm{i}\right), \\
\xi_{2}(0)=-\frac{\sqrt{3-1}}{2}, \quad \xi_{2}(1)=\zeta_{3}\left(\frac{\sqrt{3}-1}{4}+x \mathrm{i}\right), \quad \xi_{2}(2)=\zeta_{3}\left(\frac{\sqrt{3}-1}{4}-x \mathrm{i}\right), \\
\eta_{1}(0)=0, \quad \eta_{1}(1)=y \zeta_{3} \mathrm{i}, \quad \eta_{1}(2)=-y \zeta_{3} \mathrm{i}, \\
\eta_{1}(0)=0, \quad \eta_{2}(1)=-y \zeta_{3} \mathrm{i}, \quad \eta_{2}(2)=y \zeta_{3} \mathrm{i}, \\
\mu(0)=\frac{\sqrt{3}-1}{2 \sqrt{3}}, \quad \mu(1)=\zeta_{3}\left(\frac{\sqrt{3}+1}{4 \sqrt{3}}-x \mathrm{i}\right), \quad \mu(2)=\zeta_{3}\left(\frac{\sqrt{3}+1}{4 \sqrt{3}}+x \mathrm{i}\right), \\
\mathcal{R} \mu(0)=\frac{-1+\mathrm{i}}{2 \sqrt{3}}, \quad \mathcal{R} \mu(1)=\zeta_{3}\left(\frac{1-\sqrt{3}+2 \mathrm{i}}{4 \sqrt{3}}-x \mathrm{i}\right), \quad \mathcal{R} \mu(2)=\zeta_{3}\left(\frac{1-\sqrt{3}+2 \mathrm{i}}{4 \sqrt{3}}+x \mathrm{i}\right), \\
\mathcal{R}^{2} \mu(0)=-\frac{1+\mathrm{i}}{2 \sqrt{3}}, \quad \mathcal{R}^{2} \mu(1)=\zeta_{3}\left(\frac{1-\sqrt{3}-2 \mathrm{i}}{4 \sqrt{3}}-x \mathrm{i}\right), \quad \mathcal{R}^{2} \mu(2)=\zeta_{3}\left(\frac{1-\sqrt{3}-2 \mathrm{i}}{4 \sqrt{3}}+x \mathrm{i}\right),
\end{gathered}
$$

where $x, y \in \mathbb{R}$ with

$$
x^{2}+y^{2}=\frac{\sqrt{3}}{24} .
$$

Proof. Since $\zeta_{3}^{2}$ is not an eigenvalue of $\mathcal{R}$, we have $\mu_{2}(0)=0$, and Lemma 10.12 shows that Case II never occur. Lemma 10.5 shows that the only possibilities in Case I are $\left(\omega_{1}, \omega_{2}\right)=\left(1, \zeta_{3}\right)$ and $\left(\omega_{1}, \omega_{2}\right)=(1,1)$.

First we assume that $\left(\omega_{1}, \omega_{2}\right)=\left(1, \zeta_{3}\right)$ holds. Since $\mu_{2}(0)=0$, Lemma 10.7 shows that only the case (1) of Lemma 10.7 is possible, and we have

$$
\begin{gathered}
\kappa_{1} \sqrt{1-12 \eta_{1}(0)^{2}}=\frac{2-\sqrt{3}}{3} \\
\eta_{1}(0)^{2}=\frac{1+2 \sqrt{3}}{54} \\
\xi_{1}(0)=\xi_{2}(0)=-\frac{2(2-\sqrt{3})}{3 \sqrt{3}} .
\end{gathered}
$$

Since $\xi_{2}=\xi_{1}(0) f_{1}, \eta_{2}=-\eta_{1}(0) f_{1}, \mu_{2}=0$, Eq.(10.23) implies

$$
-\frac{1}{d}=\xi_{1}(0)^{2}\left\|f_{1}\right\|^{2}-2 \eta_{1}(0)^{2}\left\|f_{1}\right\|^{2}=3\left(\frac{2(2-\sqrt{3})}{3 \sqrt{3}}\right)^{2}-6 \frac{1+2 \sqrt{3}}{54}=3-2 \sqrt{3},
$$

which is contradiction as we have $d=3+2 \sqrt{3}$.

Now we solve the equations for $\left(\omega_{1}, \omega_{2}\right)=(1,1)$. Since $\mu_{2}(0)=0$, only the case (2) in Lemma 10.5 with $\kappa_{1}=\kappa_{2}=1$ is possible, and

$$
\xi_{1}(0)=\xi_{2}(0)=3 \mu_{0}(0)=-\frac{\sqrt{3}-1}{2}
$$

$\eta_{1}(0)=\eta_{2}(0)=0, \mu_{1}(0)=1 / 3$. Since $\xi_{1}, \xi_{2}, \eta_{1}, \eta_{2}, \mu_{0}$ belong to the real linear space

$$
\{f \in \operatorname{ker}(\mathcal{R}-1) ; \mathcal{J} f=f\}
$$

there exist real numbers $x_{1}, x_{2}, y_{1}, y_{2}, p$ satisfying $\xi_{r}=\xi_{r}(0) f_{0}+x_{r} f_{0}^{\prime}, \eta_{r}=y_{r} f_{0}^{\prime}$ for $r=1,2$, and $\mu_{0}=\mu_{0}(0) f_{0}+p f_{0}^{\prime}$. Since $\operatorname{dim} \operatorname{ker}\left(\mathcal{R}-\zeta_{3}\right)=1$, we have $\mu_{1}=\frac{1}{3} f_{1}$.

Eq.(10.13), (10.14), (10.15) imply

$$
\left\|\xi_{1}\right\|^{2}+\left\|\xi_{2}\right\|^{2}-2\|\mu\|^{2}=-\frac{2}{d}
$$

Thus

$$
2 \xi_{1}(0)^{2}\left\|f_{0}\right\|^{2}+\left(x_{1}^{2}+x_{2}^{2}\right)\left\|f_{0}^{\prime}\right\|^{2}-2\left(\mu_{0}(0)^{2}\left\|f_{0}\right\|^{2}+p^{2}\left\|f_{0}^{\prime}\right\|^{2}+\frac{1}{3}\right)=-\frac{2}{d}
$$

and we get $x_{1}^{2}+x_{2}^{2}=2 p^{2}$. Eq.(10.17), (10.18) imply

$$
\begin{aligned}
& p y_{1}+\left(2 p+x_{1}\right) p=0 \\
& \left(2 p+x_{2}\right) y_{1}+p y_{2}=0
\end{aligned}
$$

and so either $y_{1}=y_{2}=0$ or $p^{2}=\left(2 p+x_{1}\right)\left(2 p+x_{2}\right)$. We claim that $x_{1}=x_{2}=-p, y_{1}=-y_{2}$, and

$$
x_{1}^{2}+y_{1}^{2}=\frac{1}{8 \sqrt{3}} .
$$

Indeed, assume first that $\left(y_{1}, y_{2}\right) \neq(0,0)$ holds. Then

$$
\begin{aligned}
0 & =3 p^{2}+2\left(x_{1}+x_{2}\right) p+x_{1} x_{2} \\
& =3 p^{2}+2\left(x_{1}+x_{2}\right) p+\frac{\left(x_{1}+x_{2}\right)^{2}-\left(x_{1}^{2}+x_{2}^{2}\right)}{2} \\
& =\frac{6 p^{2}+4\left(x_{1}+x_{2}\right) p+\left(x_{1}+x_{2}\right)^{2}-2 p^{2}}{2} \\
& =\frac{\left(2 p+x_{1}+x_{2}\right)^{2}}{2}
\end{aligned}
$$

and we get $x_{1}+x_{2}=2 p$. Therefore we have $x_{1}=x_{2}=-p$ and $p\left(y_{1}+y_{2}\right)=0$. Eq.(10.13), (10.14) imply

$$
\left\|\xi_{1}\right\|^{2}-\left\|\xi_{2}\right\|^{2}+2\left(\left\|\eta_{2}\right\|^{2}-\left\|\eta_{1}\right\|^{2}\right)=0
$$

which shows $y_{1}^{2}=y_{2}^{2}$. Eq.(10.13),(10.16) imply

$$
4 y_{2}^{2}+4 p^{2}=-4 y_{1} y_{2}+4 p^{2}=\frac{1}{2 \sqrt{3}}
$$

which shows the claim.
Assume now that $y_{1}=y_{2}=0$ holds. Then $\eta_{1}=\eta_{2}=0$, and the equations in Remark 10.3 are equivalent to

$$
\begin{gathered}
\|\mu\|^{2}=\frac{1}{2} \\
\left\|\xi_{1}\right\|^{2}=\left\|\xi_{2}\right\|^{2}=\frac{3}{2}-\frac{2}{\sqrt{3}},
\end{gathered}
$$

$$
\left\langle\mu, \xi_{1}\right\rangle_{\ell^{2}\left(\mathbb{Z}_{3}\right)}+\left\langle\xi_{2}, \mu\right\rangle_{\ell^{2}\left(\mathbb{Z}_{3}\right)}=1-\frac{2}{\sqrt{3}} .
$$

In terms of $p, x_{1}, x_{2}$, these are equivalent to

$$
\begin{aligned}
& p^{2}=x_{1}^{2}=x_{2}^{2}=\frac{1}{8 \sqrt{3}}, \\
& p\left(x_{1}+x_{2}\right)=-\frac{1}{4 \sqrt{3}},
\end{aligned}
$$

which shows the claim again.
Let $x=x_{1}$ and $y=y_{1}$. Then $\xi_{r}, \eta_{r}, \mu$ are as in the statement. It is straightforward to show that they satisfy the conditions in Lemma 10.2.

Since $\left(\omega_{1}, \omega_{2}\right)=(1,1)$, the gauge group is $O(2)$, and we show that they act on the solutions transitively. Indeed, it is easy to show that

$$
\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

acts on the solutions as $(x, y) \mapsto(x,-y)$. Let

$$
R(\theta)=\left(\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right)
$$

Note that we have

$$
\begin{aligned}
& \mathcal{B}(g) \\
& =-\frac{\sqrt{3}-1}{6} f_{0}(g)\left(\begin{array}{cccc}
3 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 \\
0 & 1 & 1 & 0 \\
1 & 0 & 0 & 3
\end{array}\right)+\frac{1}{3} f_{1}(g)\left(\begin{array}{cccc}
0 & 0 & 0 & 1 \\
0 & \zeta_{3}^{2} & \zeta_{3} & 0 \\
0 & \zeta_{3} & \zeta_{3}^{2} & 0 \\
1 & 0 & 0 & 0
\end{array}\right) \\
& +f_{0}^{\prime}(g)[x(X \otimes X-Y \otimes Y)-y(X \otimes Y+Y \otimes X)]
\end{aligned}
$$

where

$$
X=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \quad Y=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) .
$$

The first two terms commute with $R(\theta) \otimes R(\theta)$. Since

$$
\begin{gathered}
R(\theta) X R(\theta)^{-1}=\cos 2 \theta X+\sin 2 \theta Y \\
R(\theta) Y R(\theta)^{-1}=-\sin 2 \theta X+\cos 2 \theta Y
\end{gathered}
$$

we have

$$
\begin{aligned}
& (R(\theta) \otimes R(\theta))(X \otimes X-Y \otimes Y)\left(R(\theta)^{-1} \otimes R(\theta)^{-1}\right) \\
& =\cos 4 \theta(X \otimes X-Y \otimes Y)+\sin 4 \theta(X \otimes Y+Y \otimes X) \\
& (R(\theta) \otimes R(\theta))(X \otimes Y+Y \otimes X)\left(R(\theta)^{-1} \otimes R(\theta)^{-1}\right) \\
& =-\sin 4 \theta(X \otimes X-Y \otimes Y)+\cos 4 \theta(X \otimes Y+Y \otimes X)
\end{aligned}
$$

Therefore $R(\theta)$ acts on the solutions as

$$
(x, y) \mapsto(x \cos 4 \theta+y \sin 4 \theta,-x \sin 4 \theta+y \cos 4 \theta)
$$

Remark 10.21. We already know that there is a $C^{*}$ near-group category for $\mathbb{Z}_{3}$ with $m=6$, and we do not need to verify Eq.(8.24).

Among the equivalence class of the solutions above, we can choose a representative with $y=0$. Such a solution is invariant under the subgroup of $O(2)$ generated by

$$
\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \quad\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right),
$$

which is the dihedral group $D_{8}$ of order 8 . Thus there is a $D_{8}$-action $\gamma$ on $\mathcal{O}_{9}$ commuting with $\alpha_{g}$ and $\rho$ corresponding such a solution. We can perform equivariantization with this $D_{8}$-action, and the resulting category includes a near-group category for $G=\mathbb{Z}_{2} \times \mathbb{Z}_{2} \times \mathbb{Z}_{3}$ with $m=12$ as a subcategory (see Example 13.15).

### 10.7. The case of $G=\mathbb{Z}_{4}$.

Theorem 10.22. There is no $C^{*}$ near-group category for $\mathbb{Z}_{4}$ with $m=8$.
There are exactly two non-degenerate symmetric bicharacters for $\mathbb{Z}_{4}$, which are complex conjugate to each other, and we may assume $\langle g, h\rangle=\mathrm{i}^{g h}$ to show the statement. For this, there are exactly two $a(g)$, and one of them is $a(g)=e^{-\frac{g^{2} \pi \mathrm{i}}{4}}$. In this case we can choose $c=e^{\frac{3 \pi \mathrm{i}}{4}}$, and

$$
\begin{aligned}
& \mathcal{R}=\frac{e^{-\frac{3 \pi \mathrm{i}}{4}}}{2}\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & e^{\frac{\pi \mathrm{i}}{4}} & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & e^{\frac{\pi \mathrm{i}}{4}}
\end{array}\right)\left(\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & \mathrm{i} & -1 & -\mathrm{i} \\
1 & -1 & 1 & -1 \\
1 & -\mathrm{i} & -1 & \mathrm{i}
\end{array}\right), \\
& \mathcal{J}\left(\begin{array}{c}
f(0) \\
f(1) \\
f(2) \\
f(3)
\end{array}\right)=
\end{aligned}
$$

Let

$$
f_{0}=\left(\begin{array}{c}
1 \\
-\frac{\zeta_{16}}{2 \cos \frac{3 \pi}{8}} \\
\tan \frac{3 \pi}{8} \mathrm{i} \\
-\frac{\zeta_{16}}{2 \cos \frac{3 \pi}{8}}
\end{array}\right), \quad f_{0}^{\prime}=\left(\begin{array}{c}
0 \\
\zeta_{16} \mathrm{i} \\
0 \\
-\zeta_{16} \mathrm{i}
\end{array}\right), \quad f_{1}=\left(\begin{array}{c}
1 \\
\frac{\zeta_{16}}{2 \cos \frac{17 \pi}{24}} \\
\tan \frac{17 \pi}{24} \mathrm{i} \\
\frac{\zeta_{16}}{2 \cos \frac{17 \pi}{24}}
\end{array}\right), \quad f_{2}=\left(\begin{array}{c}
1 \\
\frac{\zeta_{16}}{2 \cos \frac{\pi}{24}} \\
\tan \frac{\pi}{24} \mathrm{i} \\
\frac{\zeta_{16}}{2 \cos \frac{\pi}{24}}
\end{array}\right) .
$$

Then $\mathcal{R} f_{0}=f_{0}, \mathcal{R} f_{0}^{\prime}=f_{0}^{\prime}, \mathcal{R} f_{1}=\zeta_{3} f_{1}, \mathcal{R} f_{2}=\zeta_{3}^{2} f_{2}$, and they are invariant under $\mathcal{J}$. They form a (non-normalized) orthogonal basis of $\ell^{2}\left(\mathbb{Z}_{4}\right)$ as well as the real subspace of $\mathcal{J}$-invariant vectors. We have

$$
\begin{aligned}
& \left\|f_{1}\right\|^{2}=\frac{3}{2 \cos ^{2} \frac{17 \pi}{24}}=\frac{3}{1+\cos \frac{7 \pi}{12}}=\frac{6 \sqrt{2}}{1+2 \sqrt{2}-\sqrt{3}} \\
& \left\|f_{2}\right\|^{2}=\frac{3}{2 \cos ^{2} \frac{\pi}{24}}=\frac{3}{1+\cos \frac{\pi}{12}}=\frac{6 \sqrt{2}}{1+2 \sqrt{2}+\sqrt{3}}
\end{aligned}
$$
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The other choice of $a(g)$ is $a(g)=(-1)^{g} e^{-\frac{g^{2} \pi \mathrm{i}}{4}}$. In this case we can choose $c=e^{-\frac{\pi \mathrm{i}}{4}}$, and

$$
\begin{gathered}
\mathcal{R}=\frac{e^{\frac{\pi \mathrm{i}}{4}}}{2}\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & -e^{\frac{\pi \mathrm{i}}{4}} & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -e^{\frac{\pi \mathrm{i}}{4}}
\end{array}\right)\left(\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & \mathrm{i} & -1 & -\mathrm{i} \\
1 & -1 & 1 & -1 \\
1 & -\mathrm{i} & -1 & \mathrm{i}
\end{array}\right), \\
\mathcal{J}\left(\begin{array}{c}
f(0) \\
f(1) \\
f(2) \\
f(3)
\end{array}\right)= \\
\left.\begin{array}{c}
\overline{f(0)} \\
-e^{\frac{\pi i}{4} \frac{1}{f(3)}} \\
-\overline{f(2)} \\
-e^{\frac{\pi i}{4} \frac{1}{4}} f(1)
\end{array}\right) .
\end{gathered}
$$

Let

$$
f_{0}=\left(\begin{array}{c}
1 \\
\frac{\zeta_{16}^{5}}{2 \cos \frac{7 \pi}{8}} \\
\tan \frac{7 \pi}{8} \\
\frac{\zeta_{16}^{5}}{2 \cos \frac{7 \pi}{8}}
\end{array}\right), f_{0}^{\prime}=\left(\begin{array}{c}
0 \\
\zeta_{16}^{5} \mathrm{i} \\
0 \\
-\zeta_{16}^{5} \mathrm{i}
\end{array}\right), f_{1}=\left(\begin{array}{c}
1 \\
\frac{\zeta_{16}^{5}}{2 \cos \frac{5 \pi}{24}} \\
\tan \frac{5 \pi}{24} \mathrm{i} \\
\frac{\zeta_{16}^{5}}{2 \cos \frac{5 \pi}{24}}
\end{array}\right), f_{2}=\left(\begin{array}{c}
1 \\
\frac{\zeta_{16}^{5}}{2 \cos \frac{11 \pi}{24}} \\
-\tan \frac{11 \pi}{24} \mathrm{i} \\
\frac{\zeta_{16}^{5}}{2 \cos \frac{11 \pi}{24}}
\end{array}\right) .
$$

Then $\mathcal{R} f_{0}=f_{0}, \mathcal{R} f_{0}^{\prime}=f_{0}^{\prime}, \mathcal{R} f_{1}=\zeta_{3} f_{1}, \mathcal{R} f_{2}=\zeta_{3}^{2} f_{2}$, and they are invariant under $\mathcal{J}$. They form a (non-normalized) orthogonal basis of $\ell^{2}\left(\mathbb{Z}_{4}\right)$ as well as the real subspace of $\mathcal{J}$-invariant vectors.

$$
\begin{aligned}
& \left\|f_{1}\right\|^{2}=\frac{3}{2 \cos ^{2} \frac{5 \pi}{24}}=\frac{3}{1+\cos \frac{5 \pi}{12}}=\frac{6 \sqrt{2}}{-1+2 \sqrt{2}+\sqrt{3}} \\
& \left\|f_{2}\right\|^{2}=\frac{3}{2 \cos ^{2} \frac{11 \pi}{24}}=\frac{3}{1+\cos \frac{11 \pi}{12}}=\frac{6 \sqrt{2}}{-1+2 \sqrt{2}-\sqrt{3}}
\end{aligned}
$$

We give a unified argument for $\mathbb{Z}_{4}$ and $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ to show that certain cases never occur. Note that we have $d=4+2 \sqrt{5}$ in the both cases.

Lemma 10.23. Assume that $\# G=4, \operatorname{dim} \operatorname{ker}\left(\mathcal{R}-\zeta_{3}^{r}\right)=1$ for $r=1,2$, and there exist $f_{r} \in \operatorname{ker}\left(\mathcal{R}-\zeta_{3}^{r}\right)$ satisfying $J f_{r}=f_{r}$ and $f_{r}(0)=1$ for $r=1,2$. We assume $\sqrt{5} \notin \mathbb{Q}\left(\sqrt{3},\left\|f_{1}\right\|^{2},\|f\|_{2}^{2}\right)$.
(1) Neither the case (1) of Lemma 10.5 nor the case (1) of Lemma 10.7 occurs.
(2) The case (2) of Lemma 10.5 or the case (2) of Lemma 10.7 could occur only if $\kappa_{1}=-1$ and $\left\|f_{1}\right\|^{2}=$ $\left\|f_{2}\right\|^{2}=3$.
(3) The case (1) of Lemma 10.12 never occurs.
(4) The case (2) of Lemma 10.12 could occur only if $\left\|f_{1}\right\|^{2}=\left\|f_{2}\right\|^{2}=2$.

Proof. Note that we have $\mu_{1}=\mu_{1}(0) f_{1}$ and $\mu_{2}=\mu_{2}(0) f_{2}$. The statements follow from

$$
\mu_{1}(0)^{2}\left\|f_{1}\right\|^{2}+\mu_{2}(0)^{2}\left\|f_{2}\right\|^{2}=\frac{1}{3},
$$

for the cases of Lemma 10.5 and Lemma 10.7, and

$$
\mu_{1}(0)^{2}\left\|f_{1}\right\|^{2}+\mu_{2}(0)^{2}\left\|f_{2}\right\|^{2}=\frac{1}{3}\left(1-\frac{2}{d}\right),
$$

for the case of Lemma 10.12.

Proof of Theorem 10.22. Thanks to the previous lemma, the only possibilities are Case I with $\left(\omega_{1}, \omega_{2}\right)=$ $\left(1, \zeta_{3}^{ \pm 1}\right)$. We assume $\left(\omega_{1}, \omega_{2}\right)=\left(1, \zeta_{3}\right)$ as the other case can be treated in the same way. Lemma $10.2,(4)$ with $g=2$ implies

$$
\left|\xi_{1}(2)\right|^{2}+2\left|\eta_{2}(2)\right|^{2}=\left|\xi_{2}(2)\right|^{2}+2\left|\eta_{1}(2)\right|^{2} .
$$

Since $\operatorname{dim} \operatorname{ker}\left(\mathcal{R}-\zeta_{3}\right)=1$, we have $\xi_{2}=\xi_{2}(0) f_{1}=\xi_{1}(0) f_{1}$ and $\eta_{2}=\eta_{2}(0) f_{1}=-\eta_{1}(0) f_{1}$. Since $f_{0}^{\prime}(2)=0$, we have $\xi_{1}(2)=\xi_{1}(0) f_{0}(2)$ and $\eta_{1}(2)=\eta_{1}(0) f_{0}(2)$. Thus

$$
\left(\xi_{0}(0)^{2}-2 \eta_{1}(0)^{2}\right)\left(\left|f_{0}(2)\right|-\left|f_{1}(2)\right|\right)=0
$$

and $\xi_{0}(0)= \pm \sqrt{2} \eta_{1}(0)$. This shows that the case (2) of Lemma 10.8 never occurs. Since $\xi_{2}=\xi_{1}(0) f_{1}$ and $\eta_{2}=-\eta_{1}(0) f_{1}$, we have $\xi_{2}=\mp \sqrt{2} \eta_{2}$, and Eq.(10.23) implies

$$
\mu_{2}(0)^{2}\left\|f_{1}\right\|^{2}=\left\|\mu_{2}\right\|^{2}=\frac{1}{3 d}=\frac{\sqrt{5}-2}{6}
$$

Now the equations in (1) of Lemma 10.8 imply

$$
\begin{gathered}
-\frac{\sqrt{5}-2}{4}-\frac{\kappa_{1} \sqrt{1-16 \eta_{1}(0)^{2}}}{4}= \pm \sqrt{2} \eta_{1}(0) \\
\left(-\frac{\sqrt{5}-2}{12}+\frac{\kappa_{1} \sqrt{1-16 \eta_{1}(0)^{2}}}{4}\right)^{2}\left\|f_{1}\right\|^{2}=\frac{\sqrt{5}-2}{6} .
\end{gathered}
$$

Direct computation shows that for $\left\|f_{1}\right\|^{2}$ as above, these is no $\eta_{1}(0)$ satisfying these two equations.
10.8. The case of $G=\mathbb{Z}_{2} \times \mathbb{Z}_{2}$.

Theorem 10.24. There is no $C^{*}$ near-group category for $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ with $m=8$.
We use the notation in Example 9.6. Up to complex conjugate, there are exactly two $a(g)$ for each of $\langle\cdot, \cdot\rangle_{1}$ and $\langle\cdot, \cdot\rangle_{2}$, and we show the statement for these 4 cases separately.
Lemma 10.25. There is no $C^{*}$ near-group category for $\langle\cdot, \cdot\rangle_{1}$ and $a\left(g_{0}\right)=a\left(g_{1}\right)=\mathrm{i}, a\left(g_{2}\right)=-1$.
Proof. In this case we can choose $c=\mathrm{i}$, and

$$
\begin{gathered}
\mathcal{R}=\frac{-\mathrm{i}}{2}\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & -\mathrm{i} & 0 & 0 \\
0 & 0 & -\mathrm{i} & 0 \\
0 & 0 & 0 & -1
\end{array}\right)\left(\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & -1 & 1 & -1 \\
1 & 1 & -1 & -1 \\
1 & -1 & -1 & 1
\end{array}\right)=\frac{1}{2}\left(\begin{array}{cccc}
-\mathrm{i} & -\mathrm{i} & -\mathrm{i} & -\mathrm{i} \\
-1 & 1 & -1 & 1 \\
-1 & -1 & 1 & 1 \\
\mathrm{i} & -\mathrm{i} & -\mathrm{i} & \mathrm{i}
\end{array}\right) \\
\\
J\left(\begin{array}{c}
f(0) \\
f\left(g_{0}\right) \\
f\left(g_{1}\right) \\
f\left(g_{2}\right)
\end{array}\right)=\left(\begin{array}{c}
\overline{f(0)} \\
-\mathrm{i} \overline{f\left(g_{0}\right)} \\
-\mathrm{i} \overline{f\left(g_{1}\right)} \\
-\overline{f\left(g_{2}\right)}
\end{array}\right) .
\end{gathered}
$$

Let

$$
f_{0}=\left(\begin{array}{c}
1 \\
-\frac{\zeta_{8}^{-1}}{\sqrt{2}} \\
-\frac{\zeta_{8}^{-1}}{\sqrt{2}} \\
\mathrm{i}
\end{array}\right), \quad f_{0}^{\prime}=\left(\begin{array}{c}
0 \\
\zeta_{8}^{-1} \mathrm{i} \\
-\zeta_{8}^{-1} \mathrm{i} \\
0
\end{array}\right), \quad f_{1}=\left(\begin{array}{c}
1 \\
\frac{\zeta_{8}^{-1}}{2 \cos \frac{7 \pi}{12}} \\
\frac{\zeta_{8}^{-12}}{2 \cos \frac{7 \pi}{72}} \\
\tan \frac{7 \pi}{12} \mathrm{i}
\end{array}\right), \quad f_{2}=\left(\begin{array}{c}
1 \\
\frac{\zeta_{8}^{-1}}{2 \cos \frac{\pi}{12}} \\
\frac{\zeta_{8}^{-12}}{2 \cos \frac{\pi}{12}} \\
-\tan \frac{\pi}{12} \mathrm{i}
\end{array}\right) .
$$

Then $\mathcal{R} f_{0}=f_{0}, \mathcal{R} f_{0}^{\prime}=f_{0}^{\prime}, \mathcal{R} f_{1}=\zeta_{3} f_{1}, \mathcal{R} f_{2}=\zeta_{3}^{2} f_{2}$, and they are invariant under $\mathcal{J}$. They form a (non-normalized) orthogonal basis of $\ell^{2}\left(\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right)$ as well as the real subspace of $\mathcal{J}$-invariant vectors. We have

$$
\begin{aligned}
& \left\|f_{1}\right\|^{2}=\frac{3}{2 \cos ^{2} \frac{7 \pi}{12}}=6(2+\sqrt{3}) \\
& \left\|f_{2}\right\|^{2}=\frac{3}{2 \cos ^{2} \frac{\pi}{12}}=6(2-\sqrt{3})
\end{aligned}
$$

Since $f_{0}^{\prime}\left(g_{2}\right)=0$, we can show the statement in exactly the same way as in the case of $\mathbb{Z}_{4}$.
Lemma 10.26. There is no $C^{*}$ near-group category for $\langle\cdot, \cdot\rangle_{1}$ and $a\left(g_{0}\right)=-a\left(g_{1}\right)=\mathrm{i}, a\left(g_{2}\right)=1$.
Proof. In this case we can choose $c=1$, and

$$
\begin{aligned}
\mathcal{R}=\frac{1}{2}\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & -\mathrm{i} & 0 & 0 \\
0 & 0 & \mathrm{i} & 0 \\
0 & 0 & 0 & 1
\end{array}\right) & \left(\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & -1 & 1 & -1 \\
1 & 1 & -1 & -1 \\
1 & -1 & -1 & 1
\end{array}\right)=\frac{1}{2}\left(\begin{array}{cccc}
1 & 1 & 1 & 1 \\
-\mathrm{i} & \mathrm{i} & -\mathrm{i} & \mathrm{i} \\
\mathrm{i} & \mathrm{i} & -\mathrm{i} & -\mathrm{i} \\
1 & -1 & -1 & 1
\end{array}\right), \\
& J\left(\begin{array}{c}
f(0) \\
f\left(g_{0}\right) \\
f\left(g_{1}\right) \\
f\left(g_{2}\right)
\end{array}\right)=\left(\begin{array}{c}
\left.\overline{\frac{f(0)}{i}} \begin{array}{c}
-\frac{\left.\mathrm{f(g}_{0}\right)}{i \frac{\mathrm{f(g})}{}} \\
\frac{f\left(g_{2}\right)}{2}
\end{array}\right) .
\end{array}\right.
\end{aligned}
$$

Let

$$
f_{0}=\left(\begin{array}{c}
1 \\
\frac{\zeta_{8}^{-1}}{2 \sqrt{2}} \\
\frac{\zeta_{8}}{2 \sqrt{2}} \\
\frac{1}{2}
\end{array}\right), f_{0}^{\prime}=\left(\begin{array}{c}
0 \\
\frac{\zeta_{8}^{-1}}{\sqrt{2}} \\
\frac{\zeta_{8}}{\sqrt{2}} \\
-1
\end{array}\right), f_{1}=\left(\begin{array}{c}
1 \\
-2 \cos \frac{\pi}{12} \zeta_{8}^{-1} \\
2 \sin \frac{\pi}{12} \zeta_{8} \\
-1
\end{array}\right), f_{2}=\left(\begin{array}{c}
1 \\
2 \sin \frac{\pi}{12} \zeta_{8}^{-1} \\
-2 \cos \frac{\pi}{12} \zeta_{8} \\
-1
\end{array}\right) .
$$

Then $\mathcal{R} f_{0}=f_{0}, \mathcal{R} f_{0}^{\prime}=f_{0}^{\prime}, \mathcal{R} f_{1}=\zeta_{3} f_{1}, \mathcal{R} f_{2}=\zeta_{3}^{2} f_{2}$, and they are invariant under $\mathcal{J}$. They form a (non-normalized) orthogonal basis of $\ell^{2}\left(\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right)$ as well as the real subspace of $\mathcal{J}$-invariant vectors. We have $\left\|f_{1}\right\|^{2}=\left\|f_{2}\right\|^{2}=6$.

Thanks to Lemma 10.23, the only remaining case is Case I with $\left(\omega_{1}, \omega_{2}\right)=\left(1, \zeta_{3}^{ \pm 1}\right)$. We assume $\left(\omega_{1}, \omega_{2}\right)=\left(1, \zeta_{3}\right)$ because the other case can be treated in the same way. Eq.(10.23) implies

$$
\left(\xi_{1}(0)^{2}-2 \eta_{1}(0)^{2}\right)\left\|f_{1}\right\|^{2}-3 \mu_{2}(0)^{2}\left\|f_{2}\right\|^{2}=-\frac{1}{d}
$$

and so

$$
3 \mu_{2}(0)^{2}-\xi_{1}(0)^{2}+2 \eta_{1}(0)^{2}=\frac{\sqrt{5}-2}{12}
$$

This shows that case (2) in Lemma 10.8 never occurs because the left-hand side would be negative in that case. We assume that the case (1) in Lemma 10.8 holds. Then we would get

$$
\begin{aligned}
& \frac{\sqrt{5}-2}{12}=3 \mu_{2}(0)^{2}-\xi_{1}(0)^{2}+2 \eta_{1}(0)^{2} \\
& =3\left(-\frac{\sqrt{5}-2}{12}+\frac{\kappa_{1} \sqrt{1-16 \eta_{1}(0)^{2}}}{4}\right)^{2}-\left(\frac{\sqrt{5}-2}{4}+\frac{\kappa_{1} \sqrt{1-16 \eta_{1}(0)^{2}}}{4}\right)^{2}+2 \eta_{1}(0)^{2} \\
& =\frac{-3+2 \sqrt{5}}{12}-\frac{(\sqrt{5}-2) \kappa_{1} \sqrt{1-16 \eta_{1}(0)^{2}}}{4},
\end{aligned}
$$

and

$$
\kappa_{1} \sqrt{1-16 \eta_{1}(0)^{2}}=\frac{3+\sqrt{5}}{3}>1
$$

This is contradiction.
Up to group automorphism there are exactly two $a(g)$ for $\langle\cdot, \cdot\rangle_{2}$, the one given by $a\left(g_{0}\right)=a\left(g_{1}\right)=$ $1, a\left(g_{2}\right)=-1$, and the one given by $a\left(g_{0}\right)=a\left(g_{1}\right)=a\left(g_{2}\right)=-1$.
Lemma 10.27. There is no $C^{*}$ near-group category for $\langle\cdot, \cdot\rangle_{2}$ and $a\left(g_{0}\right)=a\left(g_{1}\right)=1$, $a\left(a_{2}\right)=-1$.
Proof. In this case, we can choose $c=1$, and

$$
\begin{aligned}
& \mathcal{R}=\frac{1}{2}\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right)\left(\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & 1 & -1 & -1 \\
1 & -1 & 1 & -1 \\
1 & -1 & -1 & 1
\end{array}\right)=\frac{1}{2}\left(\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & 1 & -1 & -1 \\
1 & -1 & 1 & -1 \\
-1 & 1 & 1 & -1
\end{array}\right), \\
& \mathcal{J}\left(\begin{array}{c}
f(0) \\
f\left(g_{0}\right) \\
f\left(g_{1}\right) \\
f\left(g_{2}\right)
\end{array}\right)=\binom{\frac{\overline{f(0)}}{\frac{f\left(g_{0}\right)}{f\left(g_{1}\right)}}}{-\overline{f\left(g_{2}\right)}} .
\end{aligned}
$$

Let

$$
f_{0}=\left(\begin{array}{c}
1 \\
\frac{1}{2} \\
\frac{1}{2} \\
0
\end{array}\right), f_{0}^{\prime}=\left(\begin{array}{c}
0 \\
1 \\
-1 \\
0
\end{array}\right), f_{1}=\left(\begin{array}{c}
1 \\
-1 \\
-1 \\
\sqrt{3} \mathrm{i}
\end{array}\right), f_{2}=\left(\begin{array}{c}
1 \\
-1 \\
-1 \\
-\sqrt{3} \mathrm{i}
\end{array}\right) .
$$

Then $\mathcal{R} f_{0}=f_{0}, \mathcal{R} f_{0}^{\prime}=f_{0}^{\prime}, \mathcal{R} f_{1}=\zeta_{3} f_{1}, \mathcal{R} f_{2}=\zeta_{3}^{2} f_{2}$, and they are invariant under $\mathcal{J}$. They form a (non-normalized) orthogonal basis of $\ell^{2}\left(\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right)$ as well as the real subspace of $\mathcal{J}$-invariant vectors. We have $\left\|f_{1}\right\|^{2}=\left\|f_{2}\right\|^{2}=6$.

Since $f_{0}^{\prime}\left(g_{3}\right)=0$, we can show the statement in exactly the same way as in the case of $\mathbb{Z}_{4}$.
Lemma 10.28. There is no $C^{*}$ near-group category for $\langle\cdot, \cdot\rangle_{2}$ and $a\left(g_{0}\right)=a\left(g_{1}\right)=a\left(g_{2}\right)=-1$.
Proof. In this case, we can choose $c=-1$, and

$$
\begin{aligned}
\mathcal{R}=\frac{-1}{2}\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right) & \left(\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & 1 & -1 & -1 \\
1 & -1 & 1 & -1 \\
1 & -1 & -1 & 1
\end{array}\right)=\frac{1}{2}\left(\begin{array}{cccc}
-1 & -1 & -1 & -1 \\
1 & 1 & -1 & -1 \\
1 & -1 & 1 & -1 \\
1 & -1 & -1 & 1
\end{array}\right), \\
& \mathcal{J}\left(\begin{array}{c}
f(0) \\
f\left(g_{0}\right) \\
f\left(g_{1}\right) \\
f\left(g_{2}\right)
\end{array}\right)=\binom{\overline{\frac{f(0)}{f\left(g_{0}\right)}}}{-\frac{\overline{f\left(g_{1}\right)}}{-\overline{f\left(g_{2}\right)}}} .
\end{aligned}
$$

Let

$$
f_{0}=\left(\begin{array}{c}
0 \\
1 \\
\zeta_{3} \\
\zeta_{3}^{2}
\end{array}\right), f_{0}^{\prime}=\left(\begin{array}{c}
0 \\
1 \\
\zeta_{3}^{2} \\
\zeta_{3}
\end{array}\right), f_{1}=\left(\begin{array}{c}
1 \\
-\frac{i}{\sqrt{3}} \\
-\frac{i}{\sqrt{3}} \\
-\frac{i}{\sqrt{3}}
\end{array}\right), f_{2}=\left(\begin{array}{c}
1 \\
\frac{i}{\sqrt{3}} \\
\frac{i}{\sqrt{3}} \\
\frac{i}{\sqrt{3}}
\end{array}\right)
$$
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Then $\mathcal{R} f_{0}=f_{0}, \mathcal{R} f_{0}^{\prime}=f_{0}^{\prime}, \mathcal{R} f_{1}=\zeta_{3} f_{1}, \mathcal{R} f_{2}=\zeta_{3}^{2} f_{2}$, and $\mathcal{J} f_{0}=-f_{0}^{\prime}, \mathcal{J} f_{0}^{\prime}=-f_{0}, \mathcal{J} f_{1}=f_{1}, \mathcal{J} f_{2}=f_{2}$. They form a (non-normalized) orthogonal basis of $\ell^{2}\left(\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right)$ as well as the real subspace of $\mathcal{J}$-invariant vectors. We have $\left\|f_{1}\right\|^{2}=\left\|f_{2}\right\|^{2}=2$.

Lemma 10.23 and $f_{0}(0)=f_{0}^{\prime}(0)=0$ imply that the only possible case is the case (2) of Lemma 10.12 . Thus there exist $p \in \mathbb{C}$ and $\kappa \in\{1,-1\}$ such that $\mu_{0}=p f_{0}+\bar{p} f_{0}^{\prime}$, and

$$
\mu=p f_{0}+\bar{p} f_{0}^{\prime}+\left(\frac{\kappa}{4}+\frac{\sqrt{5}-2}{4 \sqrt{3}}\right) \mathrm{i} f_{1}+\left(\frac{\kappa}{4}-\frac{\sqrt{5}-2}{4 \sqrt{3}}\right) \mathrm{i} f_{2} .
$$

Let $p_{i}=p \zeta_{3}^{i}+\bar{p} \zeta_{3}^{-i} \in \mathbb{R}$. Then

$$
\begin{gathered}
\mu(0)=\frac{\kappa}{2} \mathrm{i}, \quad \mu\left(g_{i}\right)=p_{i}+\frac{\sqrt{5}-2}{6} \\
\mathcal{R} \mu(0)=-\frac{\sqrt{5}-2}{4}-\frac{\kappa}{4} \mathrm{i}, \quad \mathcal{R} \mu\left(g_{i}\right)=p_{i}-\frac{\sqrt{5}-2}{12}+\frac{\kappa}{4} \mathrm{i}, \\
\mathcal{R}^{2} \mu(0)=\frac{\sqrt{5}-2}{4}-\frac{\kappa}{4} \mathrm{i}, \quad \mathcal{R}^{2} \mu\left(g_{i}\right)=p_{i}-\frac{\sqrt{5}-2}{12}-\frac{\kappa}{4} \mathrm{i} .
\end{gathered}
$$

Now Lemma 10.2,(4) with $g=g_{i}$ is equivalent to

$$
\begin{gather*}
p_{i}^{2}-\frac{\sqrt{5}-2}{6} p_{i}+\left|\eta\left(g_{i}\right)\right|^{2}=\frac{\sqrt{5}}{36}  \tag{10.50}\\
\left|\xi\left(g_{i}\right)\right|^{2}+2\left|\eta\left(g_{i}\right)\right|^{2}+p_{i}^{2}+\frac{\sqrt{5}-2}{3} p_{i}=\frac{\sqrt{5}}{9}  \tag{10.51}\\
\xi\left(g_{i}\right) \overline{\eta\left(g_{i}\right)}=\left(p_{i}-\frac{\sqrt{5}-2}{3}\right) \eta\left(g_{i}\right)  \tag{10.52}\\
\eta\left(g_{i}\right)^{2}+\xi\left(g_{i}\right)\left(p_{i}+\frac{\sqrt{5}-2}{6}\right)=0 \tag{10.53}
\end{gather*}
$$

From Eq.(10.52) and (10.53), we have

$$
\begin{aligned}
0 & =\eta\left(g_{i}\right)^{2} \overline{\eta\left(g_{i}\right)}+\xi\left(g_{i}\right) \overline{\eta\left(g_{i}\right)}\left(p_{i}+\frac{\sqrt{5}-2}{6}\right) \\
& =\eta\left(g_{i}\right)^{2} \overline{\eta\left(g_{i}\right)}+\eta\left(g_{i}\right)\left(p_{i}-\frac{\sqrt{5}-2}{3}\right)\left(p_{i}+\frac{\sqrt{5}-2}{6}\right) \\
& =\eta\left(g_{i}\right)\left(\left|\eta\left(g_{i}\right)\right|^{2}+p_{i}^{2}-\frac{\sqrt{5}-2}{6} p_{i}-\frac{9-4 \sqrt{5}}{18}\right)
\end{aligned}
$$

and $\eta\left(g_{i}\right)=0$. Eq.(10.53) implies either $\xi\left(g_{i}\right)=0$ or $p_{i}=-(\sqrt{5}-2) / 6$, which in either case is not compatible with Eq.(10.50), (10.51).

## 11. $2_{l}^{G} 1$ subfactors

Let $n$ and $l$ be natural numbers. A bipartite graph is said to be $2_{l}^{n} 1$ if the following conditions hold:
(1) the set of even vertices is $\left\{v_{i}\right\}_{i=0}^{n-1} \cup\left\{v_{\rho}\right\}$,
(2) the set of odd vertices is $\{w\}_{i=0}^{n-1} \cup\left\{w_{\pi}\right\}$,
(3) the only non-zero entries of the incidence matrix $\Gamma$ are

$$
\begin{aligned}
& \Gamma_{v_{i}, w_{i}}=\Gamma_{w_{i}, v_{i}}=1, \\
& \Gamma_{w_{i}, v_{\rho}}=\Gamma_{v_{\rho}, w_{i}}=l, \\
& \Gamma_{v_{\rho}, w_{\pi}}=\Gamma_{w_{\pi}, v}=1 .
\end{aligned}
$$

Let $N \subset M$ be a subfactor whose principal graph is $2_{l}^{n} 1$. More precisely, by the principal graph, we mean the induction reduction graph for $M-M$ and $M-N$ sectors. Then the vertices $\left\{v_{i}\right\}_{i=0}^{n-1}$ correspond to automorphisms, forming a group $G$ in $\operatorname{Out}(M)$, and we denote them by $\left\{\alpha_{g}\right\}_{g \in G}$. We call such a subfactor $2_{l}^{G} 1$. When $l=1$, we just call it a $2^{G} 1$ subfactor. For example, the $E_{6}$ subfactor is $2^{\mathbb{Z}_{2}} 1$. Let $\rho$ be the endomorphism of $M$ corresponding to $v_{\rho}$. Then $\left\{\alpha_{g}\right\}_{g \in G} \cup\{\rho\}$ generate a C* near-group category for $G$ with $m=\ln$. In particular $G$ is always abelian. In this section, we determine the structure of $2_{l}^{G} 1$ subfactors in terms of the corresponding $C^{*}$ near group categories.


Figure 1. $2_{2}^{\mathbb{Z}_{3}} 1$ subfactor
Let $N \subset M$ be a $2_{l}^{G} 1$ subfactor and let $\left\{\alpha_{g}\right\}_{g \in G}$ and $\rho$ be as above. We may and do assume $\alpha_{g} \circ \rho=\rho$, and we use the same notation as in the previous sections for the restriction of $\alpha_{g}$ and $\rho$ to the intertwiner spaces $\left(\alpha_{g}, \rho^{2}\right)$, and $\left(\rho, \rho^{2}\right)$. Let $\iota: N \hookrightarrow M$ be the inclusion map. Then odd vertices $\left\{w_{i}\right\}_{i=0}^{n-1}$ correspond to $\left\{\alpha_{g} \circ \iota\right\}_{g \in G}$. Let $\pi: N \rightarrow M$ be the homomorphism corresponding to $w_{\pi}$. Direct computation shows $d(\iota)=d / \sqrt{n}, d(\pi)=\sqrt{n}$, and $[\rho]=[\pi \bar{\iota}]$. Since $\rho$ is self-conjugate, we have $[\rho]=[\iota \bar{\pi}]$ too. Since $\left[\alpha_{g} \circ \pi\right]=[\pi]$ and $d(\pi)=\sqrt{n}$, we have

$$
[\pi \bar{\pi}]=\bigoplus_{g \in G}\left[\alpha_{g}\right]
$$

From $[\rho]=[\iota \bar{\pi}]$, we may assume $\rho=\iota \bar{\pi}$ by replacing $\rho$ with $\operatorname{Ad} v \circ \rho$ and $\alpha_{g}$ by $\operatorname{Ad} v \circ \alpha_{g} \circ \operatorname{Ad} v^{*}$ for a unitary $v \in M$ if necessary. This means that we have $M \supset N \supset \rho(M)$.
Lemma 11.1. Let the notation be as above.
(1) $N=\rho(M) \vee\{U(g)\}_{g \in G}^{\prime \prime}$.
(2) The dual inclusion of $M \supset N$ is isomorphic to $M^{\alpha} \supset \rho(M)$, where $M^{\alpha}$ is the fixed point subalgebra $M^{\alpha}=\left\{x \in M ; \alpha_{g}(x)=x, \forall g \in G\right\}$.
Proof. (1) Since $\left[\bar{\pi} \circ \alpha_{g}\right]=[\bar{\pi}]$, there exist unitaries $u_{g} \in N$ satisfying $\bar{\pi} \circ \alpha_{g}=\operatorname{Ad} u_{g} \circ \bar{\pi}$. On the other hand, we have

$$
\operatorname{Ad} U(g) \circ \rho=\rho \circ \alpha_{g}=\iota \circ \bar{\pi} \circ \alpha_{g}=\iota \circ \operatorname{Ad} u_{g} \circ \bar{\pi},
$$

and $u_{g}$ is a multiple of $U(g)$. This means that $U(g) \in N$, and we have the inclusion relation $N \supset \rho(M) \vee$ $\{U(g)\}_{g \in G}$. Let $\rho_{0}$ be $\rho$ regarded as an isomorphism from $M$ onto $\rho(M)$, and let $\beta_{g}=\rho_{0} \circ \alpha_{g} \circ \rho_{0}^{-1}$, which is an outer action of $G$ on $\rho(M)$. Since $\rho(M) \vee\{U(g)\}_{g \in G}$ is identified with the crossed product $\rho(M) \rtimes_{\beta} G$, its index in $M$ is $d^{2} / n$, which coincides with $[M: N]$. Thus we have the equality $N=\rho(M) \vee\{U(g)\}_{g \in G}$.
(2) Since $[\rho]=[\pi \bar{\iota}]$, we may assume $\rho=\pi \circ \bar{\iota}$ by replacing $\pi$ with an equivalent sector if necessary. Since $\left[\alpha_{g} \circ \pi\right]=[\pi]$, there exist unitaries $v_{g} \in M$ such $\alpha_{g} \circ \pi=\operatorname{Ad} v_{g} \circ \pi$. On the other hand, we have $\alpha_{g} \circ \rho=\rho$, and so $v_{g}$ is a scalar and $\alpha_{g} \circ \pi=\pi$. Since $d(\pi)=\sqrt{n}$, this implies that the image of $\pi$ coincides with $M^{\alpha}$. Thus the dual inclusion $N \supset \bar{\iota}(N)$ is isomorphic to $M^{\alpha} \supset \rho(M)$.

Theorem 11.2. For an abelian group $G$, there is a one-to-one correspondence between the isomorphism classes of $2_{l}^{G} 1$ subfactors and the set of equivalence classes of a $C^{*}$ near-group category for $G$ with $m=\ln$.
Proof. It is obvious that isomorphic $2_{l}^{G} 1$ subfactors give rise to equivalent $C^{*}$ near-group categories. Moreover the previous lemma shows that if the two resulting $C^{*}$ near-group categories are equivalent, the two $2_{l}^{G} 1$ subfactors are isomorphic.

It remains to show that every $\mathrm{C}^{*}$ near-group category for $G$ with $m=\ln$ gives rise to a $2_{l}^{G} 1$ subfactor. We may assume that such a category is realized by $\left\{\alpha_{g}\right\}_{g \in G}$ and $\rho$ acting on a type III factor $M$, and we use the same notation as before. We set $N=\rho(M) \vee\{U(g)\}_{g \in G}^{\prime \prime}$. Then it is identified with the crossed product $\rho(M) \rtimes G$, and its index in $M$ is $d^{2} / n=1+l d$. Since $\rho(M)$ is irreducible in $M$, so is $N$ too. We denote by $\iota$ the inclusion map $\iota: N \hookrightarrow M$. All we have to show is $\operatorname{dim}(\rho, \iota \bar{\iota})=l$, or equivalently $\operatorname{dim}(\iota, \rho \iota)=l$, which will show

$$
[\iota \bar{\iota}]=[\mathrm{id}] \oplus l[\rho] .
$$

Since $(\iota, \rho \iota) \subset\left(\rho, \rho^{2}\right)$, we have

$$
(\iota, \rho \iota)=\{T \in \mathcal{K} ; \forall g \in G, T U(g)=\rho(U(g)) T\}
$$

and in view of Eq.(3.30), we have

$$
(\iota, \rho \iota)=\left\{T \in \mathcal{K} ; \forall g \in G,\left(j_{1} \circ j_{2}\right) U(g)\left(j_{1} \circ j_{2}\right)^{*} T=T\right\},
$$

which shows $\operatorname{dim}(\iota, \rho \iota)=l$.
Grossman-Jordan-Snyder [22, Section 4] discussed $\mathbb{Z}_{2}$-graded extensions of near-group categories $\mathcal{C}$ in the case of prime $m=n$. They constructed a non-trivial $\mathbb{Z}_{2}$-graded extension of $\mathcal{C}$ under the assumption that the outer automorphism group $\operatorname{Out}(\mathcal{C})$ is trivial and the corresponding $2^{G} 1$ subfactor is self-dual. We will determine the structure of $\operatorname{Out}(\mathcal{C})$ in Section 13. The second condition turns out to always hold.

Theorem 11.3. Let $N \subset M$ be a $2_{l}^{G} 1$ subfactor whose associated $C^{*}$ near-group category satisfies the following condition: the operator $A(g)$ in Lemma 7.4 is a scalar for any $g \in G$. Then $N \subset M$ is self-dual. In particular, every $2^{G} 1$ subfactor is self-dual.
Proof. We use the same notation for a $2_{l}^{G} 1$ subfactor $N \subset M$ as before. Let $\iota^{\prime}: \rho(M) \hookrightarrow M^{\alpha}$ and $\kappa: M^{\alpha} \hookrightarrow M$ be the inclusion maps. Since $\rho(M) \subset M^{\alpha}$, the restriction of $\rho$ to $M^{\alpha}$ makes sense as an endomorphism of $M^{\alpha}$, which will be denoted by $\rho^{\prime}$. Since $\alpha_{g}(U(h))=\overline{\langle g, h\rangle} U(h)$, the restriction of Ad $U(-g)$ to $M^{\alpha}$ makes sense too as a $G$-action on $M^{\alpha}$, which will be denoted by $\alpha^{\prime}$. By definition, we have $\rho \circ \kappa=\kappa \circ \rho^{\prime}$ and $\kappa \circ \alpha_{g}^{\prime}=\operatorname{Ad} U(-g) \circ \kappa$. We also have $\alpha_{g}^{\prime} \circ \rho^{\prime}=\rho^{\prime}$ as $\operatorname{Ad} U(-g) \circ \rho=\rho \circ \alpha_{g}$.

We first claim that that $\rho^{\prime}$ is irreducible. Indeed, we have

$$
\left(\rho^{\prime}, \rho^{\prime}\right)=\left(\kappa \circ \rho^{\prime}, \kappa \circ \rho^{\prime}\right) \cap M^{\alpha}=(\rho \circ \kappa, \rho \circ \kappa) \cap M^{\alpha},
$$

and we first determine $(\rho \circ \kappa, \rho \circ \kappa)$. Since $\operatorname{Ad} U(g) \circ \rho=\rho \circ \alpha_{g}$, we have $U(g) \in(\rho \circ \kappa, \rho \circ \kappa)$. On the other hand,

$$
\operatorname{dim}(\rho \circ \kappa, \rho \circ \kappa)=\operatorname{dim}\left(\kappa \bar{\kappa}, \rho^{2}\right)=\operatorname{dim}\left(\bigoplus_{g \in G} \alpha_{g}, \rho^{2}\right)=n,
$$

and so $(\rho \circ \kappa, \rho \circ \kappa)=\operatorname{span}\{U(g)\}_{g \in G}$. This shows that $\rho^{\prime}$ is irreducible.

Next we observe

$$
\left[\iota^{\prime} \overline{\iota^{\prime}}\right]=[\mathrm{id}] \oplus l\left[\rho^{\prime}\right],
$$

or equivalently $\operatorname{dim}\left(\iota^{\prime}, \rho^{\prime} \circ \iota^{\prime}\right)=l$. This follows from

$$
\left(\iota^{\prime}, \rho^{\prime} \circ \iota^{\prime}\right)=\left(\rho, \rho^{2}\right) \cap M^{\alpha}=\{T \in \mathcal{K} ; \forall g \in G, V(g) T=T\} .
$$

Now it suffices to show that the two categories generated by $\left\{\alpha_{g}\right\}_{g \in G} \cup\{\rho\}$ and by $\left\{\alpha_{g}^{\prime}\right\}_{g \in G} \cup\left\{\rho^{\prime}\right\}$ are mutually equivalent, and for this we show that the their Cuntz algebra models are the same.

Let

$$
S_{0}^{\prime}=\frac{1}{\sqrt{n}} \sum_{g \in G} S_{g} \in M^{\alpha}
$$

Then for any $x \in M^{\alpha}$, we have

$$
\rho^{\prime 2}(x) S_{0}^{\prime}=\frac{1}{\sqrt{n}} \sum_{g \in G} S_{g} \alpha_{g}(x)=\frac{1}{\sqrt{n}} \sum_{g \in G} S_{g} x=S_{0}^{\prime} x
$$

and $S_{0}^{\prime} \in\left(\mathrm{id}, \rho^{\prime 2}\right)$. We set

$$
S_{g}^{\prime}=\alpha_{g}^{\prime}\left(S_{0}^{\prime}\right)=\frac{1}{\sqrt{n}} \sum_{h \in G} U(-g) S_{h} U(-g)^{*}=\frac{1}{\sqrt{n}} \sum_{h \in G} \overline{\langle g, h\rangle} S_{h} U(g)
$$

which is in $\left(\alpha_{g}^{\prime}, \rho^{\prime 2}\right)$. Note that we have

$$
\sum_{g \in G} S_{g}^{\prime} \alpha_{g}^{\prime}(x) S_{g}^{\prime *}=\frac{1}{n} \sum_{g, h, k \in G}\langle g, k-h\rangle S_{h} x S_{k}^{*}=\sum_{h \in G} S_{h} x S_{h}^{*}
$$

On the other hand,

$$
\begin{aligned}
& \rho^{\prime 2}(x)=\sum_{g} S_{g} \alpha_{g}(x) S_{g}^{*}+\sum_{g, r} T_{g}\left(e_{r}\right) \rho(x) T_{g}\left(e_{r}\right)^{*}, \\
& =\sum_{g} S_{g} x S_{g}^{*}+\sum_{g, r} T_{g}\left(e_{r}\right) U(g) \rho(x) U(g)^{*} T_{g}\left(e_{r}\right)^{*} \\
& =\sum_{g} S_{g}^{\prime} \alpha_{g}^{\prime}(x) S_{g}^{\prime *}+\sum_{g, r} T_{g}\left(e_{r}\right) U(g) \rho^{\prime}(x) U(g)^{*} T_{g}\left(e_{r}\right)^{*} .
\end{aligned}
$$

Since $T_{g}(\xi) U(g) \in M^{\alpha}$, we see that $\left\{T_{g}\left(e_{r}\right) U(g)\right\}_{g, r}$ form an orthonormal basis of ( $\left.\rho^{\prime}, \rho^{\prime 2}\right)$. Since $\rho(U(-g)) \in M^{\alpha}$, and $\operatorname{Ad} \rho(U(-g)) \circ \rho^{\prime}=\rho^{\prime} \circ \alpha_{g}^{\prime}$, we set $U^{\prime}(-g)=\rho(U(g))$. Then thanks to Eq.(3.30), we have

$$
U^{\prime}(g) S_{h}^{\prime}=\frac{1}{\sqrt{n}} \sum_{k} \overline{\langle h, k\rangle} \rho(U(-g)) S_{k} U(h)=\frac{1}{\sqrt{n}} \sum_{k} \overline{\langle h, k\rangle} S_{k+g} U(h)=\langle h, g\rangle S_{h}^{\prime} .
$$

By assumption, the operator $A(g)$ in Lemma 7.4 is a scalar $a(g)$. We choose a square root of $\hat{a}(0) \in \mathbb{T}$ and fix it, and set

$$
T_{0}^{\prime}(\xi)=\frac{\hat{a}(0)^{1 / 2}}{\sqrt{n}} \sum_{h \in G} T_{h}(\xi) U(h) \in\left(\rho^{\prime}, \rho^{\prime 2}\right) \cap\left(M^{\alpha}\right)^{\alpha^{\prime}}
$$

$$
\begin{aligned}
& T_{g}^{\prime}(\xi)=U^{\prime}(-g) T_{0}^{\prime}(\xi) \\
& =\frac{\hat{a}(0)^{1 / 2}}{\sqrt{n}} \sum_{h \in G} \rho(U(g)) T_{h}(\xi) U(h) \\
& =\frac{\hat{a}(0)^{1 / 2}}{\sqrt{n}} \sum_{h \in G}\left(j_{1} \circ j_{2}\right)^{*} U(g)\left(j_{1} \circ j_{2}\right) T_{h}(\xi) U(h+g) \\
& =\frac{\hat{a}(0)^{1 / 2}}{\sqrt{n}} \sum_{h \in G} T_{h+g}\left(A(h+g) A(h)^{*} \xi\right) U(h+g) \\
& =\frac{\hat{a}(0)^{1 / 2} \frac{a(g)}{\sqrt{n}}}{} \sum_{h \in G} \overline{\langle g, h\rangle} T_{h}(\xi) U(h) .
\end{aligned}
$$

Then $\left\{T_{g}^{\prime}\left(e_{r}\right)\right\}_{g, r}$ is an orthonormal basis of $\left(\rho^{\prime}, \rho^{\prime 2}\right)$, and we have $\alpha_{g}^{\prime}\left(T_{h}^{\prime}\left(e_{r}\right)\right)=\langle g, h\rangle T_{g}^{\prime}\left(e_{r}\right)$ and $U^{\prime}(g) T_{h}^{\prime}\left(e_{r}\right)=T_{h-g}^{\prime}\left(e_{r}\right)$.

For $T^{\prime} \in\left(\rho^{\prime}, \rho^{\prime 2}\right)$, we defined $j_{1}^{\prime}\left(T^{\prime}\right)$ and $j_{2}^{\prime}\left(T^{\prime}\right)$ as in the definition of $j_{1}$ and $j_{2}$ by replacing $\rho$ and $S_{0}$ with $\rho^{\prime}$ and $S_{0}^{\prime}$. Then

$$
\begin{aligned}
& j_{1}^{\prime}\left(T_{g}^{\prime}(\xi)\right)=\sqrt{d} T_{g}^{\prime}(\xi)^{*} \rho^{\prime}\left(S_{0}\right) \\
& =\frac{\hat{a}(0)^{-1 / 2} a(g) \sqrt{d}}{n} \sum_{h, k \in G}\langle g, h\rangle U(h)^{*} T_{h}(\xi)^{*} \rho\left(S_{k}\right) \\
& =\frac{\hat{a}(0)^{-1 / 2} a(g) \sqrt{d}}{n} \sum_{h, k \in G}\langle g, h\rangle U(h)^{*} T_{h}(\xi)^{*} U(k) \rho\left(S_{0}\right) U(k)^{*} \\
& =\frac{\hat{a}(0)^{-1 / 2} a(g)}{n} \sum_{h, k \in G}\langle g, h\rangle U(h)^{*} j_{1}\left(T_{h+k}(\xi)\right) U(k)^{*} \\
& =\frac{\hat{a}(0)^{-1 / 2} a(g)}{n} \sum_{h, k \in G} a(k+h)\langle g, h\rangle T_{-k}(J \xi) U(k)^{*}
\end{aligned}
$$

Since

$$
\frac{1}{\sqrt{n}} \sum_{h}\langle g, h\rangle a(k+h)=\overline{\langle g, k\rangle} \hat{a}(-g)=\overline{\langle g, k\rangle} \hat{a}(0) \overline{a(-g)},
$$

we get

$$
j_{1}^{\prime}\left(T_{g}^{\prime}(\xi)\right)=\frac{\hat{a}(0)^{1 / 2}}{\sqrt{n}} \sum_{k \in G} \overline{\langle g, k\rangle} T_{-k}(J \xi) U(k)^{*}=T_{-g}^{\prime}(A(-g) J \xi),
$$

which shows that $j_{1}^{\prime}$ has the same form as $j_{1}$.

2014 Maui and 2015 Qinhuangdao conferences
in honour of Vaughan F. R. Jones' 60th birthday

For $j_{2}^{\prime}$, we have

$$
\begin{aligned}
& j_{2}^{\prime}\left(T_{g}^{\prime}(\xi)\right)=\sqrt{d} \rho\left(T_{g}^{\prime}(\xi) S_{0}^{\prime}\right) \\
& =\frac{\hat{a}(0)^{-1 / 2} a(g) \sqrt{d}}{n} \sum_{h, k}\langle g, h\rangle \rho\left(U(h)^{*} T_{h}(\xi)^{*}\right) S_{k} \\
& =\frac{\hat{a}(0)^{-1 / 2} a(g)}{n} \sum_{h, k}\langle g, h\rangle \rho\left(U(h)^{*}\right) \alpha_{k}\left(j_{2}\left(T_{h}(\xi)\right)\right) \\
& =\frac{\epsilon \hat{a}(0)^{-1 / 2} a(g)}{n \sqrt{n}} \sum_{h, k, p}\langle g-p, h\rangle\langle k, p\rangle \rho\left(U(h)^{*}\right) T_{p}\left(C^{*} J \xi\right) \\
& =\frac{\epsilon \hat{a}(0)^{-1 / 2} a(g)}{\sqrt{n}} \sum_{h}\langle g, h\rangle \rho\left(U(h)^{*}\right) T_{0}\left(C^{*} J \xi\right) \\
& =\frac{\epsilon \hat{a}(0)^{-1 / 2} a(g)}{\sqrt{n}} \sum_{h}\langle g, h\rangle a(h) T_{-h}\left(C^{*} J \xi\right) U(h)^{*} \\
& =\frac{\epsilon \hat{a}(0)^{-1 / 2}}{\sqrt{n}} \sum_{h} a(g-h) T_{-h}\left(C^{*} J \xi\right) U(h)^{*} .
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
& \frac{\epsilon}{\sqrt{n}} \sum_{k} \overline{\langle g, k\rangle} T_{k}^{\prime}\left(C^{*} J \xi\right) \\
& =\frac{\epsilon \hat{a}(0)^{1 / 2}}{n} \sum_{h, k} \overline{\langle g+h, k\rangle a(k)} T_{h}\left(C^{*} J \xi\right) U(h) \\
& =\frac{\epsilon \hat{a}(0)^{1 / 2}}{\sqrt{n}} \sum_{h} \overline{\hat{a}(-g-h)} T_{h}\left(C^{*} J \xi\right) U(h) \\
& =\frac{\epsilon \hat{a}(0)^{-1 / 2}}{\sqrt{n}} \sum_{h} a(g-h) T_{h}\left(C^{*} J \xi\right) U(h) .
\end{aligned}
$$

Thus $j_{2}^{\prime}$ has the same form as $j_{2}$.
Now it suffices to show that $B_{h}(\xi)$ for $\rho^{\prime}$ takes the same form as the original one. Note that we have

$$
T_{g}^{*}\left(e_{r}\right) \rho\left(T_{0}\left(e_{u}\right)\right) T_{0}\left(e_{t}\right)=a(g) \sum_{s} b_{t, u}^{r, s}(g) T_{-g}\left(e_{s}\right)
$$

On the other hand,

$$
\begin{aligned}
& T_{g}^{\prime}\left(e_{r}\right)^{*} \rho\left(T_{0}^{\prime}\left(e_{u}\right)\right) T_{0}^{\prime}\left(e_{t}\right)=\frac{\hat{a}(0)^{1 / 2}}{\sqrt{n}} \sum_{h} T_{g}^{\prime}\left(e_{r}\right)^{*} \rho\left(T_{h}\left(e_{u}\right) U(h)\right) T_{0}^{\prime}\left(e_{t}\right) \\
& =\frac{\hat{a}(0)^{1 / 2}}{\sqrt{n}} \sum_{h} T_{g}^{\prime}\left(e_{r}\right)^{*} U^{\prime}(h) \rho\left(T_{0}\left(e_{u}\right)\right) U^{\prime}(-h) T_{0}^{\prime}\left(e_{t}\right) \\
& =\frac{\hat{a}(0)^{1 / 2}}{\sqrt{n}} \sum_{h} T_{g+h}^{\prime}\left(e_{r}\right)^{*} \rho\left(T_{0}\left(e_{u}\right)\right) T_{h}^{\prime}\left(e_{t}\right) \\
& =\frac{\hat{a}(0)^{1 / 2}}{n \sqrt{n}} \sum_{h, p, q} a(g+h) \overline{a(h)}\langle q, g+h\rangle \overline{\langle p, h\rangle} U(q)^{*} T_{q}\left(e_{r}\right)^{*} \rho\left(T_{0}\left(e_{u}\right)\right) T_{p}\left(e_{t}\right) U(p) \\
& =\frac{\hat{a}(0)^{1 / 2} a(g)}{n \sqrt{n}} \sum_{h, p, q}\langle q-p-g, h\rangle\langle q, g\rangle U(q)^{*} T_{q-p}\left(e_{r}\right)^{*} \rho\left(T_{0}\left(e_{u}\right)\right) T_{0}\left(e_{t}\right) U(p),
\end{aligned}
$$

where we used

$$
\begin{aligned}
& T_{q}(\zeta)^{*} \rho\left(T_{0}(\xi)\right) T_{p}(\eta)=T_{q}(\zeta)^{*} \rho\left(T_{0}(\xi)\right) U(-p) T_{0}(\eta) \\
& =T_{q}(\zeta)^{*} U(-p) \rho\left(\alpha_{p}\left(T_{0}(\xi)\right)\right) T_{0}(\eta)=T_{q-p}(\zeta)^{*} \rho\left(T_{0}(\xi)\right) T_{0}(\eta)
\end{aligned}
$$

Thus we get

$$
\begin{aligned}
& T_{g}^{\prime}\left(e_{r}\right)^{*} \rho\left(T_{0}^{\prime}\left(e_{u}\right)\right) T_{0}^{\prime}\left(e_{t}\right) \\
& =\frac{\hat{a}(0)^{1 / 2} a(g)}{\sqrt{n}} \sum_{p}\langle p+g, g\rangle U(p+g)^{*} T_{g}\left(e_{r}\right)^{*} \rho\left(T_{0}\left(e_{u}\right)\right) T_{0}\left(e_{t}\right) U(p) \\
& =\frac{\hat{a}(0)^{1 / 2} a(g)^{2}}{\sqrt{n}} \sum_{p, s} b_{t, u}^{r, s}(g)\langle p+g, g\rangle U(p+g)^{*} T_{-g}\left(e_{s}\right) U(p) \\
& =\frac{\hat{a}(0)^{1 / 2}}{\sqrt{n}} \sum_{p, s} b_{t, u}^{r, s}(g)\langle p, g\rangle T_{p}\left(e_{s}\right) U(p) \\
& =a(g) \sum_{s} b_{t, u}^{r, s}(g) T_{-g}^{\prime}\left(e_{s}\right)
\end{aligned}
$$

which finishes the proof.

## 12. Orbifold construction I (de-EQuivariantization)

Orbifold construction for subfactors was first introduced in [17] to construct new subfactors from given ones with group actions (see [38] too). Purely categorical versions (see [4], [11], [53] for example) of it are now called equivariantization and de-equivariantization, which are dual operations to each other via Takesaki duality. In the final two sections, we systematically investigate these operations for $2_{l}^{G} 1$ subfactors and near-group categories in the irrational case.

Victor Ostrik is the first to observe that a near-group category for $\mathbb{Z}_{3} \times \mathbb{Z}_{3}$ with $m=9$ produces the Haagerup category via de-equivariantization (see Example 12.13 below). In this section, we systematically pursue this kind of phenomena. We concentrate on the case with $m=|G|$, though our argument makes sense for the case of $m>|G|$ under a mild assumption. A C* near group category in this class is
completely described by the data $(\langle\cdot, \cdot\rangle, a, b, c)$ as in Section 9. The pair $(\langle\cdot, \cdot\rangle, \bar{a})$ is often called a quadratic form on $G$ in the literature, where $\bar{a}$ is the complex conjugate of $a$.

Let $N \subset M$ be a $2^{G} 1$ subfactor whose even part is a C ${ }^{*}$ near-group category given by $\alpha$ and $\rho$ with $\alpha_{g} \circ \rho=\rho$. We assume that it has an invariant $(\langle\cdot, \cdot\rangle, a, b, c)$, and we use the same notation as before for the Cuntz algebra model. Now Eq.(3.30) takes the form

$$
\rho(U(g))=\sum_{h \in G} S_{h-g} S_{h}^{*}+\sum_{h \in G} a(h) \overline{a(h-g)} T_{h} U(g) T_{h-g}^{*} .
$$

12.1. Untwisted case. We fix a subgroup $H \subset G$, and consider the crossed product $M \rtimes_{\alpha} H$, which is a factor generated by $M$ and a unitary representation $\left\{\lambda_{h}\right\}$ of $H$ with the relation $\lambda_{h} x=\alpha_{h}(x) \lambda_{h}$ for $x \in M$. Then we can extend $\rho$ and $\alpha$ to $M \rtimes H$ by setting $\tilde{\rho}\left(\lambda_{h}\right)=a(h) U(h) \lambda_{h}$, and $\tilde{\alpha}_{g}\left(\lambda_{h}\right)=\langle g, h\rangle \lambda_{h}$. Note that we have $\operatorname{Ad}\left(a(h) U(h) \lambda_{h}\right)(\rho(x))=\rho\left(\alpha_{h}(x)\right)$ for $x \in M$, and

$$
\begin{aligned}
& \left(a(h) U(h) \lambda_{h}\right)\left(a(k) U(k) \lambda_{k}\right)=a(h) a(k) U(h) \alpha_{h}(U(k)) \lambda_{h+k} \\
& =a(h) a(k) \overline{\langle h, k\rangle} U(h+k) \lambda_{h+k}=a(h+k) U(h+k) \lambda_{h+k} .
\end{aligned}
$$

Lemma 12.1. With the notation as above, we have the following for all $x \in M \rtimes_{\alpha} H$.

$$
\begin{gathered}
\tilde{\rho}^{2}(x)=\sum_{g \in G} S_{g} \tilde{\alpha}_{g}(x) S_{g}^{*}+\sum_{g \in G} T_{g} \tilde{\rho}(x) T_{g}^{*}, \\
\tilde{\rho} \circ \tilde{\alpha}_{g}=\operatorname{Ad} U(g) \circ \tilde{\rho} .
\end{gathered}
$$

Proof. It suffices to show the statement for $x=\lambda_{h}$. For $x=\lambda_{h}$ the left-hand side is $a(h)^{2} \rho(U(h)) U(h) \lambda_{h}$, and

$$
\begin{aligned}
& \quad S_{g}^{*} \tilde{\rho}^{2}\left(\lambda_{h}\right) S_{g}=a(h)^{2} S_{g}^{*} \rho(U(h)) U(h) S_{g+h} \lambda_{h} \\
& =a(h)^{2}\langle h, g+h\rangle S_{g}^{*} \rho(U(h)) S_{g+h} \lambda_{h}=\langle h, g\rangle \lambda_{g} \\
& =\tilde{\alpha}_{g}\left(\lambda_{h}\right), \\
& T_{g}^{*} \tilde{\rho}^{2}\left(\lambda_{h}\right) T_{g}=a(h)^{2} T_{g}^{*} \rho(U(h)) U(h) \lambda_{h} T_{g} \\
& =a(h)^{2}\langle h, g\rangle T_{g}^{*} \rho(U(h)) U(h) T_{g} \lambda_{h}=a(h)^{2}\langle h, g\rangle T_{g}^{*} \rho(U(h)) T_{g-h} \lambda_{h} \\
& =a(h)^{2} a(g) \overline{a(g-h)}\langle h, g\rangle U(h) \lambda_{h}=a(h) U(h) \lambda_{h} \\
& =\tilde{\rho}\left(\lambda_{h}\right),
\end{aligned}
$$

which show the first statement.
For the second statement, we have

$$
\tilde{\rho} \tilde{\alpha}_{g}\left(\lambda_{h}\right)=\langle g, h\rangle a(h) U(h) \lambda_{h},
$$

and on the other hand,

$$
\begin{aligned}
& \operatorname{Ad} U(g) \rho\left(\lambda_{h}\right)=a(h) U(g) U(h) \lambda_{h} U(g)^{*} \\
& =a(h) U(g+h) \alpha_{h}\left(U(g)^{*}\right) \lambda_{h}=a(h)\langle h, g\rangle U(h) \lambda_{h}
\end{aligned}
$$

For a subgroup $H \subset G$, we set $H^{\perp}=\{g \in G ;\langle g, h\rangle=1\}$. Since $\operatorname{Ad} \lambda_{h}^{*} \circ \tilde{\alpha}_{h}$ is trivial on $M$, it comes from the dual action of $\alpha$. If moreover $H \subset H^{\perp}$, it is trivial, that is $\tilde{\alpha}_{h}=\operatorname{Ad} \lambda_{h}$.
Lemma 12.2. If $H \subset H^{\perp}$, then $(\tilde{\rho}, \tilde{\rho})=\left\{\lambda_{h}\right\}_{h \in H}^{\prime \prime}$.

Proof. Note that we have $(\tilde{\rho}, \tilde{\rho}) \subset M \rtimes_{\alpha} H \cap \rho(M)^{\prime}$. Since $\alpha_{h} \circ \rho=\rho$, and $\rho$ is irreducible, we get $M \rtimes_{\alpha} H \cap \rho(M)^{\prime}=\left\{\lambda_{h}\right\}_{h \in H}^{\prime \prime}$. Now we have

$$
(\tilde{\rho}, \tilde{\rho})=\left\{\lambda_{h}\right\}_{h \in H}^{\prime \prime} \cap\left\{\tilde{\rho}\left(\lambda_{k}\right)\right\}_{k \in H}^{\prime}=\left\{\lambda_{h}\right\}_{h \in H}^{\prime \prime} \cap\left\{a(k) U(k) \lambda_{k}\right\}_{k \in H}^{\prime},
$$

which is again $\left\{\lambda_{h}\right\}_{h \in H}^{\prime \prime}$ because $\lambda_{h}$ commutes with $U(k)$ thanks to

$$
\alpha_{h}(U(k))=\overline{\langle h, k\rangle} U(k)=U(k) .
$$

For the character group $\hat{H}$ of $H$, we use the additive notation, that is, for $\chi_{1}, \chi_{2} \in \hat{H}$, we denote $\left(\chi_{1}+\chi_{2}\right)(h)=\chi_{1}(h) \chi_{2}(h)$. For $\chi \in \hat{H}$, we denote by $e_{\chi}$ the corresponding minimal projection in $\left\{\lambda_{h}\right\}_{h \in H}^{\prime \prime}$, that is

$$
e_{\chi}=\frac{1}{\sqrt{|H|}} \sum_{h \in H} \overline{\chi(h)} \lambda_{h}
$$

Assume $H \subset H^{\perp}$. Then since

$$
(\tilde{\rho}, \tilde{\rho})=\bigoplus_{\chi \in \hat{H}} \mathbb{C} e_{\chi},
$$

the endomorphism $\tilde{\rho}$ is decomposed into irreducible components $\sigma_{\chi}$ parametrized by $\chi \in \hat{H}$. More precisely, we choose an isometry $V_{\chi} \in M \rtimes_{\alpha} H$ for each $\chi \in \hat{H}$ satisfying $V_{\chi} V_{\chi}^{*}=e_{\chi}$, and set $\sigma_{\chi}(x)=V_{\chi}^{*} \tilde{\rho}(x) V_{\chi}$. For simplicity, we denote $\sigma=\sigma_{0}$. Then we have

$$
[\tilde{\rho}]=\bigoplus_{\chi \in \hat{H}}\left[\sigma_{\chi}\right]
$$

Note that $\left\{\sigma_{\chi}\right\}_{\chi \in \hat{H}}$ are all inequivalent.
Recall that we may assume $N=\rho(M) \vee\{U(g)\}_{g \in G}^{\prime \prime}$, and $N$ is regarded as the crossed product of $\rho(M)$ by the $G$-action $\rho_{0} \circ \alpha_{g} \circ \rho_{0}^{-1}$, where $\rho_{0}$ is $\rho$ regarded as an isomorphism from $M$ onto $\rho(M)$. Since $\alpha_{h}(U(h))=\overline{\langle g, h\rangle} U(g)$, the restriction of $\alpha$ to $N$ is identified with the dual action for this crossed product, and in consequence $\alpha$ on $N$ is outer too. Thus $N \rtimes_{\alpha} H$ is a subfactor of $M \rtimes_{\alpha} H$.

Theorem 12.3. Let $\kappa: N \rtimes_{\alpha} H \hookrightarrow M \rtimes_{\alpha} H$ be the inclusion map. Then

$$
[\kappa \bar{\kappa}]=[\mathrm{id}] \oplus \bigoplus_{\chi \in \hat{H}}\left[\sigma_{\chi}\right]
$$

Proof. Since $\left[M \rtimes_{\alpha} H: N \rtimes_{\alpha} H\right]=[M: N]$, it suffices to show that $\sigma_{\chi}$ is contained in $\kappa \bar{\kappa}$, or equivalently $\left(\kappa, \sigma_{\chi} \kappa\right) \neq\{0\}$.

Let $\iota: N \hookrightarrow M$ be the inclusion map. In the proof of Theorem 11.2, we showed

$$
(\iota, \rho \iota)=\left\{T \in \mathcal{K} ; \forall g \in G,\left(j_{1} \circ j_{2}\right) U(g)\left(j_{1} \circ j_{2}\right)^{*} T=T\right\}=\mathbb{C}\left(j_{1} \circ j_{2}\right)^{*} T_{0}
$$

Note that we have

$$
\left(j_{1} \circ j_{2}\right) U(g)\left(j_{1} \circ j_{2}\right)^{*}=a(g) U(-g) V(-g) .
$$

We claim that $\left(j_{1} \circ j_{2}\right)^{*} T_{0} \lambda_{h}=\tilde{\rho}\left(\lambda_{h}\right)\left(j_{1} \circ j_{2}\right)^{*} T_{0}$ holds. Indeed, the right-hand side is

$$
a(h) U(h) \lambda_{h}\left(j_{1} \circ j_{2}\right)^{*} T_{0}=a(h) U(h) \alpha_{h}\left(\left(j_{1} \circ j_{2}\right)^{*} T_{0}\right) \lambda_{h}=a(h) U(h) V(h)\left(j_{1} \circ j_{2}\right)^{*} T_{0} \lambda_{h},
$$

and the claim follows. Now we have $V_{\chi}^{*}\left(j_{1} \circ j_{2}\right)^{*} T_{0} \in\left(\kappa, \sigma_{\chi} \kappa\right)$. It remains to show $V_{\chi}^{*}\left(j_{1} \circ j_{2}\right)^{*} T_{0} \neq 0$, which follows from

$$
\begin{aligned}
\left(V_{\chi}^{*}\left(j_{1} \circ j_{2}\right)^{*} T_{0}\right)^{*} V_{\chi}^{*}\left(j_{1} \circ j_{2}\right)^{*} T_{0} & =\frac{1}{|H|} \sum_{h \in H} \overline{\chi(h)} T_{0}^{*} j_{1} \circ j_{2} \lambda_{h}\left(j_{1} \circ j_{2}\right)^{*} T_{0} \\
& =\frac{1}{|H|} \sum_{h \in H} \overline{\chi(h)} T_{0}^{*} j_{1} \circ j_{2} \alpha_{h}\left(\left(j_{1} \circ j_{2}\right)^{*} T_{0}\right) \lambda_{h} \\
& =\frac{1}{|H|} \sum_{h \in H} \overline{\chi(h)} T_{0}^{*} j_{1} \circ j_{2} V(h)\left(j_{1} \circ j_{2}\right)^{*} T_{0} \lambda_{h} \\
& =\frac{1}{|H|} .
\end{aligned}
$$

Remark 12.4. From Theorem 11.3 and its proof, we can see that the subfactor $N \rtimes_{\alpha} H \subset M \rtimes_{\alpha} H$ is self-dual too.

To determine the principal graph of $N \rtimes_{\alpha} H \subset M \rtimes_{\alpha} H$, it suffices to determine the fusion rules for the categories generated by $\left\{\sigma_{\chi}\right\}_{\chi \in \hat{H}}$.

For $g \in G$, we denote by $\chi_{g} \in \hat{H}$ the character of $H$ determined by $\chi_{g}(h)=\langle h, g\rangle$. Since every character of $H$ extends to a character of $G$ and the bicharacter $\langle\cdot, \cdot\rangle$ is non-degenerate, the map $G \ni g \mapsto$ $\chi_{g} \in \hat{H}$ is a surjection, giving an isomorphism from $G / H^{\perp}$ onto $\hat{H}$.

Direct computation shows that $\tilde{\alpha}_{g}\left(e_{\chi}\right)=e_{\chi-\chi_{g}}$, and $e_{\chi} U(g)=U(g) e_{\chi+\chi_{g}}$. This implies $\left[\tilde{\alpha}_{g} \sigma_{\chi}\right]=$ $\left[\sigma_{\chi-\chi_{g}}\right]$ and $\left[\sigma_{\chi} \tilde{\alpha}_{g}\right]=\left[\sigma_{\chi+\chi_{g}}\right]$. In particular, when $k \in H^{\perp}$, we have

$$
\left[\tilde{\alpha}_{k} \sigma_{\chi}\right]=\left[\sigma_{\chi} \tilde{\alpha}_{k}\right]=\left[\sigma_{\chi}\right] .
$$

Theorem 12.5. Assume that $H \subset H^{\perp}$. Then there exists $g_{a} \in G$ with $a(h)=\left\langle h, g_{a}\right\rangle$ for all $h \in H$, and

$$
\begin{gathered}
{[\sigma][\sigma]=\bigoplus_{k \in H^{\perp} / H}\left[\tilde{\alpha}_{k-g_{a}}\right] \oplus\left|H^{\perp} / H\right| \bigoplus_{g \in G / H^{\perp}}\left[\tilde{\alpha}_{g} \sigma\right]} \\
{\left[\tilde{\alpha}_{g}\right][\sigma]=[\sigma]\left[\tilde{\alpha}_{-g}\right] .}
\end{gathered}
$$

Note that since $\left[\tilde{\alpha}_{g+h}\right]=\left[\tilde{\alpha}_{g}\right]$ for any $h \in H$ and $\left[\tilde{\alpha}_{k} \sigma\right]=[\sigma]$ for any $k \in H^{\perp}$, the above expression makes sense.

Proof. For $h_{1}, h_{2} \in H$, we have

$$
a\left(h_{1}\right) a\left(h_{2}\right)=\left\langle h_{1}, h_{2}\right\rangle a\left(h_{1}+h_{2}\right)=a\left(h_{1}+h_{2}\right),
$$

and the restriction of $a$ to $H$ is a character. Thus there exists $g_{a} \in G$ satisfying $a(h)=\left\langle h, g_{a}\right\rangle$ for any $h \in H$.

We choose a transversal $\left\{k_{i}\right\}_{i \in H^{\perp} / H} \subset H^{\perp}$ for $H$. Note that we have

$$
\begin{aligned}
& \sigma^{2}(x)=V_{0}^{*} \tilde{\rho}\left(V_{0}^{*}\right) \tilde{\rho}^{2}(x) \tilde{\rho}\left(V_{0}\right) V_{0} \\
& =\sum_{g \in G} V_{0}^{*} \tilde{\rho}\left(V_{0}^{*}\right) S_{g} \tilde{\alpha}_{g}(x) S_{g}^{*} \tilde{\rho}\left(V_{0}\right) V_{0}+\sum_{g \in G} V_{0}^{*} \tilde{\rho}\left(V_{0}^{*}\right) T_{g} \tilde{\rho}(x) T_{g}^{*} \tilde{\rho}\left(V_{0}\right) V_{0},
\end{aligned}
$$

and the range projection of $\tilde{\rho}\left(V_{0}\right) V_{0}$ is

$$
\begin{aligned}
& \tilde{\rho}\left(V_{0}\right) e_{0} \tilde{\rho}\left(V_{0}\right)^{*}=\tilde{\rho}\left(V_{0} V_{0}^{*}\right) e_{0}=\tilde{\rho}\left(e_{0}\right) e_{0}=\frac{1}{|H|} \sum_{h \in H} a(h) U(h) \lambda_{h} e_{0} \\
& =\frac{1}{|H|} \sum_{h \in H} a(h) U(h) e_{0}=\frac{1}{|H|} \sum_{h \in H} a(h) e_{-\chi_{h}} U(h)=\frac{1}{|H|} e_{0} \sum_{h \in H} a(h) U(h) .
\end{aligned}
$$

We have

$$
\frac{1}{|H|} e_{0} \sum_{h \in H} a(h) U(h) S_{g}=\frac{1}{|H|} e_{0} \sum_{h \in H}\left\langle h, g_{a}+g\right\rangle S_{g}=1_{H^{\perp}}\left(g_{a}+g\right) e_{0} S_{g}
$$

where $1_{H^{\perp}}$ is the indicator function of $H^{\perp}$. Now

$$
\begin{aligned}
& \sum_{g \in G} V_{0}^{*} \tilde{\rho}\left(V_{0}^{*}\right) S_{g} \tilde{\alpha}_{g}(x) S_{g}^{*} \tilde{\rho}\left(V_{0}\right) V_{0} \\
& =\sum_{k \in H^{\perp}} V_{0}^{*} \tilde{\rho}\left(V_{0}^{*}\right) e_{0} S_{k-g_{a}} \tilde{\alpha}_{k-g_{a}}(x) S_{k-g_{a}}^{*} e_{0} \tilde{\rho}\left(V_{0}\right) V_{0} \\
& =\sum_{i \in H^{\perp} / H} \sum_{h \in H} V_{0}^{*} \tilde{\rho}\left(V_{0}^{*}\right) e_{0} S_{h+k_{i}-g_{a}} \tilde{\alpha}_{h+k_{i}-g_{a}}(x) S_{h+k_{i}-g_{a}}^{*} e_{0} \tilde{\rho}\left(V_{0}\right) V_{0} \\
& =\sum_{i \in H^{\perp} / H} \sum_{h \in H} V_{0}^{*} \tilde{\rho}\left(V_{0}^{*}\right) e_{0} \lambda_{h} S_{k_{i}-g_{a}} \tilde{\alpha}_{k_{i}-g_{a}}(x) S_{k_{i}-g_{a}}^{*} \lambda_{h}^{*} e_{0} \tilde{\rho}\left(V_{0}\right) V_{0} \\
& =|H| \sum_{i \in H^{\perp} / H} V_{0}^{*} \tilde{\rho}\left(V_{0}^{*}\right) S_{k_{i}-g_{a}} \tilde{\alpha}_{k_{i}-g_{a}}(x) S_{k_{i}-g_{a}}^{*} \tilde{\rho}\left(V_{0}\right) V_{0} .
\end{aligned}
$$

It is straightforward to see that $\left\{\sqrt{|H|} V_{0}^{*} \tilde{\rho}\left(V_{0}^{*}\right) S_{k_{i}-g_{a}}\right\}_{i \in H^{\perp} / H}$ are isometries with mutually orthogonal ranges.

For the second term we have

$$
\begin{aligned}
& \sum_{g \in G} V_{0}^{*} \tilde{\rho}\left(V_{0}^{*}\right) T_{g} \tilde{\rho}(x) T_{g}^{*} \tilde{\rho}\left(V_{0}\right) V_{0} \\
& =\frac{1}{|H|^{2}} \sum_{g \in G} \sum_{h_{1}, h_{2} \in H} a\left(h_{1}\right) \overline{a\left(h_{2}\right)} V_{0}^{*} \tilde{\rho}\left(V_{0}^{*}\right) e_{0} U\left(h_{1}\right) T_{g} \tilde{\rho}(x) T_{g}^{*} U\left(h_{2}\right)^{*} e_{0} \tilde{\rho}\left(V_{0}\right) V_{0} \\
& =\frac{1}{|H|^{4}} \sum_{g \in G} \sum_{h_{1}, h_{2}, h_{3}, h_{4} \in H} a\left(h_{1}\right) \overline{a\left(h_{2}\right)} V_{0}^{*} \tilde{\rho}\left(V_{0}^{*}\right) \lambda_{h_{3}} T_{g-h_{1}} \tilde{\rho}(x) T_{g-h_{2}}^{*} \lambda_{h_{4}} \tilde{\rho}\left(V_{0}\right) V_{0} \\
& =\frac{1}{|H|^{4}} \sum_{g \in G} \sum_{h_{1}, h_{2}, h_{3}, h_{4} \in H} a\left(h_{1}\right) \overline{a\left(h_{2}\right)}\left\langle h_{3}+h_{4}, g\right\rangle V_{0}^{*} \tilde{\rho}\left(V_{0}^{*}\right) T_{g-h_{1}} \lambda_{h_{3}+h_{4}} \tilde{\rho}(x) T_{g-h_{2}}^{*} \tilde{\rho}\left(V_{0}\right) V_{0} \\
& =\frac{1}{|H|^{2}} \sum_{g \in G} \sum_{h_{1}, h_{2} \in H} a\left(h_{1}\right) \overline{a\left(h_{2}\right)} V_{0}^{*} \tilde{\rho}\left(V_{0}^{*}\right) T_{g-h_{1}} e_{-\chi_{g}} \tilde{\rho}(x) T_{g-h_{2}}^{*} \tilde{\rho}\left(V_{0}\right) V_{0} \\
& =\frac{1}{|H|^{2}} \sum_{g \in G} \sum_{h_{1}, h_{2} \in H} a\left(h_{1}\right) \overline{a\left(h_{2}\right)} V_{0}^{*} \tilde{\rho}\left(V_{0}^{*}\right) T_{g-h_{1}} V_{-\chi_{g}} \sigma_{-\chi_{g}}(x) V_{-\chi_{g}}^{*} T_{g-h_{2}}^{*} \tilde{\rho}\left(V_{0}\right) V_{0} .
\end{aligned}
$$

We choose a transversal $\left\{g_{j}\right\}_{j \in G / H^{\perp}} \subset G$ for $H^{\perp}$. Then we get

$$
\begin{aligned}
& \sum_{g \in G} V_{0}^{*} \tilde{\rho}\left(V_{0}^{*}\right) T_{g} \tilde{\rho}(x) T_{g}^{*} \tilde{\rho}\left(V_{0}\right) V_{0} \\
& =\frac{1}{|H|^{2}} \sum_{j \in G / H^{\perp}} \sum_{i \in H^{\perp} / H} \sum_{h_{0}, h_{1}, h_{2} \in H} a\left(h_{1}\right) \overline{a\left(h_{2}\right)} \\
& \times V_{0}^{*} \tilde{\rho}\left(V_{0}^{*}\right) T_{g_{j}+k_{i}+h_{0}-h_{1}} V_{-\chi_{g_{j}}} \sigma_{-\chi_{g_{j}}}(x) V_{-\chi_{g_{j}}}^{*} T_{g_{j}+k_{i}+h_{0}-h_{2}}^{*} \tilde{\rho}\left(V_{0}\right) V_{0} . \\
& =\frac{1}{|H|} \sum_{j \in G / H^{\perp}} \sum_{i \in H^{\perp} / H} \sum_{h_{1}, h_{2} \in H} a\left(h_{1}\right) \overline{a\left(h_{2}\right)} \\
& \times V_{0}^{*} \tilde{\rho}\left(V_{0}^{*}\right) T_{g_{j}+k_{i}-h_{1}} V_{-\chi_{g_{j}}} \sigma_{-\chi_{g_{j}}}(x) V_{-\chi_{g_{j}}}^{*} T_{g_{j}+k_{i}-h_{2}}^{*} \tilde{\rho}\left(V_{0}\right) V_{0} .
\end{aligned}
$$

Direct computation shows that

$$
\left\{\frac{1}{\sqrt{|H|}} \sum_{h \in H} a(h) V_{0}^{*} \tilde{\rho}\left(V_{0}^{*}\right) T_{g_{j}+k_{i}+h} V_{-\chi_{g_{j}}}\right\}_{j \in G / H^{\perp}, i \in H^{\perp} / H},
$$

is a family of isometries with mutually orthogonal ranges. Therefore the statement is proved.
Remark 12.6. (1) The above theorem in particular shows that $\sigma$ is self-conjugate if and only if $a(h)=1$ for any $h \in H$. Since $a(h) a(h)=\overline{\langle h, h\rangle}=1$ for $h \in H$, we have $2 g_{a}=0$, and non-trivial $g_{a}$ could occur only if $H$ is an even group.
(2) The original near-group category is Morita equivalent to the fusion category generated by $\sigma$ and the dual action $\hat{\alpha}$ of $\alpha$.

A subgroup $H \subset G$ is called Lagrangian if $H=H^{\perp}$ and the restriction of $a$ to $H$ is 1 (see [13]).
Corollary 12.7. If $H$ is a Lagrangian, we have

$$
\begin{gathered}
{[\sigma][\sigma]=[\mathrm{id}] \oplus \bigoplus_{g \in G / H}\left[\tilde{\alpha}_{g} \sigma\right],} \\
{\left[\tilde{\alpha}_{g}\right][\sigma]=[\sigma]\left[\tilde{\alpha}_{-g}\right] .}
\end{gathered}
$$

In [32], we gave a Cuntz algebra construction of the fusion categories with the above type of fusion rules, other than near-group categories, which was further pursued in [15]. In a forthcoming paper, we systematically investigate such fusion categories for arbitrary finitely abelian groups. In this note, we just give a converse construction of the above corollary in the case of odd groups.

Let $R$ be a type III factor and $K$ be an odd abelian group, which will play the role of $\hat{H}$ as well as $G / H$. Assume that we are given a map $\beta: K \rightarrow \operatorname{Aut}(R)$ inducing an injective homomorphism from $K$ into $\operatorname{Out}(R)$, and irreducible $\sigma \in \operatorname{End}(R)$ satisfying

$$
\begin{gathered}
{\left[\beta_{k}\right][\sigma]=[\sigma]\left[\beta_{-k}\right],} \\
{[\sigma][\sigma]=[\mathrm{id}] \oplus l \bigoplus_{k \in K}\left[\beta_{k}\right][\sigma] .}
\end{gathered}
$$

Note that the Frobenius reciprocity implies that $\left\{\beta_{k} \sigma\right\}_{k \in K}$ are all inequivalent.
Since $K \ni k \mapsto\left[\beta_{k}\right] \in \operatorname{Out}(R)$ is a homomorphism, there exist $u\left(k_{1}, k_{2}\right) \in U(R)$ satisfying $\beta_{k_{1}} \circ \beta_{k_{2}}=\operatorname{Ad} u\left(k_{1}, k_{2}\right) \circ \beta_{k_{1}+k_{2}}$. The associativity

$$
\beta_{k_{1}} \circ\left(\beta_{k_{2}} \circ \beta_{k_{3}}\right)=\left(\beta_{k_{1}} \circ \beta_{k_{2}}\right) \circ \beta_{k_{3}}
$$
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implies that there exists a 3-cocycle $\omega \in Z^{3}(K, \mathbb{T})$ satisfying

$$
\beta_{k_{1}}\left(u\left(k_{2}, k_{3}\right)\right) u\left(k_{1}, k_{2}+k_{3}\right)=\omega\left(k_{1}, k_{2}, k_{3}\right) u\left(k_{1}, k_{2}\right) u\left(k_{1}+k_{2}, k_{3}\right) .
$$

Recall that the opposite algebra $R^{\mathrm{opp}}$ of $R$ is a linear space $R$ equipped with a new product $x \cdot y=y x$. To realize $R^{\mathrm{opp}}$ as a von Neumann algebra, we identify it with the commutant $R^{\prime}$ of $R$ under identification of $x \in R$ and $J_{R} x^{*} J_{R} \in R^{\prime}$ where $J_{R}$ is the modular conjugation of $R$. We denote by $j$ the anti-linear multiplicative map : $R \ni x \mapsto J_{R} x J_{R} \in R^{\text {opp }}$, and define $\beta_{k}^{\text {opp }}(x)=j \circ \beta_{k} \circ j^{-1} \in \operatorname{Aut}\left(R^{\text {opp }}\right)$. Let $\mathcal{R}=R \otimes R^{\text {opp }}$, let $\gamma_{k}=\beta_{k} \otimes \beta_{k}^{\text {opp }} \in \mathcal{R}$, and let $v\left(k_{1}, k_{2}\right)=u\left(k_{1}, k_{2}\right) \otimes j\left(u\left(k_{1}, k_{2}\right)\right)$. Then $\gamma$ and $v$ satisfy the 2 -cocycle relation

$$
\gamma_{k_{1}}\left(v\left(k_{2}, k_{3}\right)\right) v\left(k_{1}, k_{2}+k_{3}\right)=v\left(k_{1}, k_{2}\right) v\left(k_{1}+k_{2}, k_{3}\right),
$$

and we can construct the twisted crossed product $M=\mathcal{R} \rtimes_{\gamma, v} K$, that is a factor generated by $\mathcal{R}$ and unitaries $\left\{\lambda_{k}^{v}\right\}_{k \in K}$ satisfying $\lambda_{k}^{v} x=\gamma_{k}(x) \lambda_{k}^{v}$ for $x \in \mathcal{R}$ and $\lambda_{k_{1}}^{v} \lambda_{k_{2}}^{v}=v\left(k_{1}, k_{2}\right) \lambda_{k_{1}+k_{2}}^{v}$. Let $\kappa: \mathcal{R} \hookrightarrow M$ be the inclusion map. Then the fusion categories generated by $\left\{\kappa\left(\beta_{k} \otimes \mathrm{id}\right) \bar{\kappa}\right\}_{k \in K}$ is nothing but the quantum double $\mathcal{D}^{\omega}(K)$ (see [31]).

Let

$$
\theta_{k_{1}}\left(k_{2}, k_{3}\right)=\frac{\omega\left(k_{2}, k_{1}, k_{3}\right)}{\omega\left(k_{1}, k_{2}, k_{3}\right) \omega\left(k_{2}, k_{3}, k_{1}\right)} .
$$

Then it is known that $\theta_{k}$ is a 2 -cocycle for any fixed $k \in K$ (see [7], [8]). We assume that $\theta_{k}$ is a coboundary for any $k \in K$, which automatically holds for cyclic groups. This is equivalent to the condition that $\mathcal{D}^{\omega}(D)$ is pointed, that is, every simple object of $\mathcal{D}^{\omega}(K)$ is invertible, which in our situation means that $\beta_{k} \otimes \mathrm{id}$ extends to $M$ as we see now. Thanks to this assumption, there exists $\nu_{k_{1}}\left(k_{2}\right)$ satisfying

$$
\theta_{k}\left(k^{\prime}, k^{\prime \prime}\right)=\nu_{k}\left(k^{\prime}+k^{\prime \prime}\right) \overline{\nu_{k}\left(k^{\prime}\right) \nu_{k}\left(k^{\prime \prime}\right)} .
$$

Lemma 12.8. Let the notation be as above. The automorphism $\beta_{k} \otimes \mathrm{id}$ on $\mathcal{R}$ extends to $M$ by

$$
\tilde{\beta}_{k}\left(\lambda_{k^{\prime}}^{v}\right)=\nu_{k}\left(k^{\prime}\right)\left(u\left(k, k^{\prime}\right) u\left(k^{\prime}, k\right)^{*} \otimes 1\right) \lambda_{k^{\prime}}^{v} .
$$

Proof. It suffices to verify the following two relations:

$$
\begin{aligned}
& \quad \nu_{k}\left(k^{\prime}\right)\left(u\left(k, k^{\prime}\right) u\left(k^{\prime}, k\right)^{*} \otimes 1\right) \lambda_{k^{\prime}}^{v}\left(\beta_{k} \otimes \mathrm{id}\right)(x) \\
& =\left(\beta_{k} \otimes \mathrm{id}\right) \circ \gamma_{k^{\prime}}(x) \nu_{k}\left(k^{\prime}\right)\left(u\left(k, k^{\prime}\right) u\left(k^{\prime}, k\right)^{*} \otimes 1\right) \lambda_{k^{\prime}}^{v}, \quad \forall x \in \mathcal{R}, \\
& \nu_{k}\left(k^{\prime}\right)\left(u\left(k, k^{\prime}\right) u\left(k^{\prime}, k\right)^{*} \otimes 1\right) \lambda_{k^{\prime}}^{v} \nu_{k}\left(k^{\prime \prime}\right)\left(u\left(k, k^{\prime \prime}\right) u\left(k^{\prime \prime}, k\right)^{*} \otimes 1\right) \lambda_{k^{\prime \prime}}^{v} \\
& =\nu_{k}\left(k^{\prime}+k^{\prime \prime}\right)\left(\beta_{k} \otimes 1\right)\left(w\left(k^{\prime}, k^{\prime \prime}\right)\right)\left(u\left(k, k^{\prime}+k^{\prime \prime}\right) u\left(k^{\prime}+k^{\prime \prime}, k\right)^{*} \otimes 1\right) \lambda_{k^{\prime}+k^{\prime \prime}}^{v} .
\end{aligned}
$$

The first one is easy to verify and the second one is equivalent to

$$
\begin{aligned}
& \nu_{k}\left(k^{\prime}\right) \nu_{k}\left(k^{\prime \prime}\right) u\left(k, k^{\prime}\right) u\left(k^{\prime}, k\right)^{*} \beta_{k^{\prime}}\left(u\left(k, k^{\prime \prime}\right) u\left(k^{\prime \prime}, k\right)^{*}\right) u\left(k^{\prime}, k^{\prime \prime}\right) \\
& =\nu_{k}\left(k^{\prime}+k^{\prime \prime}\right) \beta_{k}\left(u\left(k^{\prime}+k^{\prime \prime}\right)\right) u\left(k, k^{\prime}+k^{\prime \prime}\right) u\left(k^{\prime}+k^{\prime \prime}, k\right)^{*} .
\end{aligned}
$$
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Using the defining relation of $\omega$, we get

$$
\begin{aligned}
& \beta_{k}\left(u\left(k^{\prime}+k^{\prime \prime}\right)\right) u\left(k, k^{\prime}+k^{\prime \prime}\right) u\left(k^{\prime}+k^{\prime \prime}, k\right)^{*} \\
& =\omega\left(k, k^{\prime}, k^{\prime \prime}\right) u\left(k, k^{\prime}\right) u\left(k+k^{\prime}, k^{\prime \prime}\right) u\left(k^{\prime}+k^{\prime \prime}, k\right)^{*} \\
& =\omega\left(k, k^{\prime}, k^{\prime \prime}\right) u\left(k, k^{\prime}\right) u\left(k^{\prime}, k\right)^{*}\left(u\left(k^{\prime}, k\right) u\left(k+k^{\prime}, k^{\prime \prime}\right)\right) u\left(k^{\prime}+k^{\prime \prime}, k\right)^{*} \\
& =\omega\left(k, k^{\prime}, k^{\prime \prime}\right) \omega\left(k^{\prime}, k, k^{\prime \prime}\right) u\left(k, k^{\prime}\right) u\left(k^{\prime}, k\right)^{*} \beta_{k^{\prime}}\left(u\left(k, k^{\prime \prime}\right)\right) u\left(k^{\prime}, k+k^{\prime \prime}\right) u\left(k^{\prime}+k^{\prime \prime}, k\right)^{*} \\
& =\omega\left(k, k^{\prime}, k^{\prime \prime}\right) \overline{\omega\left(k^{\prime}, k, k^{\prime \prime}\right)} \omega\left(k^{\prime}, k^{\prime \prime}, k\right) u\left(k, k^{\prime}\right) u\left(k^{\prime}, k\right)^{*} \beta_{k^{\prime}}\left(u\left(k, k^{\prime \prime}\right) u\left(k^{\prime \prime}, k\right)^{*}\right) u\left(k^{\prime} k^{\prime \prime}\right) \\
& =\overline{\theta_{k}\left(k^{\prime}, k^{\prime \prime}\right)} u\left(k, k^{\prime}\right) u\left(k^{\prime}, k\right)^{*} \beta_{k^{\prime}}\left(u\left(k, k^{\prime \prime}\right) u\left(k^{\prime \prime}, k\right)^{*}\right) u\left(k^{\prime} k^{\prime \prime}\right),
\end{aligned}
$$

which shows the statement.
Note that the group of the equivalence classes of the simple objects of $\mathcal{D}^{\omega}(K)$ is $\left\{\left[\tilde{\beta}_{k} \circ \hat{\gamma}_{\chi}\right]\right\}_{k \in K, \chi \in \hat{K}}$, where $\hat{\gamma}$ is the dual action of $\gamma$. We denote this group by $G$. Thus $G$ is an extension:

$$
0 \rightarrow \hat{K} \rightarrow G \rightarrow K \rightarrow 0
$$

Theorem 12.9. Let the notation be as above. The fusion category generated by $\kappa(\sigma \otimes \mathrm{id}) \bar{\kappa}$ is a $C^{*}$ near-group category for $G$ with $m=l|K|^{2}$.
Proof. Let $\rho=\kappa(\sigma \otimes \mathrm{id}) \bar{\kappa}$. Then $\rho$ is irreducible because

$$
\operatorname{dim}(\rho, \rho)=\operatorname{dim}(\bar{\kappa} \kappa(\sigma \otimes \mathrm{id}),(\sigma \otimes \mathrm{id}) \bar{\kappa} \kappa)=\sum_{k, k^{\prime} \in K} \operatorname{dim}\left(\beta_{k} \sigma \otimes \beta_{k}^{\mathrm{opp}}, \sigma \beta_{k^{\prime}} \otimes \beta_{k^{\prime}}^{\mathrm{opp}}\right)=1 .
$$

For $\rho^{2}$, we have

$$
\begin{aligned}
{\left[\rho^{2}\right] } & =[\kappa(\sigma \otimes \mathrm{id}) \bar{\kappa} \kappa(\sigma \otimes \mathrm{id}) \bar{\kappa}]=\bigoplus_{k \in K}\left[\kappa\left(\sigma \beta_{k} \sigma \otimes \beta_{k}^{\mathrm{opp}}\right) \bar{\kappa}\right]=\bigoplus_{k \in K}\left[\kappa\left(\beta_{-k} \sigma^{2} \otimes \beta_{k}^{\mathrm{opp}}\right) \bar{\kappa}\right] \\
& =\bigoplus_{k \in K}\left[\kappa \gamma_{k}\left(\beta_{-2 k} \sigma^{2} \otimes \mathrm{id}\right) \bar{\kappa}\right]=\bigoplus_{k \in K}\left[\kappa\left(\beta_{-2 k} \otimes \mathrm{id}\right) \bar{\kappa}\right] \oplus l \bigoplus_{k, k^{\prime} \in K}\left[\kappa\left(\beta_{-2 k} \beta_{k^{\prime}} \sigma \otimes \mathrm{id}\right) \bar{\kappa}\right] \\
& =\bigoplus_{k \in K}\left[\tilde{\beta}_{-2 k} \kappa \bar{\kappa}\right] \oplus l|K| \bigoplus_{k^{\prime} \in K}\left[\kappa\left(\beta_{k^{\prime}} \sigma \otimes \mathrm{id}\right) \bar{\kappa}\right] .
\end{aligned}
$$

where we used $\kappa \circ \beta_{k}=\tilde{\beta}_{k} \circ \kappa$. Since $K$ is an odd group, the first term is

$$
\bigoplus_{\in K, \chi \in \hat{K}}\left[\tilde{\beta}_{k} \hat{\gamma}_{\chi}\right] .
$$

For the second term,

$$
\begin{aligned}
& \operatorname{dim}\left(\kappa\left(\beta_{k} \sigma \otimes \mathrm{id}\right) \bar{\kappa}, \kappa(\sigma \otimes \mathrm{id}) \bar{\kappa}\right)=\operatorname{dim}\left(\bar{\kappa} \kappa\left(\beta_{k} \sigma \otimes \mathrm{id}\right),(\sigma \otimes \mathrm{id}) \bar{\kappa} \kappa\right) \\
& =\sum_{k^{\prime}, k^{\prime \prime} \in K} \operatorname{dim}\left(\beta_{k+k^{\prime}} \sigma \otimes \beta_{k^{\prime}}^{\mathrm{opp}}\right),\left(\left(\sigma \beta_{k^{\prime \prime}} \otimes \beta_{k^{\prime \prime}}^{\mathrm{opp}}\right)\right)=\sum_{k^{\prime} \in K} \operatorname{dim}\left(\beta_{k+k^{\prime}} \sigma, \beta_{-k^{\prime}} \sigma\right) \\
& =\sum_{k^{\prime} \in K} \operatorname{dim}\left(\beta_{k+2 k^{\prime}} \sigma, \sigma\right)=1 .
\end{aligned}
$$

This shows

$$
\left[\rho^{2}\right]=\bigoplus_{k \in K, \chi \in \hat{K}}\left[\tilde{\beta}_{k} \hat{\gamma}_{\chi}\right]+l|K|^{2}[\rho] .
$$

Remark 12.10. Let $\mathcal{C}_{\sigma}$ be the fusion category generated by $\sigma$, and let $\mathcal{C}_{\rho}$ be the near-group category generated by $\rho$ in Theorem 12.9. Then the above construction shows that $\mathcal{C}_{\rho}$ is categorically Morita equivalent to $\mathcal{C}_{\sigma} \boxtimes \operatorname{Vec}_{K}^{\bar{\omega}}$, where $\operatorname{Vec}_{K}^{\bar{\omega}}$ is the category of $K$-graded vector spaces with twist $\bar{\omega}$. In consequence, we have equivalence $\mathcal{Z}\left(\mathcal{C}_{\rho}\right) \cong \mathcal{Z}\left(\mathcal{C}_{\sigma}\right) \boxtimes \mathcal{Z}\left(\operatorname{Vec}_{K}^{\bar{\omega}}\right)$, where $\mathcal{Z}(\mathcal{C})$ denotes the Drinfeld center of $\mathcal{C}$. This explains why the modular data of $\mathcal{Z}\left(\mathcal{C}_{\rho}\right)$ factors as the product of those of $\mathcal{Z}\left(\mathcal{C}_{\sigma}\right)$ and $\mathcal{D}^{\bar{\omega}}(K)$ in Example 12.13 and Example 12.14 below (see [15, Section2 and Section 3] and [16, p.636]).
Example 12.11. For $G=\mathbb{Z}_{2} \times \mathbb{Z}_{2}$, there is a unique $C^{*}$ near-group category with $m=4$, and a nontrivial subgroup $H$ with $H \subset H^{\perp}$ is unique, which is $H=\left\{0, g_{3}\right\}$ in Example 9.6. The subgroup $H$ is Lagrangian, and by de-equivariantization, we get the even part of the $A_{7}$-subfactor.

Example 12.12. There are two $C^{*}$ near-group categories for $G=\mathbb{Z}_{4}$, which are mutually complex conjugate, and $H=\mathbb{Z}_{2}$ satisfies $H=H^{\perp}$, though it is not Lagrangian. In this case, de-equivariantization by $H$ gives two 1-supertransitive subfactors constructed Liu-Morrison-Penneys [41]. In fact they already observed that the two subfactors they constructed give rise to the $2^{\mathbb{Z}_{4}} 1$ subfactors by equivariantization (see [41, Section 4.3]).

Example 12.13. Let $G=\mathbb{Z}_{3} \times \mathbb{Z}_{3}$. Evans-Gannon [16, Table 2] showed that there is a unique $\mathrm{C}^{*}$ neargroup category for $G=\mathbb{Z}_{3} \times \mathbb{Z}_{3}$, and the quadratic form in the solution is given as $\left\langle\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right)\right\rangle=$ $\zeta_{3}^{x_{1} x_{2}-y_{1} y_{2}}, a\left(x_{1}, x_{2}\right)=\zeta_{3}^{x_{1}^{2}-y_{1}^{2}}$. There are exactly two Lagrangians: $H_{1}=\{(0,0),(1,1),(2,2)\}$ and $H_{2}=\{(0,0),(1,2),(2,1)\}$, and they produce two different fusion categories by de-equivariantization. A priori, two different subgroups could produce equivalent categories, but this is not the case now because of the following reason. In the case of $H=H_{1}$, we have

$$
\left[\sigma^{2}\right]=[\mathrm{id}] \oplus \bigoplus_{h \in H_{2}}\left[\tilde{\alpha}_{h} \sigma\right],
$$

and $\tilde{\alpha}$ restricted to $H_{2}$ is an action, and therefore there is no third cohomology obstruction for the $\mathbb{Z}_{3}$ part. When $H=H_{2}$, the situation is the same. In fact, Grossman-Snyder [21] showed that there are exactly two $\mathrm{C}^{*}$-fusion categories with the same fusion rules as the Haagerup category (the even part of the Haagerup subfactor) and with trivial third cohomology obstruction for the $\mathbb{Z}_{3}$ part. Thanks to Theorem 12.9, which is the converse construction of Corollary 12.7, the two groups $H_{1}$ and $H_{2}$ indeed produce two different fusion categories.
Example 12.14. Evans-Gannon [15] showed that there are exactly two C* near-group categories for $\mathbb{Z}_{9}$, and they are complex conjugate to each other. In this case, the subgroup $H=<3>\cong \mathbb{Z}_{3}$ is a Lagrangian, which produces two more fusion categories with the same fusion rules as the Haagerup category. The $\mathbb{Z}_{3}$ part of the resulting fusion categories is generated by $\tilde{\alpha}_{1}$, and its third cohomology obstruction, known as Connes obstruction [5], can be easily computed as follows. Indeed, we have $\tilde{\alpha}_{1}^{3}=\lambda_{3}$ and $\tilde{\alpha}_{1}\left(\lambda_{3}\right)=\langle 1,1\rangle^{3} \lambda_{3}$, which shows that the Connes obstruction is either $\zeta_{3}$ or $\zeta_{3}^{-1}$. The existence of these two categories has been expected since Evans-Gannon [15, Question 5] obtained the corresponding hypothetical modular data of the Drinfeld center.
Example 12.15. It is known that there exist fusion categories as in Theorem 12.9 for $G=\mathbb{Z}_{n}, n=5,7,9$, with $l=1$ and trivial third cohomology obstruction on the group part (see [32], [15]). It follows that there exist $\mathrm{C}^{*}$ near-group categories for $G=\mathbb{Z}_{n} \times \mathbb{Z}_{n}$ with $m=n^{2}$ for $n=5,7,9$.
12.2. Twisted case. In the tensor category setting (see [11]), de-equivariantization with respect to a subgroup $H \subset G$ can be defined for an algebra structure of the object

$$
\bigoplus_{h \in H} \alpha_{h}
$$

because it is known that $\alpha_{h}$ has a unique half-braiding (see [32, Lemma 6.1]), and hence $\alpha_{h}$ uniquely lifts to the Drinfeld center. In operator algebra setting, an algebra structure of the above object corresponds to a lifting of $\left\{\left[\alpha_{h}\right]\right\}_{h \in H} \subset \operatorname{Out}(M)$ to a group action. In the case of near-group categories, we have a privileged lifting determined by $\alpha_{h} \circ \rho=\rho$, and we essentially discussed de-equivariantization with this algebra structure in the previous subsection. The other algebra structures are in one-to-one correspondence with $H^{2}(H, \mathbb{T}) \backslash\{0\}$, and the corresponding operation in terms of operator algebras is cocycle twisted crossed product.

Let $G, M, \rho$, and $\alpha$ be as in the previous subsection. Now we do not assume that $H$ satisfies the condition $H \subset H^{\perp}$. Instead, we assume that $H \cong \mathbb{Z}_{2}^{2 s}$ for a natural number $s$, and that the restriction of $\langle\cdot, \cdot\rangle$ to $H$ is non-degenerate. We further assume that there exists a 2-cocycle $\omega \in Z^{2}(H, \mathbb{T})$ satisfying $\omega(h, k) \overline{\omega(k, h)}=\langle h, k\rangle \in \mathbb{R}$.

Let $M \rtimes_{\alpha, \omega} H$ be the twisted crossed product, that is, the von Neumann algebra generated by $M$ and unitaries $\left\{\lambda_{h}^{\omega}\right\}_{h \in H}$ satisfying $\lambda_{h}^{\omega} x=\alpha_{h}(x) \lambda_{h}^{\omega}$ for any $x \in M$ and $\lambda_{h_{1}}^{\omega} \lambda_{h_{2}}^{\omega}=\omega\left(h_{1}, h_{2}\right) \lambda_{h_{1}+h_{2}}^{\omega}$. As before we can extend $\rho$ and $\alpha$ to $M \rtimes_{\alpha, \omega} H$ by setting $\tilde{\rho}\left(\lambda_{h}^{\omega}\right)=a(h) U(h) \lambda_{h}^{\omega}$, and $\tilde{\alpha}_{g}\left(\lambda_{h}^{\omega}\right)=\langle g, h\rangle \lambda_{h}^{\omega}$. As in Lemma 12.1, we have the following for all $x \in M \rtimes_{\alpha} H$.

$$
\begin{gathered}
\tilde{\rho}^{2}(x)=\sum_{g \in G} S_{g} \tilde{\alpha}_{g}(x) S_{g}^{*}+\sum_{g \in G} T_{g} \tilde{\rho}(x) T_{g}^{*}, \\
\tilde{\rho} \circ \tilde{\alpha}_{g}=\operatorname{Ad} U(g) \circ \tilde{\rho} .
\end{gathered}
$$

We claim that $\lambda_{h}^{\omega}$ commutes with $\tilde{\rho}\left(\lambda_{k}^{\omega}\right)$ for any $h, k \in H$. Indeed, we have

$$
\begin{aligned}
& \lambda_{h}^{\omega} \tilde{\rho}\left(\lambda_{k}^{\omega}\right)=\lambda_{h}^{\omega} a(k) U(k) \lambda_{k}^{\omega}=a(k) \alpha_{h}(U(k)) \lambda_{h}^{\omega} \lambda_{k}^{\omega} \\
& =a(k) \overline{\langle h, k\rangle} \omega(h, k) U(k) \lambda_{h+k}^{\omega}=a(k) \overline{\langle h, k\rangle} \omega(h, k) \overline{\omega(k, h)} U(k) \lambda_{k}^{\omega} \lambda_{h}^{\omega} \\
& =\tilde{\rho}\left(\lambda_{k}^{\omega}\right) \lambda_{h}^{\omega}=\tilde{\rho}\left(\lambda_{k}^{\omega}\right) \lambda_{h}^{\omega} .
\end{aligned}
$$

Lemma 12.16. Let the notation be as above.
(1) $\tilde{\alpha}_{h}=\operatorname{Ad} \lambda_{h}^{\omega}$ for any $h \in H$.
(2) $(\tilde{\rho}, \tilde{\rho})=\left\{\lambda_{h}^{\omega}\right\}_{h \in H}^{\prime \prime}$.

Proof. (1) Note that the restriction of $\langle\cdot, \cdot\rangle$ to $H$ is real-valued. Since $\operatorname{Ad} \lambda_{h}^{\omega *} \circ \tilde{\alpha}_{h}$ is trivial on $M$, it suffices to show

$$
\begin{aligned}
& \operatorname{Ad} \lambda_{h}^{\omega *} \circ \tilde{\alpha}_{h}\left(\lambda_{k}^{\omega}\right)=\langle h, k\rangle \lambda_{h}^{\omega} \lambda_{k}^{\omega} \lambda_{h}^{\omega *}=\langle h, k\rangle \omega(h, k) \lambda_{h+k}^{\omega} \lambda_{h}^{\omega *} \\
& =\langle h, k\rangle \omega(h, k) \overline{\omega(k, h)} \lambda_{k}^{\omega} \lambda_{h}^{\omega} \lambda_{h}^{\omega *}=\langle h, k\rangle^{2} \lambda_{k}^{\omega}=\lambda_{k}^{\omega} .
\end{aligned}
$$

(2) As in the proof of Lemma 12.2, we have $\left(M \rtimes_{\alpha, \omega} H\right) \cap \rho(M)^{\prime}=\left\{\lambda_{h}^{\omega}\right\}_{h \in H}^{\prime \prime}$, and

$$
(\tilde{\rho}, \tilde{\rho})=\left\{\lambda_{h}^{\omega}\right\}_{h \in H}^{\prime \prime} \cap\left\{\tilde{\rho}\left(\lambda_{k}^{\omega}\right)\right\}_{k \in H}^{\prime}=\left\{\lambda_{h}^{\omega}\right\}_{h \in H}^{\prime \prime} .
$$

Since $\langle\cdot, \cdot\rangle$ restricted to $H$ is non-degenerate, the twisted group algebra $\left\{\lambda_{h}^{\omega}\right\}_{h \in H}^{\prime \prime}$ is isomorphic to the full matrix algebra $M_{2^{s}}(\mathbb{C})$. Thus (2) above shows that there exists an irreducible $\sigma \in \operatorname{End}\left(M \rtimes_{\alpha, \omega} H\right)$ satisfying $[\tilde{\rho}]=2^{s}[\sigma]$. On the other hand we have

$$
\left[\tilde{\rho}^{2}\right]=\bigoplus_{g}\left[\tilde{\alpha}_{g}\right] \oplus n[\tilde{\rho}]=|H| \bigoplus_{g \in G / H}\left[\tilde{\alpha}_{g}\right] \oplus n 2^{s}[\sigma] .
$$

This implies

Theorem 12.17. Let the notation be as above. Then

$$
\left[\sigma^{2}\right]=\bigoplus_{g \in G / H}\left[\tilde{\alpha}_{g}\right] \oplus 2^{s}|G / H|[\sigma] .
$$

In particular $\sigma$ generates a $C^{*}$ near-group category for $G / H$ with $m=2^{s}|G / H|$.
We have already seen in Subsection 10.6 that there are exactly two C* near-group categories for $\mathbb{Z}_{3}$ with $m=6$ (resp. $2_{2}^{\mathbb{Z}_{3}} 1$ subfactors), and there is a $D_{8}$-actions on each of them, where $D_{8}$ is the dihedral group of order 8 . We will see in Example 13.15 that equivariantization by this action produces a fusion category containing a C* near-group category for $\mathbb{Z}_{2} \times \mathbb{Z}_{2} \times \mathbb{Z}_{3}$ with $m=12$ (resp. a $2^{\mathbb{Z}_{2} \times \mathbb{Z}_{2} \times \mathbb{Z}_{3}} 1$ subfactor). Theorem 12.17 should be considered as a converse construction of this equivariantization in spite of a superficial discrepancy: twisted crossed product is used instead of ordinary crossed product, and $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ is not the dual group of $D_{8}$. The first point can be easily fixed because it is well-known that every outer cocycle action of a finite group is known to be equivalent to an ordinary action. It means that there is a family of unitaries $\left\{w_{h}\right\}_{h \in H}$ in $M$ satisfying $w_{h} \alpha_{h}\left(w_{k}\right)=\omega(h, k) w_{h+k}$. Now the twisted crossed product in Theorem 12.17 is identified with the ordinary crossed product by the new action Ad $w_{h} \circ \alpha_{h}$. For the second point, let $N \subset M$ be one of the $2_{2}^{\mathbb{Z}_{3}} 1$ subfactors, and let $\gamma$ be the $D_{8}$-action, which we will see in Section 13 . Let $Z\left(D_{8}\right) \cong \mathbb{Z}_{2}$ be the center of $D_{8}$. Then it is easy to show that the inclusion $N \rtimes_{\gamma} Z\left(D_{8}\right) \subset M \rtimes_{\gamma} Z\left(D_{8}\right)$ is still $2_{2}^{Z_{3}} 1$, and it is the fixed point algebra pair of $N \rtimes_{\gamma} D_{8} \subset M \rtimes_{\gamma} D_{8}$ under the dual action $\hat{\gamma}$ restricted to the group part $\operatorname{Hom}\left(D_{8}, \mathbb{T}\right) \cong \mathbb{Z}_{2} \times \mathbb{Z}_{2}$ of the unitary dual $\hat{D}_{8}$.

This reasoning indicates that there must be two missing solutions of the polynomial equations for $G=\mathbb{Z}_{2} \times \mathbb{Z}_{2} \times \mathbb{Z}_{3}$ with $m=12$ in Evans-Gannon's list [16, Table 2], for which the restriction of $\langle\cdot, \cdot\rangle$ to $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ should be $\langle\cdot, \cdot\rangle_{2}$ in Example 9.6. Since they are complex conjugate to each other, we give one of them now.

Example 12.18. Let $G=H \times K$ with $H=\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ and $K=\mathbb{Z}_{3}$, and let

$$
\begin{gathered}
\left\langle(h, k),\left(h^{\prime}, k^{\prime}\right)\right\rangle=\left\langle h, h^{\prime}\right\rangle_{2} \zeta_{3}^{k k^{\prime}}, \\
a(h, k)=a_{H}(h) \zeta_{3}^{k^{2}},
\end{gathered}
$$

with $a_{H}(0)=a_{H}\left(g_{1}\right)=a_{H}\left(g_{2}\right)=1, a_{H}\left(g_{3}\right)=-1$, where we use the parametrization $H=\left\{0, g_{0}, g_{1}, g_{2}\right\}$ as in Example 9.6. Then there is a unique solution for the equations in Theorem 9.1, which is given by $c=e^{-\pi \mathrm{i} / 6}, d=6+4 \sqrt{3}$ and

$$
\begin{aligned}
b & =\frac{1-\sqrt{3}}{3}\left(\begin{array}{c}
1 \\
\frac{1}{2} \\
\frac{1}{2} \\
0
\end{array}\right) \otimes\left(\begin{array}{c}
1 \\
-\frac{\zeta_{3}}{2} \\
-\frac{\zeta_{3}}{2}
\end{array}\right)+\frac{1}{2 \sqrt{2 \sqrt{3}}}\left(\begin{array}{c}
0 \\
1 \\
-1 \\
0
\end{array}\right) \otimes\left(\begin{array}{c}
0 \\
\zeta_{3} \mathrm{i} \\
-\zeta_{3} \mathrm{i}
\end{array}\right) \\
& +\frac{1}{6}\left(\begin{array}{c}
1 \\
-1 \\
-1 \\
-\sqrt{3} \mathrm{i}
\end{array}\right) \otimes\left(\begin{array}{c}
1 \\
\zeta_{3} \\
\zeta_{3}
\end{array}\right)
\end{aligned}
$$

where we identify $\ell^{2}(H \times K)$ with $\ell^{2}(H) \otimes \ell^{2}(K)$, and $\ell^{2}(H)$ and $\ell^{2}(K)$ with $\mathbb{C}^{4}$ and $\mathbb{C}^{3}$ via orthonormal bases $<\delta_{0}, \delta_{g_{0}}, \delta_{g_{1}}, \delta_{g_{2}}>$ and $<\delta_{0}, \delta_{1}, \delta_{2}>$ respectively. We can apply Theorem 12.17 to this solution with $\omega$ given by following table, and obtain the $C^{*}$ near-group category for $\mathbb{Z}_{3}$ with $m=6$ discussed in Subsection 10.6.

Note that the above solution is invariant under $\theta \in \operatorname{Aut}(G)$ given by $\theta(0, x)=(0, x), \theta\left(g_{0}, x\right)=$ $\left(g_{1},-x\right),\left(g_{1}, x\right)=\left(g_{0},-x\right),\left(g_{2}, x\right)=\left(g_{2}, x\right)$.

|  | 0 | $g_{0}$ | $g_{1}$ | $g_{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 1 | 1 | 1 |
| $g_{0}$ | 1 | 1 | i | -i |
| $g_{1}$ | 1 | -i | 1 | i |
| $g_{2}$ | 1 | i | -i | 1 |

## 13. Orbifold construction II (EQuivariantization)

13.1. Automorphism groups. In this subsection, we investigate the structure of the outer automorphism group of a $C^{*}$ near-group category $\mathcal{C}$ in the irrational case. To realize group actions on $\mathcal{C}$ as those on a concrete operator algebra, we use the Cuntz algebra model discussed in Section 4.

We fix a solution $\left(\epsilon,\langle\cdot, \cdot\rangle, A, C, J, B_{g}\right)$ of the equations in Theorem 8.7, and define a $G$-action $\alpha$ on $\mathcal{O}_{n+m}$ and an endomorphism $\rho$ as before. We introduce a subgroup $\operatorname{Aut}_{\rho}\left(\mathcal{O}_{n+m}\right)$ of $\operatorname{Aut}\left(\mathcal{O}_{n+m}\right)$ by

$$
\operatorname{Aut}_{\rho}\left(\mathcal{O}_{n+m}\right)=\left\{\gamma \in \operatorname{Aut}\left(\mathcal{O}_{n+m}\right) ; \gamma \circ \rho=\rho \circ \gamma\right\}
$$

Lemma 13.1. For any $\gamma \in \operatorname{Aut}_{\rho}\left(\mathcal{O}_{n+m}\right)$, there exist $\omega \in \mathbb{T}, \theta \in \operatorname{Aut}(G)$, and $u \in \mathcal{U}\left(\mathcal{K}_{0}\right)$ satisfying $\langle\theta(g), \theta(h)\rangle=\langle g, h\rangle, A(\theta(g))=u A(g) u^{*}, u C=C u, u J=J u$, and $B_{\theta(g)}(\xi)=(u \otimes u) B_{g}\left(u^{*} \xi\right) u^{*}$, such that

$$
\gamma\left(S_{g}\right)=\omega^{2} S_{\theta(g)}, \quad \gamma\left(T_{g}(\xi)\right)=\omega T_{\theta(g)}(u \xi)
$$

On the other hand, for any triple $(\omega, \theta, u) \in \mathbb{T} \times \operatorname{Aut}(G) \times \mathcal{U}\left(\mathcal{K}_{0}\right)$ satisfying the above condition, there exists $\gamma_{(\omega, \theta, u)} \in \operatorname{Aut}_{\rho}\left(\mathcal{O}_{n+m}\right)$ satisfying

$$
\gamma_{(\omega, \theta, u)}\left(S_{g}\right)=\omega^{2} S_{\theta(g)}, \quad \gamma_{(\omega, \theta, u)}\left(T_{g}(\xi)\right)=\omega T_{\theta(g)}(u \xi) .
$$

Moreover two different $(\omega, \theta, u)$ and $\left(\omega^{\prime}, \theta^{\prime}, u^{\prime}\right)$ give the same automorphism if and only if $\omega^{\prime}=-\omega, \theta^{\prime}=\theta$, and $u^{\prime}=-u$.

Proof. It is straightforward to show the second part, and we show only the first part here. Let $\gamma \in$ Aut $_{\rho}\left(\mathcal{O}_{n+m}\right)$. Since (id, $\left.\rho^{2}\right)=\mathbb{C} S_{0}$ and $\gamma$ commutes with $\rho$, we have $\gamma\left(S_{0}\right) \in\left(\mathrm{id}, \rho^{2}\right)$, and $\gamma\left(S_{0}\right)$ is a multiple of $S_{0}$. Replacing $\gamma$ with $\gamma_{\left(e^{i t}, \text { id }, I\right)} \circ \gamma$ for appropriate $t$, we may assume $\gamma\left(S_{0}\right)=S_{0}$.

We claim that there exists $\theta \in \operatorname{Aut}(G)$ satisfying $\gamma \circ \alpha_{g} \circ \gamma^{-1}=\alpha_{\theta(g)}$ and $\gamma\left(S_{g}\right)=S_{\theta(g)}$. Since $\gamma\left(\rho^{2}, \rho^{2}\right)=\left(\rho^{2}, \rho^{2}\right)$, and

$$
\left(\rho^{2}, \rho^{2}\right)=\bigoplus_{g \in G} \mathbb{C} S_{g} S_{g}^{*} \oplus \mathcal{K} \mathcal{K}^{*}
$$

there exists a permutation $\theta$ of $G$ fixing 0 such that $\gamma\left(S_{g} S_{g}^{*}\right)=S_{\theta(g)} S_{\theta(g)}^{*}$. Thus $S_{\theta(g)}^{*} \gamma\left(S_{g}\right)$ is a unitary belonging to $\left(\gamma \circ \alpha_{g} \circ \gamma^{-1}, \alpha_{\theta(g)}\right)$. Since

$$
\gamma \circ \alpha_{g} \circ \gamma^{-1} \circ \rho=\rho=\alpha_{g} \circ \rho,
$$

we have $\left(\gamma \circ \alpha_{g} \circ \gamma^{-1}, \alpha_{\theta(g)}\right) \subset(\rho, \rho)=\mathbb{C}$, which implies that $\gamma \circ \alpha_{g} \circ \gamma^{-1}=\alpha_{\theta(g)}$ and $\theta$ is a group automorphism of $G$. Moreover,

$$
\gamma\left(S_{g}\right)=\gamma\left(\alpha_{g}\left(S_{0}\right)\right)=\alpha_{\theta(g)}\left(\gamma\left(S_{0}\right)\right)=\alpha_{\theta(g)}\left(S_{0}\right)=S_{\theta(g)}
$$

Since

$$
\begin{aligned}
& \operatorname{Ad} \gamma(U(g)) \circ \rho=\gamma \circ \operatorname{Ad} U(g) \circ \rho \circ \gamma^{-1}=\gamma \circ \rho \circ \alpha_{g} \circ \gamma^{-1}=\rho \circ \alpha_{\theta(g)}, \\
& \gamma(U(g)) S_{0}=\gamma\left(U(g) S_{0}\right)=\gamma\left(S_{0}\right)=S_{0},
\end{aligned}
$$

We have $\gamma(U(g))=U(\theta(g))$, which together with $\alpha_{g}(U(h))=\overline{\langle g, h\rangle} U(h)$ implies $\langle\theta(g), \theta(h)\rangle=\langle g, h\rangle$.
Since $\gamma$ commutes with $\rho$, it induces a unitary transformation of $\left(\rho, \rho^{2}\right)=\mathcal{K}$. Since

$$
\alpha_{g}\left(\gamma\left(T_{0}(\xi)\right)\right)=\gamma\left(\alpha_{\theta^{-1}(g)}\left(T_{0}(\xi)\right)\right)=\gamma\left(T_{0}(\xi)\right),
$$
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we have $\gamma\left(T_{0}(\xi)\right) \in \mathcal{K}_{0}$, and there exists a unitary $u \in \mathcal{U}\left(\mathcal{K}_{0}\right)$ satisfying $\gamma\left(T_{0}(\xi)\right)=T_{0}(u \xi)$. For $T_{g}(\xi)$, we have

$$
\gamma\left(T_{g}(\xi)\right)=\gamma\left(U(-g) T_{0}(\xi)\right)=U(-\theta(g)) T_{0}(u \xi)=T_{\theta(g)}(u \xi)
$$

Since $\gamma\left(S_{0}\right)=S_{0}$, we get $\gamma \circ j_{1}=j_{1} \circ \gamma$ and $\gamma \circ j_{2} \circ \gamma$, and in consequence Lemma 7.4 implies that $A(\theta(g))=u A(g) u^{*}, u C=C u$, and $u J=J u$.

It remains to show that the condition $\gamma(l(T))=l(\gamma(T))$ is equivalent to $B_{\theta(g)}(\xi)=(u \otimes u) B_{g}\left(u^{*} \xi\right) u^{*}$ under the other conditions we have verified so far. Thanks to Lemma 7.18, the former is equivalent to $\gamma\left(B_{g}(\xi)\right)=B_{\theta(g)}(u \xi)$. Since $B_{g}(\xi) \in \mathcal{K}_{0}^{2} \mathcal{K}_{0}^{*}$, we get $\gamma\left(B_{g}(\xi)\right)=(u \otimes u) B_{g}(\xi) u^{*}$, and we are done.

Recall that the periodic 1-parameter automorphism group $\left\{\gamma_{\left(e^{i t}, \mathrm{id}, I\right)}\right\}_{t \in \mathbb{R}}$, which is a central subgroup of $\operatorname{Aut}_{\rho}\left(\mathcal{O}_{n+m}\right)$, has a unique KMS state, whose GNS construction produces a type III factor $\mathcal{M}$ extending $\mathcal{O}_{n+m}$ (see Appendix and [28]). We use the same symbols $\alpha, \rho, \gamma_{(\omega, \theta, u)}$ for their extensions to $\mathcal{M}$ as before. We denote by $\mathcal{C} \subset \operatorname{End}(\mathcal{M})$ the fusion category generated by $\rho$. To avoid possible confusion, we make the only exception in this note here, and use the tensor symbol $\otimes$ for the monoidal product of $\mathcal{C}$ instead of composition, and do not omit the symbol $\operatorname{Hom}_{\mathcal{C}}$ for the spaces of intertwiners in the following arguments. To emphasize that $X \in \mathcal{M}$ is regarded as an element in

$$
\operatorname{Hom}_{\mathcal{C}}(\mu, \nu)=\{X \in \mathcal{M} ; X \mu(x)=\nu(x) X, \forall x \in \mathcal{M}\}
$$

we use the notation $(\nu|X| \mu)$ following [9, Section IV]. (Caution: the order of $\mu$ and $\nu$ are switched in $(\nu|X| \mu)$ and $\operatorname{Hom}_{\mathcal{C}}(\mu, \nu)$.) Note that we have

$$
\begin{gathered}
I_{\sigma} \otimes(\nu|X| \mu)=(\sigma \otimes \nu|\sigma(X)| \sigma \otimes \mu) \in \operatorname{Hom}_{\mathcal{C}}(\sigma \otimes \mu, \sigma \otimes \nu), \\
(\nu|X| \mu) \otimes I_{\sigma}=(\nu \otimes \sigma|X| \mu \otimes \sigma) \in \operatorname{Hom}_{\mathcal{C}}(\mu \otimes \sigma, \nu \otimes \sigma) .
\end{gathered}
$$

An automorphism of $\mathcal{C}$ is a tensor auto-equivalence of $\mathcal{C}$ as a $\mathrm{C}^{*}$-category, which is a pair $(F, L)$ consisting of an auto-equivalence $F$ and natural isomorphisms $L_{\sigma_{1}, \sigma_{2}}: F\left(\sigma_{1}\right) \otimes\left(\sigma_{2}\right) \rightarrow F\left(\sigma_{1} \otimes \sigma_{2}\right)$ satisfying

$$
L_{\sigma_{1} \otimes \sigma_{2}, \sigma_{3}} \circ\left(L_{\sigma_{1}, \sigma_{2}} \otimes I_{F\left(\sigma_{3}\right)}\right)=L_{\sigma_{1}, \sigma_{2} \otimes \sigma_{3}} \circ\left(I_{\sigma_{1}} \otimes L_{\sigma_{2}, \sigma_{3}}\right) .
$$

The automorphism group $\operatorname{Aut}(\mathcal{C})$ of $\mathcal{C}$ is the collection of automorphisms of $\mathcal{C}$ modulo tensor natural isomorphisms. Since we are working on $\mathrm{C}^{*}$ categories, an isomorphism between two objects are always assumed to be unitary. An automorphism is inner if it is equivalent to the one given by $\beta \otimes \cdot \otimes \beta^{-1}$ for an invertible object $\beta$ in $\mathcal{C}$, which is always equivalent to $\alpha_{g} \otimes \cdot \otimes \alpha_{g}^{-1}$ for some $g \in G$ in our case. The outer automorphism group $\operatorname{Out}(\mathcal{C})$ of $\mathcal{C}$ is $\operatorname{Aut}(\mathcal{C})$ modulo the normal subgroup of inner automorphisms.

Every $\gamma \in \operatorname{Aut}_{\rho}\left(\mathcal{O}_{n+m}\right)$ extends to $\mathcal{M}$ and induces an automorphism of $\mathcal{C}$, which is denoted by $F_{\gamma}$ (we omit the natural isomorphisms $L: F_{\gamma}\left(\sigma_{1}\right) \otimes F_{\gamma}\left(\sigma_{2}\right) \rightarrow F_{\gamma}\left(\sigma_{1} \otimes \sigma_{2}\right)$ as it is trivial now). More precisely, we define $F_{\gamma}(\sigma)=\gamma \circ \sigma \circ \gamma^{-1}$ for an object $\sigma \in \mathcal{C}$, and define $F_{\gamma}$ on the Hom-spaces by the restriction of $\gamma$. For $\gamma=\gamma_{(\omega, \theta, u)}$, we have $F_{\gamma}\left(\alpha_{g}\right)=\alpha_{\theta(g)}, F_{\gamma}(\rho)=\rho$,

Lemma 13.2. An automorphism $\gamma \in \operatorname{Aut}_{\rho}\left(\mathcal{O}_{n+m}\right)$ induces a trivial automorphism of $\mathcal{C}$ if and only if $\gamma=\gamma_{\left(\omega, \mathrm{id}, I_{\mathcal{K}_{0}}\right)}$ for $\omega \in \mathbb{T}$.
Proof. Since $F_{\gamma}$ is a trivial automorphism only if it fixes the equivalence class of each simple object, we assume $\gamma=\gamma_{(\omega, \mathrm{id}, u)}$. Assume that $\eta$ is a natural tensor isomorphism between $F_{\gamma}$ and id. We identify $\eta_{\alpha_{g}} \in \operatorname{Hom}_{\mathcal{C}}\left(\alpha_{g}, \alpha_{g}\right)$ and $\eta_{\rho} \in \operatorname{Hom}_{\mathcal{C}}(\rho, \rho)$ with complex numbers of modulus 1 . Note that we have $\operatorname{Hom}_{\mathcal{C}}\left(\alpha_{g+h}, \alpha_{g} \otimes \alpha_{h}\right)=\mathbb{C} I_{\mathcal{M}}, \operatorname{Hom}_{\mathcal{C}}\left(\rho, \alpha_{g} \otimes \rho\right)=\mathbb{C} I_{\mathcal{M}}, \operatorname{Hom}_{\mathcal{C}}\left(\rho, \rho \otimes \alpha_{g}\right)=\mathbb{C} U(g), \operatorname{Hom}_{\mathcal{C}}\left(\alpha_{g}, \rho \otimes\right.$ $\rho)=\mathbb{C} S_{g}$, and $\operatorname{Hom}_{\mathcal{C}}(\rho, \rho \otimes \rho)=\mathcal{K}$. Since $\gamma$ acts on the first three trivially, we get $\eta_{\alpha_{g}}=I_{\alpha_{g}}$. For $S_{g} \in \operatorname{Hom}_{\mathcal{C}}\left(\alpha_{g}, \rho \otimes \rho\right)$ and $T_{g}(\xi) \in \operatorname{Hom}_{\mathcal{C}}(\rho, \rho \otimes \rho)$, we have

$$
\left(\eta_{\rho} \otimes \eta_{\rho}\right) \circ F_{\gamma}\left(\left(\rho \otimes \rho\left|S_{g}\right| \alpha_{g}\right)\right)=\left(\rho \otimes \rho\left|S_{g}\right| \alpha_{g}\right) \circ \eta_{\alpha_{g}}
$$
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$$
\left(\eta_{\rho} \otimes \eta_{\rho}\right) \circ F_{\gamma}\left(\left(\rho \otimes \rho\left|T_{g}(\xi)\right| \rho\right)\right)=\left(\rho \otimes \rho\left|T_{g}(\xi)\right| \rho\right) \circ \eta_{\rho},
$$

which are equivalent to $\eta_{\rho}^{2} \omega^{2}=1$ and $\eta_{\rho} \omega u=I_{\mathcal{K}_{0}}$. Since $\gamma_{(\omega, \text { id }, u)}=\gamma_{(-\omega, \text { id, }-u)}$, we may assume $u=I_{\mathcal{K}_{0}}$, and $\gamma=\gamma_{\left(\eta_{\rho}^{-1}, \text { id }, I_{\mathcal{K}_{0}}\right)}$.

Tracing back the above argument, we can see that $\gamma_{\left(\omega, \text { id }, I_{\mathcal{K}_{0}}\right)}$ induces a trivial automorphism of $\mathcal{C}$.
We set

$$
\operatorname{Aut}_{\rho, 0}\left(\mathcal{O}_{n+m}\right)=\left\{\gamma \in \operatorname{Aut}_{\rho}\left(\mathcal{O}_{n+m}\right) ; \gamma\left(S_{0}\right)=S_{0}\right\}=\left\{\gamma_{(1, \theta, u)} \in \operatorname{Aut}_{\rho}\left(\mathcal{O}_{n+m}\right)\right\} .
$$

Then we have

$$
\operatorname{Aut}_{\rho}\left(\mathcal{O}_{n+m}\right) / \mathbb{T} \cong \operatorname{Aut}_{\rho, 0}\left(\mathcal{O}_{n+m}\right) / \mathbb{Z}_{2}
$$

where $\mathbb{T}$ is identified with $\left\{\gamma_{\left(e^{i t}, \text { id }, I\right)}\right\}_{t \in \mathbb{R} / 2 \pi \mathbb{Z}}$ and $\mathbb{Z}_{2}$ is identified with $\left\{\gamma_{\left(1, \mathrm{id}, \pm I_{\mathcal{K}_{0}}\right)}\right\}$. The above lemma shows that there is an injective homomorphism from $\operatorname{Aut}_{\rho, 0}\left(\mathcal{O}_{n+m}\right) / \mathbb{Z}_{2}$ into $\operatorname{Aut}(\mathcal{C})$.

Recall that the gauge group $\mathcal{G}(A, C, J)$ is the set of all unitaries in $\mathcal{U}\left(\mathcal{K}_{0}\right)$ commuting with $A(g), C$, and $J$.

Theorem 13.3. With the above notation, we have

$$
\begin{aligned}
& \operatorname{Aut}(\mathcal{C}) \cong \operatorname{Aut}_{\rho}\left(\mathcal{O}_{n+m}\right) / \mathbb{T} \cong \operatorname{Aut}_{\rho, 0}\left(\mathcal{O}_{n+m}\right) / \mathbb{Z}_{2} \\
& \cong\left\{(\theta, u) \in \operatorname{Aut}(G) \times \mathcal{U}\left(\mathcal{K}_{0}\right) ;\langle\theta(g), \theta(h)\rangle=\langle g, h\rangle, u C=C u, u J=J u,\right. \\
& \left.A(\theta(g))=u A(g) u^{*}, B_{\theta(g)}(\xi)=(u \otimes u) B_{g}\left(u^{*} \xi\right) u^{*}\right\} /\left\{\left(\mathrm{id}, \pm I_{\mathcal{K}_{0}}\right)\right\}
\end{aligned}
$$

In particular, the kernel of the canonical homomorphism from $\operatorname{Aut}(\mathcal{C})$ to $\operatorname{Aut}(G)$ is isomorphic to

$$
\left\{u \in \mathcal{G}(A, C, J) ; B_{g}(\xi)=(u \otimes u) B_{g}\left(u^{*} \xi\right) u^{*}\right\} /\left\{ \pm I_{\mathcal{K}_{0}}\right\} .
$$

Proof. It suffices to show that the association $\operatorname{Aut}_{\rho, 0}\left(\mathcal{O}_{n+m}\right) \ni \gamma \mapsto F_{\gamma}$ induces a map onto $\operatorname{Aut}(\mathcal{C})$. Let $(F, L)$ be an automorphism of $\mathcal{C}$. Up to a tensor natural isomorphism, we may assume $F\left(\alpha_{g}\right)=\alpha_{\theta(g)}$ and $F(\rho)=\rho$ with a group automorphism $\theta \in \operatorname{Aut}(G)$. Then we have

$$
\begin{gathered}
F\left(\alpha_{g}\right) \otimes F\left(\alpha_{h}\right)=\alpha_{\theta(g)} \otimes \alpha_{\theta(h)}=\alpha_{\theta(g+h)}=F\left(\alpha_{g+h}\right)=F\left(\alpha_{g} \otimes \alpha_{h}\right), \\
F\left(\alpha_{g}\right) \otimes F(\rho)=\alpha_{\theta(g)} \otimes \rho=\rho=F(\rho)=F\left(\alpha_{g} \otimes \rho\right) .
\end{gathered}
$$

We claim that we may further assume

$$
\begin{aligned}
F\left(\rho \otimes \alpha_{g}\right) & =F(\rho) \otimes F\left(\alpha_{g}\right), \\
F(\rho \otimes \rho) & =F(\rho) \otimes F(\rho),
\end{aligned}
$$

and $L_{\alpha_{g}, \alpha_{h}}, L_{\alpha_{g}, \rho}, L_{\rho, \alpha_{g}}$, and $L_{\rho, \rho}$ are trivial. Indeed, there exist $x(g, h) \in \mathbb{T}$ and $y(g) \in \mathbb{T}$ satisfying $L_{\alpha_{g}, \alpha_{h}}=\left(\alpha_{\theta(g+h)}|x(g, h)| \alpha_{\theta(g+h)}\right)$ and $L_{\alpha_{g, \rho}}=(\rho|y(g)| \rho)$, and the relation

$$
L_{\alpha_{g} \otimes \alpha_{h}, \rho} \circ\left(L_{\alpha_{g}, \alpha_{h}} \otimes I_{F(\rho)}\right)=L_{\alpha_{g}, \alpha_{h} \otimes \rho} \circ\left(I_{F\left(\alpha_{g}\right)} \otimes L_{\alpha_{h}, \rho}\right)
$$

implies $x(g, h) y(g+h)=y(g) y(h)$. Now passing from $(F, L)$ to $\left(F^{\prime}, L^{\prime}\right)$ by a tensor natural isomorphism $\eta: F \rightarrow F^{\prime}$ with $\eta_{\alpha_{g}}=\left(\alpha_{\theta(g)}|y(g)| \alpha_{\theta(g)}\right), \eta_{\rho}=\left(\rho\left|I_{\mathcal{M}}\right| \rho\right), \eta_{\rho \otimes \alpha_{g}}=y(g) L_{\rho, \alpha_{g}}^{-1}$, and $\eta_{\rho \otimes \rho}=L_{\rho, \rho}^{-1}$, we get the claim.

Note that we have

$$
\begin{gathered}
F\left(\left(\alpha_{g} \otimes \alpha_{h}\left|I_{\mathcal{M}}\right| \alpha_{g+h}\right)\right)=F\left(\alpha_{g+h}\left|I_{\mathcal{M}}\right| \alpha_{g+h}\right) \\
=\left(\alpha_{\theta(g+h)}\left|I_{\mathcal{M}}\right| \alpha_{\theta(g+h)}\right)=\left(\alpha_{\theta(g)} \otimes \alpha_{\theta(h)}\left|I_{\mathcal{M}}\right| \alpha_{\theta(g+h)}\right), \\
F\left(\left(\alpha_{g} \otimes \rho\left|I_{\mathcal{M}}\right| \rho\right)\right)=F\left(\rho\left|I_{\mathcal{M}}\right| \rho\right)=\left(\rho\left|I_{\mathcal{M}}\right| \rho\right)=\left(\alpha_{\theta(g)} \otimes \rho\left|I_{\mathcal{M}}\right| \rho\right) .
\end{gathered}
$$

We will freely use these relations and their adjoints in what follows.

Since $F\left(\left(\rho \otimes \rho\left|S_{0}\right| \mathrm{id}\right)\right)$ is an isometry belonging to $\operatorname{Hom}_{\mathcal{C}}(\mathrm{id}, \rho \otimes \rho)$, it is of the form $\omega\left(\rho \otimes \rho\left|S_{0}\right| \mathrm{id}\right)$ with
 Since $S_{g}=\alpha_{g}\left(S_{0}\right)$, we have

$$
\left(\rho \otimes \rho\left|S_{g}\right| \alpha_{g}\right)=\left(\left(\rho|1| \alpha_{g} \otimes \rho\right) \otimes I_{\rho}\right) \circ\left(I_{\alpha_{g}} \otimes\left(\rho \otimes \rho\left|S_{0}\right| \mathrm{id}\right)\right)
$$

Applying $F$ to this, we get $F\left(\left(\rho \otimes \rho\left|S_{g}\right| \alpha_{g}\right)\right)=\left(\rho \otimes \rho\left|S_{\theta(g)}\right| \alpha_{\theta(g)}\right)$ and its adjoint.
Since $F$ restricted to $\operatorname{Hom}_{\mathcal{C}}(\rho, \rho \otimes \rho)$ is a unitary transformation of $\operatorname{Hom}_{\mathcal{C}}(\rho, \rho \otimes \rho)$, we introduce an automorphism $\gamma \in \operatorname{Aut}\left(\mathcal{O}_{n+m}\right)$ by

$$
\begin{aligned}
F\left(\left(\left(\rho \otimes \rho\left|S_{g}\right| \alpha_{g}\right)\right)\right) & =\left(\rho \otimes \rho\left|\gamma\left(S_{g}\right)\right| \alpha_{\theta(g)}\right) \\
F((\rho \otimes \rho|T| \rho)) & =(\rho \otimes \rho|\gamma(T)| \rho) .
\end{aligned}
$$

The above computation shows $\gamma\left(S_{g}\right)=S_{\theta(g)}$.
Recall that we have $\operatorname{Hom}_{\mathcal{C}}\left(\rho, \rho \otimes \alpha_{g}\right)=\mathbb{C} U(g)$. Thus $F\left(\left(\rho \otimes \alpha_{g}|U(g)| \rho\right)\right)$ is a multiple of $(\rho \otimes$ $\left.\alpha_{\theta(g)}|U(\theta(g))| \rho\right)$. Since $U(g) S_{0}=S_{0}$, we have

$$
\begin{aligned}
& \left(\rho \otimes \rho\left|S_{0}\right| \mathrm{id}\right) \\
& =\left(I_{\rho} \otimes\left(\rho\left|I_{\mathcal{M}}\right| \alpha_{g} \otimes \rho\right)\right) \circ\left(\left(\rho \otimes \alpha_{g}|U(g)| \rho\right) \otimes I_{\rho}\right) \circ\left(\rho \otimes \rho\left|S_{0}\right| \mathrm{id}\right) .
\end{aligned}
$$

Applying $F$ to this, we get $F\left(\left(\rho \otimes \alpha_{g}|U(g)| \rho\right)\right)=\left(\rho \otimes \alpha_{\theta(g)}|U(\theta(g))| \rho\right)$ and its adjoint. We claim $F\left(\left(\rho \otimes \alpha_{g}|U(g)| \rho\right)\right)=\left(\rho \otimes \alpha_{\theta(g)}|\gamma(U(g))| \rho\right)$, or equivalently $\gamma(U(g))=U(\theta(g))$. Indeed, applying $F$ to the two equalities

$$
\begin{aligned}
& \left(\rho \otimes \rho\left|U(g) S_{h}\right| \alpha_{h}\right) \\
& =\left(I_{\rho} \otimes\left(\rho\left|I_{\mathcal{M}}\right| \alpha_{g} \otimes \rho\right)\right) \circ\left(\left(\rho \otimes \alpha_{g}|U(g)| \rho\right) \otimes I_{\rho}\right) \circ\left(\rho \otimes \rho\left|S_{h}\right| \alpha_{h}\right), \\
& (\rho \otimes \rho|U(g) T| \rho) \\
& \quad=\left(I_{\rho} \otimes\left(\rho\left|I_{\mathcal{M}}\right| \alpha_{g} \otimes \rho\right)\right) \circ\left(\left(\rho \otimes \alpha_{g}|U(g)| \rho\right) \otimes I_{\rho}\right) \circ(\rho \otimes \rho|T| \rho),
\end{aligned}
$$

we get $\gamma\left(U(g) S_{h}\right)=U(\theta(g)) \gamma\left(S_{h}\right)$ and $\gamma(U(g) T)=U(\theta(g)) \gamma(T)$. Choosing an orthonormal basis $\left\{T_{i}\right\}_{i=1}^{m}$ of $\operatorname{Hom}_{\mathcal{C}}(\rho, \rho \otimes \rho)$, we get

$$
\begin{aligned}
& \gamma(U(g))=\sum_{h \in G} \gamma\left(U(g) S_{h}\right) \gamma\left(S_{h}\right)^{*}+\sum_{i=1}^{m} \gamma\left(U(g) T_{i}\right) \gamma\left(T_{i}\right)^{*} \\
& =\sum_{h \in G} U(\theta(g)) \gamma\left(S_{h} S_{h}^{*}\right)+\sum_{i=1}^{m} U(\theta(g)) \gamma\left(T_{i} T_{i}^{*}\right)=U(\theta(g)),
\end{aligned}
$$

which shows the claim.
We have already seen that $F$ coincides with $\gamma$ on the following morphism spaces:

$$
\begin{gathered}
\operatorname{Hom}_{\mathcal{C}}\left(\alpha_{g+h}, \alpha_{g} \otimes \alpha_{h}\right), \quad \operatorname{Hom}_{\mathcal{C}}\left(\rho, \alpha_{g} \otimes \rho\right), \quad \operatorname{Hom}_{\mathcal{C}}\left(\rho, \rho \otimes \alpha_{g}\right), \\
\operatorname{Hom}_{\mathcal{C}}\left(\alpha_{g}, \rho \otimes \rho\right), \quad \operatorname{Hom}_{\mathcal{C}}(\rho, \rho \otimes \rho),
\end{gathered}
$$

and their adjoints. To finish the proof, it suffices to show $\gamma \in \operatorname{Aut}_{\rho, 0}\left(\mathcal{O}_{n+m}\right)$. Before showing it, we claim $\gamma \circ \alpha_{g}=\alpha_{\theta(g)} \circ \gamma$. This is easily shown for $S_{h}$. Applying $F$ to

$$
\left(\rho \otimes \rho\left|\alpha_{g}(T)\right| \rho\right)=\left(\left(\rho\left|I_{\mathcal{M}}\right| \alpha_{g} \otimes \rho\right) \otimes I_{\rho}\right) \circ\left(\left(I_{\alpha_{g}} \otimes(\rho \otimes \rho|T| \rho)\right) \circ\left(\alpha_{g} \otimes \rho\left|I_{\mathcal{M}}\right| \rho\right)\right.
$$

we get $\gamma\left(\alpha_{g}(T)\right)=\alpha_{\theta(g)}(\gamma(T))$.
Applying $F$ to the two equations

$$
\left(\rho \otimes \rho\left|j_{1}(T)\right| \rho\right)=\sqrt{d}\left((\rho \otimes \rho|T| \rho)^{*} \otimes I_{\rho}\right) \circ\left(I_{\rho} \otimes\left(\rho \otimes \rho\left|S_{0}\right| \mathrm{id}\right)\right),
$$

$$
\left(\rho \otimes \rho\left|j_{2}(T)\right| \rho\right)=\sqrt{d}\left(I_{\rho} \otimes(\rho \otimes \rho|T| \rho)^{*}\right) \circ\left(\left(\rho \otimes \rho\left|S_{0}\right| \mathrm{id}\right) \otimes I_{\rho}\right)
$$

we see that $\gamma$ commutes with $j_{1}$ and $j_{2}$. Thus Eq.(3.3) implies

$$
\gamma\left(\rho\left(S_{0}\right)\right)=\rho\left(S_{0}\right)=\rho\left(\gamma\left(S_{0}\right)\right)
$$

and

$$
\gamma\left(\rho\left(S_{g}\right)\right)=\gamma\left(U(g) \rho\left(S_{0}\right) U(g)^{*}\right)=U(\theta(g)) \rho\left(S_{0}\right) U(\theta(g))^{*}=\rho\left(S_{\theta(g)}\right)=\rho\left(\gamma\left(S_{g}\right)\right)
$$

It remains to show $\gamma(\rho(T))=\rho(\gamma(T))$ for $T \in \operatorname{Hom}_{\mathcal{C}}(\rho, \rho \otimes \rho)$. We recall the two projections $P=\sum_{g \in G} S_{g} S_{g}^{*}$ and $Q=\sum_{i=1}^{m} T_{i} T_{i}^{*}$, which satisfies $\gamma(P)=P, \gamma(Q)=Q$, and $P+Q=I_{\mathcal{M}}$. Then Eq.(3.12) implies $\gamma(\rho(T)) P=\rho(\gamma(T)) P$ and $P \gamma(\rho(T))=P \rho(\gamma(T))$. Note that $Q \rho(T) Q=l(T) \in \mathcal{K}^{2} \mathcal{K}^{*}$. Let $T^{\prime}, T^{\prime \prime}, T^{\prime \prime \prime} \in \operatorname{Hom}_{\mathcal{C}}(\rho, \rho \otimes \rho)$. Then $T^{\prime \prime *} T^{\prime *} \rho(T) T^{\prime \prime \prime}$ is a scalar. Denoting it by $\xi$, we get

$$
\xi I_{\rho}=\left(\rho\left|T^{\prime \prime}\right| \rho \otimes \rho\right)^{*} \circ\left(\left(\rho\left|T^{\prime}\right| \rho \otimes \rho\right)^{*} \otimes I_{\rho}\right) \circ\left(I_{\rho} \otimes(\rho|T| \rho \otimes \rho)\right) \circ\left(\rho\left|T^{\prime \prime \prime}\right| \rho \otimes \rho\right) .
$$

Applying $F$ to it, we get $\gamma\left(T^{\prime \prime}\right)^{*} \gamma\left(T^{\prime}\right)^{*} \rho(\gamma(T)) \gamma\left(T^{\prime \prime \prime}\right)=\xi$, and so

$$
T^{\prime \prime *} T^{\prime *} \gamma^{-1}(\rho(\gamma(T))) T^{\prime \prime \prime}=\xi=T^{\prime \prime *} T^{\prime *} \rho(T) T^{\prime \prime \prime}
$$

This shows $Q \gamma^{-1}(\rho(\gamma(T))) Q=Q \rho(T) Q$ and equivalently $\left.Q \rho(\gamma(T))\right) Q=Q \gamma(\rho(T)) Q$, which finishes the proof.

Theorem 13.4. When $A(g)$ is a scalar $a(g) I$ for any $g \in G$, the inner automorphism group of $\mathcal{C}$ is trivial. In consequence,

$$
\begin{aligned}
& \operatorname{Out}(\mathcal{C})=\operatorname{Aut}(\mathcal{C}) \cong \operatorname{Aut}_{\rho}\left(\mathcal{O}_{n+m}\right) / \mathbb{T} \cong \operatorname{Aut}_{\rho, 0}\left(\mathcal{O}_{n+m}\right) / \mathbb{Z}_{2} \\
& \cong\{(\theta, u) \in \operatorname{Aut}(G) \times \mathcal{G}(A, C, J) \\
& \left.a(\theta(g))=a(g), B_{\theta(g)}(\xi)=(u \otimes u) B_{g}\left(u^{*} \xi\right) u^{*}\right\} /\{(\mathrm{id}, \pm I)\}
\end{aligned}
$$

Proof. Let $F=\alpha_{h} \otimes \cdot \otimes \alpha_{h}^{-1}$. Then $F\left(\alpha_{g}\right)=\alpha_{g}$ and $F(\rho)=\operatorname{Ad} U(h)^{-1} \circ \rho$. We show that $\eta$ determined by

$$
\begin{gathered}
\eta_{\alpha_{g}}=\langle g, h\rangle I_{\alpha_{g}} \in \operatorname{Hom}_{\mathcal{C}}\left(\alpha_{h} \otimes \alpha_{g} \otimes \alpha_{h}^{-1}, \alpha_{g}\right), \\
\eta_{\rho}=\left(\rho|a(h) U(h)| \operatorname{Ad} U(h)^{-1} \circ \rho\right) \in \operatorname{Hom}_{\mathcal{C}}\left(\alpha_{h} \otimes \rho \otimes \alpha_{h}^{-1}, \rho\right),
\end{gathered}
$$

is a tensor natural isomorphism from $F$ to id. Indeed, it suffices to verify

$$
\begin{gathered}
\left(\eta_{\alpha_{g_{1}}} \otimes \eta_{\alpha_{g_{2}}}\right) \circ F\left(\left(\alpha_{g_{1}} \otimes \alpha_{g_{2}}\left|I_{\mathcal{M}}\right| \alpha_{g_{1}+g_{2}}\right)\right)=\left(\alpha_{g_{1}} \otimes \alpha_{g_{2}}\left|I_{\mathcal{M}}\right| \alpha_{g_{1}+g_{2}}\right) \circ \eta_{\alpha_{g_{1}+g_{2}}} \\
\left(\eta_{\alpha_{g}} \otimes \eta_{\rho}\right) \circ F\left(\left(\alpha_{g} \otimes \rho\left|I_{\mathcal{M}}\right| \rho\right)\right)=\left(\alpha_{g} \otimes \rho\left|I_{\mathcal{M}}\right| \rho\right) \circ \eta_{\rho} \\
\left(\eta_{\rho} \otimes \eta_{\alpha_{g}}\right) \circ F\left(\left(\rho \otimes \alpha_{g}|U(g)| \rho\right)\right)=\left(\rho \otimes \alpha_{g}|U(g)| \rho\right) \circ \eta_{\rho} \\
\left(\eta_{\rho} \otimes \eta_{\rho}\right) \circ F\left(\left(\rho \otimes \rho\left|S_{g}\right| \alpha_{g}\right)\right)=\left(\rho \otimes \rho\left|S_{g}\right| \alpha_{g}\right) \circ \eta_{\alpha_{g}} \\
\left(\eta_{\rho} \otimes \eta_{\rho}\right) \circ F((\rho \otimes \rho|T| \rho))=(\rho \otimes \rho|T| \rho) \circ \eta_{\rho}
\end{gathered}
$$

which are equivalent to

$$
\begin{gathered}
\left\langle g_{1}, h\right\rangle\left\langle g_{2}, h\right\rangle=\left\langle g_{1}+g_{2}, h\right\rangle, \\
\alpha_{g}(a(h) U(h))\langle g, h\rangle=a(h) U(h), \\
\langle h, g\rangle a(h) U(h) \alpha_{h}(U(g))=U(g) a(h) U(h), \\
\rho(a(h) U(h)) a(h) U(h) \alpha_{h}\left(S_{g}\right)=\langle g, h\rangle S_{g}, \\
\rho(a(h) U(h)) a(h) U(h) \alpha_{h}(T)=T a(h) U(h) .
\end{gathered}
$$

It is straightforward to show these equalities.
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Corollary 13.5. When $m=n$,

$$
\begin{aligned}
& \operatorname{Out}(\mathcal{C})=\operatorname{Aut}(\mathcal{C}) \\
& \cong\{\theta \in \operatorname{Aut}(G) ;\langle\theta(g), \theta(h)\rangle=\langle g, h\rangle, a(\theta(g))=a(g), b(\theta(g))=b(g)\} .
\end{aligned}
$$

Let

$$
\Gamma_{\mathcal{C}}=\left\{(\theta, u) \in \operatorname{Aut}(G) \times \mathcal{G}(A, C, J) ; B_{\theta(g)}(\xi)=(u \otimes u) B_{g}\left(u^{*} \xi\right) u^{*}\right\}
$$

which is isomorphic to $\operatorname{Aut}_{\rho, 0}\left(\mathcal{O}_{n+m}\right)$. For $x \in \Gamma_{\mathcal{C}}$, we denote $\gamma_{x}$ instead of $\gamma_{(1, x)}$ for simplicity.
Remark 13.6. Assume that $A(g)$ is a scalar for any $g \in G$. Then there exists a Out $(\mathcal{C})$-graded extension $\mathcal{C}^{\prime}$ of $\mathcal{C}$ such that $\operatorname{Out}(\mathcal{C})$ on $\mathcal{C} \subset \mathcal{C}^{\prime}$ is implemented by inner automorphisms of $\mathcal{C}^{\prime}$. Indeed, let $\mu=\gamma_{(\mathrm{id},-I)}$, and consider the crossed product $\mathcal{M} \rtimes_{\mu} \mathbb{Z}_{2}$, which is the von Neumann algebra generated by $\mathcal{M}$ and a period two unitary $\lambda$ satisfying $\lambda x=\mu(x) \lambda$ for any $x \in \mathcal{M}$. We can extend $\rho$, $\alpha$, and $\gamma$ to $\mathcal{M} \rtimes_{\mu} \mathbb{Z}_{2}$ by $\tilde{\rho}(\lambda)=\lambda, \tilde{\alpha}_{g}(\lambda)=\lambda$, and $\tilde{\gamma}(\lambda)=\lambda$. We have $\tilde{\gamma}_{(i d,-I)}=\operatorname{Ad} \lambda$. Let $\hat{\mu}$ be the dual action of $\mu$, which is a period two automorphism of $\mathcal{M} \rtimes_{\mu} \mathbb{Z}_{2}$ given by

$$
\hat{\mu}(x)=\left\{\begin{array}{ll}
x, & x \in \mathcal{M} \\
-\lambda, & x=\lambda
\end{array} .\right.
$$

Then it is straightforward to show

$$
\tilde{\rho}^{2}(x)=\sum_{g \in G} S_{g} \tilde{\alpha}_{g}(x) S_{g}^{*}+\sum_{g, r} T_{g}\left(e_{r}\right) \hat{\mu} \circ \tilde{\rho}(x) T_{g}\left(e_{r}\right)^{*} .
$$

Now we can see that the category generated by $\hat{\mu} \circ \tilde{\rho}$ is equivalent to $\mathcal{C}$, and we can set $\mathcal{C}^{\prime}$ to be the category generated by $\hat{\mu} \circ \tilde{\rho}$ and $\tilde{\gamma}_{\Gamma_{\mathcal{C}}}$.

Example 13.7. Any solutions of Eq.(9.1)-(9.5) given in Section 9 have trivial symmetry, and the corresponding $C^{*}$ near-group has trivial automorphism group.
Example 13.8. For $G=\mathbb{Z}_{5}$ and $\langle g, h\rangle=\zeta_{5}^{g h}$, there is a unique $a(g)$, which is given by $a(g)=\zeta_{5}^{2 g^{2}}$. There is a unique solution of Eq.(9.1)-(9.5) as follows (see [32, Example A 4] and [16, Table 2]): $c=-1$, $d=(3+3 \sqrt{5}) / 2, b(0)=-1 / d$,

$$
b(1)=b(4)=\frac{\zeta_{5}^{-1}}{\sqrt{5}}, \quad b(2)=b(3)=\frac{\zeta_{5}}{\sqrt{5}} .
$$

In particular, the solution has a symmetry $a(g)=a(-g)$ and $b(g))=b(-g)$, and therefore we have $\operatorname{Out}(\mathcal{C}) \cong \mathbb{Z}_{2}$ for the corresponding near-group category $\mathcal{C}$ for $G=\mathbb{Z}_{5}$ and $m=5$.

Example 13.9. The solution for $G=\mathbb{Z}_{2} \times \mathbb{Z}_{2} \times \mathbb{Z}_{3}$ with $m=12$ given in Example 12.18 has a $\mathbb{Z}_{2^{-}}$ symmetry, and $\operatorname{Out}(\mathcal{C}) \cong \mathbb{Z}_{2}$ for the corresponding near-group category $\mathcal{C}$.

Example 13.10. As we have seen in Section 10, there are exactly two C* near-group categories for $G=\mathbb{Z}_{3}$ with $m=6$. For each of the two categories, the solutions of Eq.(8.15)-(8.25) are parametrized by $\left\{(x, y) \in \mathbb{R}^{2} ; x^{2}+y^{2}=\sqrt{3} / 24\right\}$. The group automorphism $\mathbb{Z}_{3} \ni g \mapsto-g \in \mathbb{Z}_{3}$ takes $(x, y)$ to $(-x,-y)$. The gauge group $\mathcal{G}(A, C, J)$ is $O(2)$, and

$$
L=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

acts on the solutions as $(x, y) \mapsto(x,-y)$, and the rotation

$$
R(\theta)=\left(\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right)
$$
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acts on the solutions as $(x, y) \mapsto(\cos 4 \theta x+\sin 4 \theta y,-\sin 4 \theta x+\cos 4 \theta y)$. We fix a solution $B_{g}$ corresponding to $(\sqrt{\sqrt{3} / 24}, 0)$. Identifying $\operatorname{Aut}_{\rho, 0}\left(\mathcal{O}_{9}\right)$ with

$$
\left\{(\theta, u) \in \operatorname{Aut}\left(\mathbb{Z}_{3}\right) \times O(2) ; B_{\theta(g)}(\xi)=(u \otimes u) B_{g}\left(u^{*} \xi\right) u^{*}\right\}
$$

we see that it is generated by the two elements

$$
\left(-1, R\left(\frac{\pi}{4}\right)\right), \quad(\mathrm{id}, L)
$$

Thus $\operatorname{Aut}_{\rho, 0}\left(\mathcal{O}_{9}\right)$ is isomorphic to the dihedral group $D_{16}$ of order 16 , and the automorphism group $\operatorname{Aut}(\mathcal{C})$, as well as the outer automorphism group $\operatorname{Out}(\mathcal{C})$, of the corresponding near-group category $\mathcal{C}$ are isomorphic to $D_{8}$.
13.2. The case of $m>|G|$. In this section, we assume that $\Gamma$ is a finite subgroup of the group

$$
\left\{u \in \mathcal{G}(A, C, J) ; B_{g}(\xi)=(u \otimes u) B_{g}\left(u^{*} \xi\right) u^{*}\right\}
$$

We regard $\gamma$ as an outer action of $\Gamma$ on $\mathcal{M}$ via $\gamma_{u}=\gamma_{(1, \mathrm{id}, u)}$. Recall that

$$
\mathcal{N}=\rho(\mathcal{M}) \vee\{U(g)\}_{g \in G} \subset \mathcal{M}
$$

is a $2_{l}^{G} 1$ subfactor with $l=m / n$. The purpose of this subsection is to determine the structure of the subfactor $\mathcal{N} \rtimes_{\gamma} \Gamma \subset \mathcal{M} \rtimes_{\gamma} \Gamma$. Let $\left\{\lambda_{u}\right\}_{u \in \Gamma}$ be the implementing unitary representation in $\mathcal{M} \rtimes_{\gamma} \Gamma$. Then we can extend $\alpha$ and $\rho$ to $\mathcal{M} \rtimes_{\gamma} \Gamma$ by $\tilde{\alpha}_{g}\left(\lambda_{u}\right)=\lambda_{u}$ and $\tilde{\rho}\left(\lambda_{u}\right)=\lambda_{u}$. We would like to describe the structure of the fusion category generated by $\tilde{\rho}$.

Lemma 13.11. Let the notation be as above.
(1) The two commuting actions $\alpha$ and $\gamma$ give an outer action of $G \times \Gamma$ on $\mathcal{M}$.
(2) $\tilde{\rho}$ is irreducible.
(3) $\tilde{\alpha}$ is an outer action of $G$.

Proof. (1) The statement follows from Theorem 14.1 below.
(2) Assume $X \in(\tilde{\rho}, \tilde{\rho})$. Then $X$ is uniquely expanded as $X=\sum_{u \in \Gamma} X_{u} \lambda_{u}$ with $X_{u} \in \mathcal{M}$. For any $x \in \mathcal{M}$, we have

$$
\sum_{u \in \Gamma} \rho(x) X_{u} \lambda_{u}=\sum_{u \in \Gamma} X_{u} \lambda_{u} \rho(x)=\sum_{u \in \Gamma} X_{u} \gamma_{u} \circ \rho(x) \lambda_{u},
$$

and so $\rho(x) X_{u}=X_{u} \gamma_{u} \circ \rho(x)$. The Frobenius reciprocity and (1) show that $\left(\gamma_{u} \rho, \rho\right) \cong\left(\gamma_{u}, \rho^{2}\right)$ is trivial except for $u=I$, and $X \in(\rho, \rho)=\mathbb{C}$, which means that $\tilde{\rho}$ is irreducible.
(3) Assume that $Y \in \mathcal{M} \rtimes_{\gamma} \Gamma$ satisfies $Y x=\tilde{\alpha}_{g}(x) Y$ for any $x \in \mathcal{M} \rtimes_{\gamma} \Gamma$. Then $Y$ is expanded as $Y=\sum_{u \in \Gamma} Y_{u} \lambda_{u}$ with $Y_{u} \in \mathcal{M}$, and we can show that $Y_{u} \in\left(\gamma_{u}, \alpha_{g}\right)=\mathbb{C} \delta_{u, I} \delta_{g, 0}$ as before. This implies that $Y=0$ unless $g=0$, and so $\tilde{\alpha}$ is an outer action.

Since we are working on a non-commutative group $\Gamma$, we recall the dual action of $\gamma$ as a Roberts action of the dual $\hat{\Gamma}$ of $\Gamma$. Recall that a Hilbert space $\mathcal{H}$ in $\mathcal{M}$ is a closed subspace of $\mathcal{M}$ in the weak operator topology such that $W^{*} V$ is a scalar for any $V, W \in \mathcal{H}$. The space $\mathcal{H}$ is equipped with the inner product $\langle V, W\rangle$ for $V, W \in \mathcal{H}$ given by $W^{*} V$. Let $\left\{V_{i}\right\}_{i}$ be an orthonormal basis of a Hilbert space $\mathcal{H}$ in $\mathcal{M}$. The support of $\mathcal{H}$ is defined by

$$
\sum_{i} V_{i} V_{i}^{*},
$$

which does not depend on the choice of the orthonormal basis. When the support is $I$, we say that $\mathcal{H}$ has full support. For a full support Hilbert space $\mathcal{H}$ in $\mathcal{M}$, we can define a unital endomorphism $\rho_{\mathcal{H}}$ of $\mathcal{M}$ by

$$
\rho_{\mathcal{H}}(x)=\sum_{i} V_{i} x V_{i}^{*},
$$

whose definition does not depend on the choice of the orthonormal basis either. When $\mathcal{H}$ is globally invariant under the $\Gamma$-action $\gamma$, the endomorphism $\rho_{\mathcal{H}}$ preserves the fixed point algebra $\mathcal{M}^{\Gamma}=\{x \in$ $\left.\mathcal{M} ; \gamma_{u}(x)=x, \forall u \in \Gamma\right\}$, and we denote by $\check{\gamma}_{\mathcal{H}}$ the restriction of $\rho_{\mathcal{H}}$ to $\mathcal{M}^{\Gamma}$. The equivalence class of $\check{\gamma}_{\mathcal{H}}$ depends only on the unitary equivalence class of $\mathcal{H}$ as a representation space of $\Gamma$. Since $\gamma$ is outer, if the representation $\mathcal{H}$ is irreducible, so is $\check{\gamma}_{\mathcal{H}}$. For any finite dimensional (not necessary irreducible) unitary representation $\pi$ of $\Gamma$, there exists a full support Hilbert space $\mathcal{H}_{\pi}$ in $\mathcal{M}$ so that the $\Gamma$-action on $\mathcal{H}$ is equivalent to $\pi$. We use the notation $\check{\gamma}_{\pi}$ instead of $\check{\gamma}_{\mathcal{H}}$ for simplicity. Let $\nu: \mathcal{M}^{\Gamma} \hookrightarrow \mathcal{M}$ be the inclusion map. Then we have $\left[\nu \check{\gamma}_{\pi}\right]=\operatorname{dim} \pi[\nu]$ by definition, and so

$$
[\bar{\nu} \nu]=\bigoplus_{\pi \in \hat{\Gamma}} \operatorname{dim} \pi\left[\check{\gamma}_{\pi}\right]
$$

by the Frobenius reciprocity. We call $\left\{\check{\gamma}_{\pi}\right\}_{\pi \in \hat{\Gamma}}$ the pre-dual action of $\gamma$.
Let $\left\{V(\pi)_{i}\right\}_{i=1}^{\operatorname{dim} \pi}$ be an orthonormal basis of $\mathcal{H}_{\pi}$. Applying the above argument to the second dual action $\gamma_{u} \otimes \operatorname{Ad} \varrho_{u}$ on $\mathcal{M} \otimes B\left(\ell^{2}(\Gamma)\right)$, where $\left\{\varrho_{u}\right\}_{u \in \Gamma}$ is the right regular representation of $\Gamma$, we can define the dual action $\hat{\gamma}_{\pi} \in \operatorname{End}\left(\mathcal{M} \rtimes_{\gamma} \Gamma\right)$, which is explicitly given by the following formula:

$$
\hat{\gamma}_{\pi}(x)= \begin{cases}\sum_{i=1}^{\operatorname{dim} \pi} V(\pi)_{i} x V(\pi)_{i}^{*}, & x \in \mathcal{M} \\ \lambda_{u}, & x=\lambda_{u}\end{cases}
$$

This can been seen by identifying $\lambda_{u} \in \mathcal{M} \rtimes_{\gamma} \Gamma$ with $I \otimes \lambda_{u} \in \mathcal{M} \otimes B\left(\ell^{2}(\Gamma)\right)$, where $\left\{\lambda_{u}\right\}$ in the latter is the left regular representation of $\Gamma$, and $\mathcal{M}$ with $\pi_{\gamma}(\mathcal{M}) \subset \mathcal{M} \otimes B\left(\ell^{2}(\Gamma)\right)$, where

$$
\pi_{\gamma}(x) \xi(u)=\gamma_{u^{-1}}(x) \xi(u)
$$

and by using the Hilbert space $\left\{V \otimes I ; V \in \mathcal{H}_{\pi}\right\}$ in $\mathcal{M} \otimes B\left(\ell^{2}\right)$. In fact $V(\pi)_{i} \otimes I$ commutes with $I \otimes \lambda_{u}$ and we have

$$
\sum_{i=1}^{\operatorname{dim} \pi}\left(V(\pi)_{i} \otimes I\right) \pi_{\gamma}(x)\left(V(\pi)_{i}^{*} \otimes I\right)=\pi_{\gamma}\left(\sum_{i=1}^{\operatorname{dim} \pi} V(\pi)_{i} x V(\pi)_{i}^{*}\right) .
$$

Remark 13.12. When $\tau \in \operatorname{Hom}(\Gamma, \mathbb{T})$ is a 1-dimensional representation, the Hilbert space $\mathcal{H}_{\tau}$ is spanned by a single unitary $V_{\tau}$ with $\gamma_{u}\left(V_{\tau}\right)=\tau(u) V_{u}$. Thus we have

$$
\operatorname{Ad} V_{\tau}^{*} \circ \hat{\gamma}_{\tau}(x)= \begin{cases}x, & x \in \mathcal{M} \\ \tau(u) \lambda_{u}, & x=\lambda_{u}\end{cases}
$$

which recovers the usual dual action in the commutative case.
Lemma 13.13. Let the notation be as above.
(1) $\left[\hat{\gamma}_{\pi} \tilde{\rho}\right]=\left[\tilde{\rho} \hat{\gamma}_{\pi}\right]$.
(2) $\left[\hat{\gamma}_{\pi} \tilde{\alpha}_{g}\right]=\left[\tilde{\alpha}_{g} \hat{\gamma}_{\pi}\right]$.
(3) For $\pi_{1}, \pi_{2} \in \hat{\Gamma}$ and $g_{1}, g_{2} \in G$, we have $\operatorname{dim}\left(\hat{\gamma}_{\pi_{1}} \tilde{\alpha}_{g_{1}}, \hat{\gamma}_{\pi_{2}} \tilde{\alpha}_{g_{2}}\right)=\delta_{\pi_{1}, \pi_{2}} \delta_{g_{1}, g_{2}}$.

Proof. (1) Choosing a basis $\left\{V(\pi)_{i}\right\}_{i=1}^{\operatorname{dim} \pi}$ of $\mathcal{H}_{\pi}$, we set

$$
\sum_{i=1}^{\operatorname{dim} \pi} V(\pi)_{i} \rho\left(V(\pi)_{i}^{*}\right),
$$
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which is a unitary belonging to $\left(\tilde{\rho} \hat{\gamma}_{\pi}, \hat{\gamma}_{\pi} \tilde{\rho}\right)$. (2) can be shown in a similar way.
(3) By the Frobenius reciprocity, we have

$$
\operatorname{dim}\left(\hat{\gamma}_{\pi_{1}} \tilde{\alpha}_{g_{1}}, \hat{\gamma}_{\pi_{2}} \tilde{\alpha}_{g_{2}}\right)=\operatorname{dim}\left(\hat{\gamma}_{\pi_{2} \otimes \pi_{1}}, \tilde{\alpha}_{g_{2}-g_{1}}\right) .
$$

Thus it suffices to show $\operatorname{dim}\left(\hat{\gamma}_{\tau}, \tilde{\alpha}_{g}\right)=\delta_{\tau, 1} \delta_{g, 0}$ for $\tau \in \operatorname{Hom}(\Gamma, \mathbb{T})$ and $g \in G$. Thanks to Remark 13.12, we can further replace $\hat{\gamma}_{\tau}$ with $\operatorname{Ad} V_{\tau}^{*} \circ \hat{\gamma}_{\tau}$. Assume that $X \in \mathcal{M} \rtimes_{\gamma} \Gamma$ satisfies $X \operatorname{Ad} V_{\tau}^{*} \circ \hat{\gamma}_{\tau}(x)=\tilde{\alpha}_{g}(x) X$ for any $x \in \mathcal{M} \rtimes_{\gamma} \Gamma$. Then $X$ is expanded as $X=\sum_{u \in \Gamma} X_{u} \lambda_{u}$ with $X_{u} \in \mathcal{M}$, and $X_{u} \in\left(\gamma_{u}, \alpha_{g}\right)=\mathbb{C} \delta_{u, I} \delta_{g, 0}$. Therefore $X$ is a scalar multiple of $\delta_{g, e}$. Setting $x=\lambda_{u}$, we get $\tau=1$ if $X \neq 0$.

We denote by $\pi_{0}$ the defining representation of $\Gamma$ on $\mathcal{K}_{0}$, which is not necessarily irreducible.
Theorem 13.14. Let the notation be as above.
(1) $\tilde{\rho}^{2}$ is decomposed as

$$
\left[\tilde{\rho}^{2}\right]=\bigoplus_{g \in G}\left[\tilde{\alpha}_{g}\right] \oplus n\left[\hat{\gamma}_{\pi_{0}} \tilde{\rho}\right] .
$$

(2) Let $\kappa: \mathcal{N} \rtimes_{\gamma} \Gamma \hookrightarrow \mathcal{M} \rtimes_{\gamma} \Gamma$ be the inclusion map. Then

$$
[\kappa \bar{\kappa}]=[\mathrm{id}] \oplus\left[\hat{\gamma}_{\pi_{0}} \tilde{\rho}\right] .
$$

(3) For any $\pi_{1}, \pi_{2} \in \hat{\Gamma}$, we have $\operatorname{dim}\left(\hat{\gamma}_{\pi_{1}} \tilde{\rho}, \hat{\gamma}_{\pi_{2}} \tilde{\rho}\right)=\delta_{\pi_{1}, \pi_{2}}$.

Proof. (1) Since $\gamma_{u}$ acts on $\left\{S_{g}\right\}_{g \in G}$ trivially, we can easily see $S_{g} \in\left(\tilde{\alpha}_{g}, \tilde{\rho}^{2}\right)$. As in Section 8, we choose an orthonormal basis $\left\{T_{g}\left(e_{i}\right)\right\}_{i=1}^{l}$ of $\mathcal{K}_{0}$, and set

$$
e_{h, g}=\sum_{i=1}^{l} T_{g}\left(e_{i}\right) T_{h}\left(e_{i}\right)^{*}
$$

Then $\left\{e_{g, h}\right\}_{g, h \in G}$ is a system of matrix units in $\mathcal{M}^{\gamma}$. We choose an isometry $R \in \mathcal{M}^{\gamma}$ whose range projection is $e_{0,0}$, and set $V\left(\pi_{0}\right)_{i}=R^{*} T_{0}\left(e_{i}\right)$. Let $\mathcal{H}_{\pi_{0}}$ be the linear span of $\left\{V\left(\pi_{0}\right)_{i}\right\}_{i=1}^{l}$. Then $\mathcal{H}_{\pi_{0}}$ is a Hilbert space in $\mathcal{M}$ with full support such that the restriction of $\gamma$ to $\mathcal{H}_{\pi_{0}}$ is equivalent to $\pi_{0}$. Therefore we may assume that $\hat{\gamma}_{\pi_{0}}$, which is defined up to equivalence in any case, is given by

$$
\hat{\gamma}_{\pi_{0}}(x)=\left\{\begin{array}{ll}
\sum_{i=1}^{\operatorname{dim} \pi} V\left(\pi_{0}\right)_{i} x V\left(\pi_{0}\right)_{i}^{*}, & x \in \mathcal{M} \\
\lambda_{u}, & x=\lambda_{u}
\end{array} .\right.
$$

We set $R_{g}=e_{g, 0} R$, which is an isometry in $\mathcal{M}^{\gamma}$. We claim $R_{g} \in\left(\hat{\gamma}_{\pi_{0}} \tilde{\rho}, \tilde{\rho}^{2}\right)$. Indeed, for $x \in \mathcal{M}$, we have

$$
\begin{aligned}
& \tilde{\rho}^{2}(x) R_{g}=\rho^{2}(x) e_{g, 0} R_{0}=\sum_{i=1}^{l} T_{g}\left(e_{i}\right) \tilde{\rho}(x) T_{0}\left(e_{i}\right)^{*} R_{0} \\
& =\sum_{i=1}^{l} e_{g, 0} R R^{*} T_{0}\left(e_{i}\right) \tilde{\rho}(x) T_{0}\left(e_{i}\right)^{*} R_{0}=R_{g} \hat{\gamma}_{\pi_{0}} \circ \tilde{\rho}(x),
\end{aligned}
$$

and

$$
\tilde{\rho}^{2}\left(\lambda_{u}\right) R_{g}=\lambda_{u} R_{g}=R_{g} \lambda_{u}=R_{g} \hat{\gamma}_{\pi_{0}} \circ \tilde{\rho}\left(\lambda_{u}\right),
$$

which shows the claim. Since

$$
\sum_{g \in G} R_{g} R_{g}^{*}=\sum_{g \in G} e_{g, 0} e_{0,0} e_{0, g}=\sum_{g \in G} e_{g, g}=\sum_{g, i} T_{g}\left(e_{i}\right) T_{g}\left(e_{i}\right)^{*},
$$

we get the statement.
(2) Let $\iota: \mathcal{N} \hookrightarrow \mathcal{M}$ be the inclusion map. Then the proof of Theorem 11.2 shows $(\iota, \rho \iota)=\left(j_{1} \circ j_{2}\right)^{*} \mathcal{K}_{0}$. This and the above argument shows the statement.
(3) The statement follows from (1) because

$$
\begin{aligned}
& \operatorname{dim}\left(\hat{\gamma}_{\pi_{1}} \tilde{\rho}, \hat{\gamma}_{\pi_{2}} \tilde{\rho}\right)=\operatorname{dim}\left(\hat{\gamma}_{\pi_{2} \otimes \pi_{1}}, \tilde{\rho}^{2}\right) \\
& =\sum_{g \in G} \operatorname{dim}\left(\hat{\gamma}_{\bar{\pi}_{2} \otimes \pi_{1}}, \tilde{\alpha}_{g}\right)+n \operatorname{dim}\left(\hat{\gamma}_{\bar{\pi}_{0} \otimes \pi_{2} \otimes \pi_{1}}, \tilde{\rho}\right)=\sum_{g \in G} \operatorname{dim}\left(\hat{\gamma}_{\pi_{1}}, \hat{\gamma}_{\pi_{2}} \tilde{\alpha}_{g}\right)=\delta_{\pi_{1}, \pi_{2}} .
\end{aligned}
$$

Example 13.15. We apply the above theorem to Example 13.10. As $\Gamma$, we take the group generated by

$$
\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \quad\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right),
$$

which is the dihedral group $D_{8}$. The defining representation $\pi_{0}$ is real and irreducible, and the tensor product $\pi_{0} \otimes \pi_{0}$ is decomposed into 1-dimensional representations,

$$
\pi_{0} \otimes \pi_{0} \cong \bigoplus_{\tau \in \operatorname{Hom}\left(D_{8}, \mathbb{T}\right)} \tau
$$

Since $\tau \otimes \pi_{0} \cong \pi_{0}$ for any $\tau \in \operatorname{Hom}\left(D_{8}, \mathbb{T}\right)$, we get

$$
\begin{aligned}
{\left[\left(\hat{\gamma}_{\pi_{0}} \tilde{\rho}\right)^{2}\right] } & =\left[\hat{\gamma}_{\pi_{0} \otimes \pi_{0}} \tilde{\rho}^{2}\right]=\sum_{g \in \mathbb{Z}_{3}, \tau \in \operatorname{Hom}\left(D_{8}, \mathbb{T}\right)}\left[\hat{\gamma}_{\tau} \tilde{\alpha}_{g}\right]+3 \sum_{\tau \in \operatorname{Hom}\left(D_{8}, \mathbb{T}\right)}\left[\hat{\gamma}_{\tau \otimes \pi_{0}} \tilde{\rho}\right] \\
& =\sum_{g \in \mathbb{Z}_{3}, \tau \in \operatorname{Hom}\left(D_{8}, \mathbb{T}\right)}\left[\hat{\gamma}_{\tau} \tilde{\alpha}_{g}\right]+12\left[\hat{\gamma}_{\pi_{0}} \tilde{\rho}\right] .
\end{aligned}
$$

This means that the fusion category generated by $\hat{\gamma}_{\pi_{0}} \tilde{\rho}$ is a near-group category with the group $\mathbb{Z}_{2} \times \mathbb{Z}_{2} \times \mathbb{Z}_{3}$ and the multiplicity parameter $m=12$.
13.3. The case of $m=|G|$. In this subsection, we assume that $\mathcal{C}$ is a $\mathrm{C}^{*}$ near-group category with a finite abelian group $G$ and $m=n$, and we use the same notation as in Section 9. In this case, the group $\operatorname{Aut}(\mathcal{C})=\operatorname{Out}(\mathcal{C})$ is isomorphic to the set of group automorphisms of $G$ leaving the triple $(\langle\cdot, \cdot\rangle, a, b)$ invariant. For simplicity, we assume that we have such an automorphism $\theta$ of order two, which covers all the known examples (see Example 13.8, Example 13.9). Then $\gamma=\gamma_{(\theta, I)}$ is an outer automorphism of the factor $\mathcal{M}$ of order two commuting with $\rho$, and it satisfies the relation $\gamma \circ \alpha_{g}=\alpha_{\theta(g)} \circ \gamma$. Thus Theorem 14.1 implies that $\alpha$ and $\gamma$ give an outer action of $G \rtimes \mathbb{Z}_{2}$ on $\mathcal{M}$.

We denote by $\lambda$ the implementing unitary in the crossed product $\mathcal{M} \rtimes_{\gamma} \mathbb{Z}_{2}$. As before $\rho$ extends to $\tilde{\rho} \in \operatorname{End}\left(\mathcal{M} \rtimes_{\gamma} \mathbb{Z}_{2}\right)$ by $\tilde{\rho}(\lambda)=\lambda$. Let $G^{\theta}$ be the set of automorphisms of $G$ fixed by $\gamma$. Then $\alpha_{g}$ with $g \in G^{\theta}$ also extends to $\tilde{\alpha}_{g} \in \operatorname{Aut}\left(\mathcal{M} \rtimes_{\gamma} \mathbb{Z}_{2}\right)$ by $\tilde{\alpha}_{g}(\lambda)=\lambda$. We denote by $\hat{\gamma}$ the dual action of $\gamma$, which is identified with the generator of the dual action too. As in the previous subsection, we can show that $\tilde{\rho}$ is irreducible with $[\hat{\gamma} \tilde{\rho}]=[\tilde{\rho} \hat{\gamma}] \neq[\tilde{\rho}]$, and that $\tilde{\alpha}$ and $\hat{\gamma}$ give an outer action of $G^{\theta} \times \mathbb{Z}_{2}$.

Lemma 13.16. $\left(\tilde{\rho}^{2}, \tilde{\rho}^{2}\right)=\left(\rho^{2}, \rho^{2}\right)^{\gamma}$.
Proof. Assume $X+Y \lambda \in\left(\tilde{\rho}^{2}, \tilde{\rho}^{2}\right)$ with $X, Y \in \mathcal{M}$. Then $X \in\left(\rho^{2}, \rho^{2}\right)^{\gamma}$ and

$$
Y \in\left(\rho^{2} \gamma, \rho^{2}\right) \cong\left(\gamma, \rho^{4}\right)=\{0\} .
$$

Recall that we have

$$
\left(\rho^{2}, \rho^{2}\right)=\bigoplus_{g \in G} \mathbb{C} S_{g} S_{g}^{*} \oplus \mathbb{B}(\mathcal{K})
$$

We choose a subset $\Lambda \subset G \backslash G^{\theta}$ satisfying $\Lambda \cap \theta(\Lambda)=\emptyset$ and $\Lambda \cup \theta(\Lambda)=G \backslash G^{\theta}$. Then the above lemma shows

$$
\left(\tilde{\rho}^{2}, \tilde{\rho}^{2}\right)=\bigoplus_{g \in G^{\theta}} \mathbb{C} S_{g} S_{g}^{*} \oplus \bigoplus_{g \in \Gamma} \mathbb{C}\left(S_{g} S_{g}^{*}+S_{\theta(g)} S_{\theta(g)}^{*}\right) \oplus \mathbb{B}(\mathcal{K})^{\gamma}
$$

Thus for $g \in \Lambda$, the projection $S_{g} S_{g}^{*}+S_{\theta(g)} S_{\theta(g)}^{*}$ is minimal in $\left(\tilde{\rho}^{2}, \tilde{\rho}^{2}\right)$, and it corresponds to an irreducible component of $\tilde{\rho}^{2}$. We choose an isometry $R_{g} \in \mathcal{M}^{\gamma}$ whose range projection is $S_{g} S_{g}^{*}+S_{\theta(g)} S_{\theta(g)}^{*}$, and defined $\pi_{g} \in \operatorname{End}\left(\mathcal{M} \rtimes_{\gamma} \mathbb{Z}_{2}\right)$ by $\pi_{g}(x)=R_{g}^{*} \tilde{\rho}^{2}(x) R_{g}$. Then

$$
\pi_{g}(x)= \begin{cases}R_{g}^{*}\left(S_{g} \alpha_{g}(x) S_{g}^{*}+S_{\theta(g)} \alpha_{\theta(g)}(x) S_{\theta(g)}^{*}\right) R_{g}, & x \in \mathcal{M} \\ \lambda, & x=\lambda\end{cases}
$$

For $g \in G^{\theta}$, we have $T_{g} \in\left(\tilde{\rho}, \tilde{\rho}^{2}\right)$. For $g \in G \backslash G^{\theta}$, we have

$$
\begin{aligned}
& \frac{1}{\sqrt{2}}\left(T_{g}+T_{\theta(g)}\right) \in\left(\tilde{\rho}, \tilde{\rho}^{2}\right) \\
& \frac{1}{\sqrt{2}}\left(T_{g}-T_{\theta(g)}\right) \in\left(\hat{\gamma} \tilde{\rho}, \tilde{\rho}^{2}\right)
\end{aligned}
$$

Thus it is straightforward to show the following.
Theorem 13.17. Let the notation be as above.
(1) $\tilde{\rho}^{2}$ is decomposed as

$$
\left[\tilde{\rho}^{2}\right]=\sum_{g \in G^{\theta}}\left[\tilde{\alpha}_{g}\right]+\sum_{g \in \Lambda}\left[\pi_{g}\right]+\frac{|G|+\left|G^{\theta}\right|}{2}[\tilde{\rho}]+\frac{|G|-\left|G^{\theta}\right|}{2}[\hat{\gamma} \tilde{\rho}] .
$$

(2) Let $\kappa: \mathcal{N} \rtimes_{\gamma} \mathbb{Z}_{2} \hookrightarrow \mathcal{M} \rtimes_{\gamma} \mathbb{Z}_{2}$ be the inclusion map. Then

$$
[\kappa \bar{\kappa}]=[\mathrm{id}]+[\tilde{\rho}] .
$$

About the fusion rules, we have the following.
Theorem 13.18. Let the notation be as above.
(1) The tensor category generated by $\{\hat{\gamma}\} \cup\left\{\tilde{\alpha}_{g}\right\}_{g \in G^{\theta}} \cup\left\{\pi_{g}\right\}_{g \in \Lambda}$ is equivalent to the representation category of $\hat{G} \rtimes_{\theta} \mathbb{Z}_{2}$.
(2) For $g \in G^{\theta}$, we have

$$
\left[\tilde{\alpha}_{g}\right][\tilde{\rho}]=[\tilde{\rho}]\left[\tilde{\alpha}_{g}\right]=[\tilde{\rho}] .
$$

(3) For $g \in \Lambda$, we have

$$
\left[\pi_{g}\right][\tilde{\rho}]=[\tilde{\rho}]\left[\pi_{g}\right]=[\tilde{\rho}]+[\hat{\gamma} \tilde{\rho}] .
$$

Proof. (1) Let $\mathcal{M}^{G}$ be the fixed point algebra

$$
\mathcal{M}^{G}=\left\{x \in \mathcal{M} ; \alpha_{g}(x)=x, \forall g \in G\right\},
$$

and let $\iota_{1}: \mathcal{M}^{G} \hookrightarrow \mathcal{M}$ and $\iota_{2}: \mathcal{M} \hookrightarrow \mathcal{M} \rtimes_{\gamma} \mathbb{Z}_{2}$ be the inclusion maps. Then it is easy to show that $\mathcal{M}^{G} \subset \mathcal{M} \rtimes_{\gamma} \mathbb{Z}_{2}$ is a crossed product inclusion by a $\hat{G} \rtimes_{\theta} \mathbb{Z}_{2}$-action, and the tensor category generated by $\iota_{2} \iota_{1} \overline{\left(\iota_{2} \iota_{1}\right)}$ is equivalent to the representation category of $\hat{G} \rtimes_{\theta} \mathbb{Z}_{2}$.

By construction, we have $\left[\tilde{\alpha}_{g}\right]\left[\iota_{2}\right]=\left[\iota_{2}\right]\left[\alpha_{g}\right]$ for $g \in G^{\theta}$, and

$$
\left[\pi_{g}\right]\left[\iota_{2}\right]=\left[\iota_{2}\right]\left[\alpha_{g}\right]+\left[\iota_{2}\right]\left[\alpha_{\theta(g)}\right],
$$

for $g \in \Lambda$. Thus we get the following for $g \in \Lambda$ by the Frobenius reciprocity:

$$
\left[\pi_{g}\right]=\left[\iota_{2} \alpha_{g} \overline{\iota_{2}}\right]=\left[\iota_{2} \alpha_{\theta(g)} \overline{\iota_{2}}\right] .
$$

Now we get

$$
\begin{aligned}
& {\left[\iota_{2} \iota_{1} \overline{\left(\iota_{2} \iota_{1}\right)}\right]=\sum_{g \in G}\left[\iota_{2} \alpha_{g} \overline{\iota_{2}}\right]=\sum_{g \in G^{\theta}}\left[\tilde{\alpha}_{g}\right]\left[\iota_{2} \overline{\iota_{2}}\right]+\sum_{g \in \Lambda} 2\left[\pi_{g}\right]} \\
& =\sum_{g \in G^{\theta}}\left[\tilde{\alpha}_{g}\right]+\sum_{g \in G^{\theta}}\left[\tilde{\alpha}_{g} \hat{\gamma}\right]+\sum_{g \in \Lambda} 2\left[\pi_{g}\right],
\end{aligned}
$$

which shows the statement.
(2) We have $\tilde{\alpha}_{g} \circ \tilde{\rho}=\tilde{\rho}$, and taking its adjoint, we get the statement.
(3) By construction, we have

$$
\begin{aligned}
& \frac{1}{\sqrt{2}} R_{g}^{*}\left(S_{g}+S_{\theta(g)}\right) \in\left(\tilde{\rho}, \pi_{g} \tilde{\rho}\right) \\
& \frac{1}{\sqrt{2}} R_{g}^{*}\left(S_{g}-S_{\theta(g)}\right) \in\left(\hat{\gamma} \tilde{\rho}, \pi_{g} \tilde{\rho}\right)
\end{aligned}
$$

which shows $\left[\pi_{g} \tilde{\rho}\right]=[\tilde{\rho}]+[\hat{\gamma} \tilde{\rho}]$. Taking its adjoint, we get the statement.
Remark 13.19. The endomorphism $\iota_{2} \alpha_{g} \overline{\iota_{2}}$ corresponds to the induced representation

$$
\operatorname{Ind}_{\hat{G}}^{\hat{G} \rtimes_{\theta} \mathbb{Z}_{2}} g,
$$

where $g \in G=\hat{\hat{G}}$ is regarded as a one-dimensional representation of $\hat{G}$.
From the above two theorems, it is easy to determine the principal graphs of the subfactor $\mathcal{N} \rtimes_{\gamma} \mathbb{Z}_{2} \subset$ $\mathcal{M} \rtimes_{\gamma} \mathbb{Z}_{2}$, in particular, for Example 13.8 and Example 13.9. We leave it for the reader.

## 14. Appendix

Let $\mathcal{O}_{n+m}$ be the Cuntz algebra with canonical generators $\left\{S_{i}\right\}_{i \in J}$, where $J=\{1,2, \ldots, n+m\}$. Let $J_{1}=\{1,2, \ldots, m\}$ and $J_{2}=\{m+1, m+2, \ldots, n+m\}$. We consider a weighted gauge action $\gamma: \mathbb{T} \rightarrow \operatorname{Aut}\left(\mathcal{O}_{n+m}\right)$ defined by

$$
\gamma_{t}\left(S_{i}\right)=\left\{\begin{array}{ll}
e^{\mathrm{it}} S_{i}, & i \in J_{1} \\
e^{2 i t} S_{i}, & i \in J_{2}
\end{array} .\right.
$$

Then $\gamma$ has a unique KMS-state $\varphi$ with the inverse temperature $\log d$, where $d=\frac{m+\sqrt{m^{2}+4 n}}{2}$ (see [14]). The weak closure $\mathcal{M}$ of $\mathcal{O}_{n+m}$ in the GNS representation of $\varphi$ is the Powers factor of type $\mathrm{III}_{1 / d}$. With identification $\left\{S_{g}\right\}=\left\{S_{i}\right\}_{i \in I_{2}}$ and $\mathcal{K}=\operatorname{span}\left\{S_{i}\right\}_{i \in I_{1}}$, the Cuntz algebra model ( $\alpha, \rho$ ) of a C* near-group category $\mathcal{C}$ can extend to $\mathcal{M}$, which gives a realization of $\mathcal{C}$ in $\operatorname{End}(\mathcal{M})$ (see [28]). The purpose of this appendix is to show that the symmetry group $\operatorname{Aut}_{\rho}\left(\mathcal{O}_{n+m}\right)$ is also realized in $\operatorname{Aut}(\mathcal{M}) \subset \operatorname{End}(\mathcal{M})$, and is even faithfully realized in $\operatorname{Out}(\mathcal{M})$.

Let $\beta \in \operatorname{Aut}\left(\mathcal{O}_{n+m}\right)$ be an automorphism globally preserving $\operatorname{span}\left\{S_{i}\right\}_{i \in I_{1}}$ and $\operatorname{span}\left\{S_{i}\right\}_{i \in I_{2}}$. Since $\beta$ commutes with $\gamma_{t}$, it preserves $\varphi$ and extends to $\mathcal{M}$, which is still denoted by $\beta$.

Theorem 14.1. Let $\beta \in \operatorname{Aut}(\mathcal{M})$ be as above. Then $\beta$ is inner if and only if $\beta=\mathrm{id}$.

Proof. We use the same symbol $\varphi$ and $\gamma$ for their normal extension to $\mathcal{M}$. Then we have $\sigma_{t}^{\varphi}=\gamma_{-t \log d}$, and the centralized $\mathcal{M}_{\varphi}$ is the hyperfinite $\mathrm{II}_{1}$ factor with a unique trace $\tau=\varphi \mid \mathcal{M}_{\varphi}$. We set

$$
w(i)=\left\{\begin{array}{ll}
1, & i \in J_{1} \\
2, & i \in J_{2}
\end{array} .\right.
$$

For a $k$-tuple $\xi=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{k}\right) \in J^{k}$, we set $S_{\xi}=S_{\xi_{1}} S_{\xi_{2}} \cdots S_{\xi_{k}}, r(\xi)=\xi_{k}$, and

$$
w(\xi)=\sum_{i=1}^{k} w\left(\xi_{i}\right)
$$

Then we have $\gamma_{t}\left(S_{\xi}\right)=e^{\mathrm{i} w(\xi) t} S_{\xi}$. We introduce finite dimensional $*$-subalgebras of $\mathcal{M}_{\varphi}$ by

$$
\begin{gathered}
A_{k, 1}=\operatorname{span}\left\{S_{\xi} S_{\eta}^{*} ; w(\xi)=w(\eta)=k\right\} \\
A_{k, 2}=\operatorname{span}\left\{S_{\xi} S_{\eta}^{*} ; w(\xi)=w(\eta)=k+1, r(\xi), r(\eta) \in I_{2}\right\} \\
A_{k}=A_{k, 1} \oplus A_{k, 2}
\end{gathered}
$$

Then $\left\{A_{k}\right\}_{k=1}^{\infty}$ is an increasing sequence of finite dimensional $*$-subalgebras of $\mathcal{M}_{\varphi}$ whose union is dense in $\mathcal{M}_{\varphi}$ in the strong *-topology (see [28]). We denote by $E_{k}$ the $\tau$-preserving conditional expectation from $\mathcal{M}_{\varphi}$ onto $A_{k}$.

Assume that $\beta$ is inner, that is, there exists a unitary $u \in \mathcal{M}$ satisfying $u x=\beta(x) u$ for any $x \in \mathcal{M}$. Since $\beta$ commutes with $\gamma_{t}$, its Fourier coefficient

$$
u_{k}=\frac{1}{2 \pi} \int_{0}^{2 \pi} e^{-\mathrm{i} k t} \gamma_{t}(u) d t
$$

satisfies $u_{k} x=\beta(x) u_{k}$ too. This implies that $u_{n}$ is a multiple of a unitary. On the other hand, the KMS condition implies

$$
\varphi\left(u_{k} u_{k}^{*}\right)=\frac{1}{d^{k}} \varphi\left(u_{k} u_{k}^{*}\right),
$$

which implies that $u_{k}=0$ for any $k \neq 0$. Thus $u$ belongs to $\mathcal{M}_{\varphi}$.
Let $v_{k}=E_{k}(u)$. Then we have $v_{k} x=\beta(x) v_{k}$ for any $x \in A_{k}$, and the sequence $\left\{v_{k}\right\}_{k=1}^{\infty}$ of contractions converges to $u$ in the $L^{2}$-topology with respect to $\tau$. We may assume $\beta\left(S_{i}\right)=\omega_{i} S_{i}$ for any $i \in J$ by choosing appropriate orthonormal bases of $\operatorname{span}\left\{S_{i}\right\}_{i \in J_{1}}$ and $\operatorname{span}\left\{S_{i}\right\}_{i \in J_{2}}$. For $\xi=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{k}\right) \in J^{k}$, we set

$$
\omega_{\xi}=\omega_{\xi_{1}} \omega_{\xi_{2}} \cdots \omega_{\xi_{k}}
$$

Then there exists two numbers $c_{k, 1}, c_{k, 2} \in \mathbb{C}$ satisfying

$$
v_{k}=c_{k, 1} \sum_{w(\xi)=k} \omega_{\xi} S_{\xi} S_{\xi}^{*}+c_{k, 2} \sum_{w(\xi)=k-1, i \in J_{2}} \omega_{\xi} \omega_{i} S_{\xi} S_{i} S_{i}^{*} S_{\xi}^{*}
$$

On the other hand, we have the martingale condition $E_{k}\left(v_{k+1}\right)=v_{k}$. Simple computation shows

$$
E_{k}\left(S_{\xi} S_{i} S_{i}^{*} S_{\xi}^{*}\right)= \begin{cases}\frac{1}{d} S_{\xi} S_{x} i^{*}, & w(\xi)=k, i \in I_{1} \\ S_{\xi} S_{i} S_{i}^{*} S_{\xi}^{*}, & w(\xi)=k-1, i \in I_{2} \\ \frac{1}{d^{2}} S_{\xi} S_{\xi}^{*}, & w(\xi)=k, i \in I_{2}\end{cases}
$$

Thus

$$
\begin{aligned}
& v_{k}=E_{k}\left(v_{k+1}\right) \\
& =c_{k+1,1} \sum_{w(\xi)=k+1} \omega_{\xi} E_{k}\left(S_{\xi} S_{\xi}^{*}\right)+c_{k+1,2} \sum_{w(\xi)=k, i \in J_{2}} \omega_{\xi} \omega_{i} E_{k}\left(S_{\xi} S_{i} S_{i}^{*} S_{\xi}^{*}\right), \\
& =c_{k+1,1} \sum_{w(\xi)=k, i \in J_{1}} \omega_{\xi} \omega_{i} E_{k}\left(S_{\xi} S_{i} S_{i}^{*} S_{\xi}^{*}\right)+c_{k+1,1} \sum_{w(\xi)=k-1, i \in J_{2}} \omega_{\xi} \omega_{i} E_{k}\left(S_{\xi} S_{i} S_{i}^{*} S_{\xi}^{*}\right) \\
& +\frac{c_{k+1,2}}{d^{2}} \sum_{w(\xi)=k, i \in J_{2}} \omega_{\xi} \omega_{i} S_{\xi} S_{\xi}^{*} \\
& =\frac{c_{k+1,1}}{d} \sum_{w(\xi)=k, i \in J_{1}} \omega_{\xi} \omega_{i} S_{\xi} S_{\xi}^{*}+c_{k+1,1} \sum_{w(\xi)=k-1, i \in J_{2}} \omega_{\xi} \omega_{i} S_{\xi} S_{i} S_{i}^{*} S_{\xi}^{*} \\
& +\frac{c_{k+1,2}}{d^{2}} \sum_{w(\xi)=k, i \in J_{2}} \omega_{\xi} \omega_{i} S_{\xi} S_{\xi}^{*},
\end{aligned}
$$

and so

$$
\binom{c_{k, 1}}{c_{k, 2}}=\left(\begin{array}{cc}
\frac{m z}{d} & \frac{n w}{d^{2}} \\
1 & 0
\end{array}\right)\binom{c_{k+1,1}}{c_{k+1,2}},
$$

where

$$
\begin{aligned}
& z=\frac{1}{m} \sum_{i \in J_{1}} \omega_{i}, \\
& w=\frac{1}{n} \sum_{i \in J_{2}} \omega_{i} .
\end{aligned}
$$

Let $\Gamma$ be the above matrix. Then the two eigenvalues of $\Gamma$ are

$$
\lambda_{ \pm}=\frac{m z \pm \sqrt{m^{2} z^{2}+4 n w}}{2 d} .
$$

Unless $|z|=1$ and $w=z^{2}$, we have $\left|\lambda_{ \pm}\right|<1$, and

$$
\binom{c_{k, 1}}{c_{k, 2}}=\Gamma^{l}\binom{c_{k+l, 1}}{c_{k+l, 2}} \rightarrow\binom{0}{0} \quad(l \rightarrow \infty),
$$

for we have $\left|c_{k+l, 1}\right| \leq 1$ and $\left|c_{k+l, 2}\right| \leq 1$, which is contradiction.
Assume $|z|=1$ and $w=z^{2}$ now. Then we have $\omega_{i}=z$ for any $i \in J_{1}$ and $\omega_{i}=z^{2}$ for any $i \in J_{2}$, and the restriction of $\beta$ to $\mathcal{M}_{\varphi}$ is trivial. This implies that $u \in \mathcal{M}_{\varphi} \cap \mathcal{M}_{\varphi}^{\prime}=\mathbb{C}$, and $\beta=\mathrm{id}$.
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