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## 1. Introduction

Recently, in the case of $\boldsymbol{R}^{d}$ with the standard flat metric, Schrödinger operator with magnetic fields has been studied by many authors, e.g., B. Simon and A. Iwatsuka. The semi-group generated by this operator can be represented in terms of stochastic oscillatory integrals (see [12] and [20]). Hence probabilistic methods play an important role in the study of this operator and its spectral properties are closely related to results in the stochastic analysis. The purpose of this paper is to study the spectral properties of Schrödinger operator of magnetic fields on $\boldsymbol{R}^{2}$ with a rotationally invariant Riemannian metric $g$. It is well known that if $g$ is the standard flat metric, then Schrödinger operator of magnetic fields can have a wide variety of spectral porperties, (see, for example, [3]). In our case, the above variety still remains. In fact, we will show several similar facts to the results obtained by K. Miller-B. Simon, [14], A. Iwatsuka [8],[9],[10], etc.

Let $M$ be a complete Riemannian manifold with a Riemannian metric $g$, $\alpha$ be a real valued differential 1 -form on $M$ and $\Delta$ be the Laplace-Beltrami operator on $M$, We consider a differential operator $L(\alpha)$ on $M$ with the domain $C_{0}^{\infty}(M)^{c}$ defined by

$$
L(\alpha) f=-\frac{1}{2}\left(\Delta f+2 \sqrt{-1}\langle d f, \alpha\rangle-\left(\sqrt{-1} \delta \alpha+\|\alpha\|^{2}\right) f\right)
$$

where $\langle\cdot, \cdot\rangle$ and $\|\cdot\|$ denote the Hermitian inner product and the norm in complexified cotangent bundle $T^{*}(M)^{\boldsymbol{C}}$ which are defined from $g$ respectively, and $C_{0}^{\infty}(M)^{C}$ is the space of all complex valued $C^{\infty}$-functions with compact support in $M$. In the case of $M=\boldsymbol{R}^{d}$ with the standard flat metric $g$, the operator $L(\alpha)$ is usually called the Schrödinger operator with the magnetic field $d \alpha$ (see [3]). Under some mild conditions, $L(\alpha)$ is essentially self-adjoint on $C_{0}^{\infty}(M)^{C}$ (see Section 3). Then $L(\alpha)$ can be uniquely extended to a self-adjoint operator $H(\alpha)$ on $L_{C}^{2}(M ; d m)$, the Hilbert space of all complex valued functions on $M$ which are square integrable with respect to the Riemannian volume $d m$. We
now consider a diffusion process $\left(X(t), P_{x}\right)$ on $M$ starting at $x$ generated by $\Delta / 2$ and $S(t, \alpha)$ be the stochastic line integral of $\alpha$ along the path of the diffusion process $\{X(s) ; 0 \leqq s \leqq t\}$ i.e.

$$
S(t, \alpha)=\int_{0}^{t} \alpha(X(s)) \circ d X(s)
$$

where o stands for the Stratonovich symmetric stochastic integral (see [6]). It is known that the semi-group $\left\{Q_{t}\right\}_{t \geq 0}$ generated by $H(\alpha)$ can be written in the following form:

$$
\begin{equation*}
\left(Q_{t} f\right)(x)=E_{x}\left[f(X(t)) e^{\imath-1 s(t, \alpha)}\right] \quad \text { for } \quad f \in L_{\boldsymbol{C}}^{2}(M ; d m) \tag{1.1}
\end{equation*}
$$

where $E_{x}[\cdot]$ is the expectation with respect to $P_{x}$ and that $\left\{Q_{t}\right\}_{t \geqq 0}$ is symmetric with respect to $d m$ (see [5], [19]).

Throughout this paper, we always assume that $M=\boldsymbol{R}^{2}$ and the Riemannian metric $g$ is given by

$$
g=\left(g_{i j}(r, 0)\right)=\left(\begin{array}{cc}
1 & 0  \tag{1.2}\\
0 & g(r)^{2}
\end{array}\right)
$$

in polar coordinates $(r, \theta)$ where $g(r)$ is a positive $C^{2}$-function on $(0, \infty)$ satisfying the condition (2.1) stated in Section 2. We also assume that the differential 1 -form can be written in the form

$$
\alpha(r, \theta)=k(r) d \theta
$$

where $k(r)$ is a positive smooth real valued function on $(0, \infty)$ with $\lim _{r \rightarrow 0} k(r)=0$. It is easily seen that $\|\alpha\|(r, \theta)=k(r) \mid g(r)$ and $\|d \alpha\|(r, \theta)=\left|k^{\prime}(r)\right| \mid g(r)$ for $(r, \theta) \in$ $(0, \infty) \times S^{1}$. Then we can show that $L(\alpha)$ is essentially self-adjoint on $C_{0}^{\infty}\left(\boldsymbol{R}^{2}\right)^{C}$. In this paper, we will concern with the spectral properties of $H(\alpha)$ in this case. We will first show that if $\lim _{r \rightarrow \infty}\|d \alpha\|(r, \theta)=\lim _{r \rightarrow \infty}\left|k^{\prime}(r)\right| \mid g(r)=0, H(\alpha)$ has spectrum $[0, \infty)$. Furthermore, we can describe a fine structure of this spectrum in terms of the limit $\lim _{r \rightarrow \infty}\|\alpha\|(r, \theta)=\lim _{r \rightarrow \infty} k(r) \mid g(r)$. These are analogous to the results by K. Miller and B. Simon [14] (see also A. Iwatsuka [9]), (for details, see Theorem 2.1 in Section 2). We will next show by combining results in the functional analysis and probabilistic methods that if $\lim _{r \rightarrow \infty}\|d \alpha\|(r, \theta)=\lim _{r \rightarrow \infty}\left|k^{\prime}(r)\right| \mid g(r)=\infty$, the spectrum of $H(\alpha)$ is discrete (see Theorem 2.2). We will also give a remark in the case of $\lim _{r \rightarrow \infty}\|d \alpha\|(r, \theta)=\lim _{r \rightarrow \infty}\left|k^{\prime}(r)\right| \mid g(r)=\lambda_{0}>0$. In this case, $H(\alpha)$ has point spectrum. Furthermore, in the case of $k(r)=\lambda_{0} \int_{0}^{r} g(\xi) d \xi, \lambda_{0}>0$, it holds that $\alpha$ is harmonic and the multiplicity of the least eigenvalue of $H(\alpha)$ is infinity, (For details, see Remark 2.1). Finally we assume that there exist constant $r_{0}>0$ and $p>\alpha_{2}+1$ such that

$$
k(r)=r^{p} \quad \text { for } \quad r \geqq r_{0}
$$

where $\alpha_{2}$ is the constant given by (2.1) below. Then it is clear that $\lim \|d \alpha\|(r, \theta)$ $=\infty$. In this case, we will give a result on the asymptotic distribution of eigenvalues of $H(\alpha)$. In the case of $M=\boldsymbol{R}^{2}$ with the standard flat metric $g$, this problem was discussed by Colin de Verdiere [2] (also see Tamura [21]), and our result is easily obtained from their results.

The organization of this paper is as follows: In Section 2, we will summarize our main results. In Section 3, we will prove that the operator $L(\alpha)$ is essentially self-adjoint on $C_{0}^{\infty}\left(\boldsymbol{R}^{2}\right)^{\boldsymbol{C}}$. Section 4 will be devoted to the proof of Theorem 2.1. In Section 5, we will give the proof of Theorem 2.2. The proof of Theorem 2.3 will be given in Section 6.

## 2. The problems and the results

As we stated in the introduction, throughout this paper we always assume that the Riemannian metric $g$ on $\boldsymbol{R}^{2}$ is given by

$$
g=\left(g_{i j}(r, \theta)\right)=\left(\begin{array}{cc}
1 & 0 \\
0 & g(r)^{2}
\end{array}\right)
$$

where $g(r)$ is a positive continuous function on $(0, \infty)$ such that there exist $K>0, \alpha_{1}, \alpha_{2} \geqq 1$ and $0<r_{1}<r_{2}$ satisfying

$$
\begin{equation*}
g(r)=r^{\alpha_{1}} \quad \text { for } \quad 0<r \leqq r_{1}, \quad g(r)=K r^{\alpha_{2}} \quad \text { for } \quad r \geqq r_{2} . \tag{2.1}
\end{equation*}
$$

and $g$ has derivatives of every order on ( $0, \infty$ ). Then the Laplace-Beltrami operator $\Delta$ with respect to the Riemannian metric $g$ can be written in the form

$$
\Delta=\frac{\partial^{2}}{\partial r^{2}}+\frac{g^{\prime}(r)}{g(r)} \frac{\partial}{\partial r}+\frac{1}{g(r)^{2}} \frac{\partial^{2}}{\partial \theta^{2}} \quad \text { for } \quad(r, \theta) \in(0, \infty) \times S^{1}
$$

In addition, we consider a differential 1-form $\alpha$ on $\boldsymbol{R}^{2}$ given by

$$
\alpha(r, \theta)=k(r) d \theta
$$

where $k(r)$ is a positive smooth real valued function on $(0, \infty)$ with $\lim _{r \rightarrow 0} k(r)=0$. Then $L(\alpha)$ can be written in the form

$$
L(\alpha)=-\frac{1}{2}\left(\frac{\partial^{2}}{\partial r^{2}}+\frac{g^{\prime}(r)}{g(r)} \frac{\partial}{\partial r}+\frac{1}{g(r)^{2}} \frac{\partial^{2}}{\partial \theta^{2}}\right)-\sqrt{-1} \frac{k(r)}{g(r)^{2}} \frac{\partial}{\partial \theta}+\frac{1}{2} \frac{k(r)^{2}}{g(r)^{2}}
$$

in polar coordinates $(r, \theta)$. We obtain the following lemma.
Lemma 2.1. (1) $L(\alpha)$ is essentially self-adjoint on $C_{0}^{\infty}\left(\boldsymbol{R}^{2}\right)^{C}$. (2) $L(\alpha)$ can be uniquely extended to a self-adjoint operator $H(\alpha)$ defined on $L_{C}^{2}\left(\boldsymbol{R}^{2} ; d m\right)$.

The proof of Lemma 2.1 will be given in Section 3.
We also consider a Sturm-Liouville operator $A$ on ( $0, \infty$ ) given by

$$
\begin{equation*}
A=\frac{1}{2}\left(\frac{\partial^{2}}{\partial r^{2}}+\frac{g^{\prime}(r)}{g(r)} \frac{\partial}{\partial r}\right) \quad r \in(0, \infty) . \tag{2.2}
\end{equation*}
$$

Then the boundaries 0 and $\infty$ are entrance and natural with respect to the operator $A$ in the sense of Feller [13] respectively. Hence there exists a unique diffusion process $\left(X(t), P_{x}\right)$ on $\boldsymbol{R}^{2}$ generated by $\Delta / 2$ (cf. [7]).

We now consider the stochastic line intergral $S(t, \alpha)$ of $\alpha$ along the path of the diffusion process $\{X(s) ; 0 \leqq s \leqq t\}$. Then there exists a symmetric continuous semigroup $\left\{Q_{t}\right\}_{t \geq 0}$ on $L_{\boldsymbol{C}}^{2}\left(\boldsymbol{R}^{2} ; d m\right)$ such that

$$
\begin{equation*}
\left(Q_{t} f\right)(x)=E_{x}\left[f(X(t)) e^{V-\overline{-1} S(t, \alpha)}\right] \quad \text { for } \quad f \in L_{\boldsymbol{C}}^{2}\left(\boldsymbol{R}^{2} ; d m\right) \tag{2.3}
\end{equation*}
$$

Furthermore, the generator of the semi-group $\left\{Q_{t}\right\}_{t \geqq 0}$ on $L_{\boldsymbol{C}}^{2}\left(\boldsymbol{R}^{2} ; d m\right)$ coincides with $-H(\alpha)$. We now state our results.

Theorem 2.1. Suppose that $\lim _{r \rightarrow \infty} k^{\prime}(r) \mid g(r)=0$. Then $H(\alpha)$ has spectrum $[0, \infty)$. Furthermore,
(1) If $\lim _{r \rightarrow \infty} k(r) \mid g(r)=\infty$, then the spectrum of $H(\alpha)$ is a dense point spectrum in $[0, \infty)$ and there is a complete set of eigenfunctions.
(2) If $\lim _{r \rightarrow \infty} k(r) \mid g(r)=c \neq 0$, then the spectrum of $H(\alpha)$ is a dense point spectrum in $\left[0, \frac{1}{2} c^{2}\right]$ and absolutely continuous in $\left[\frac{1}{2} c^{2}, \infty\right)$.
(3) If $\lim _{r \rightarrow \infty} k(r) / g(r)=0$, then the spectrum of $H(\alpha)$ is absolutely continuous in $[0, \infty)$.

Theorem 2.2. If $\lim _{r \rightarrow \infty} k^{\prime}(r) \mid g(r)=\infty$, then the spectrum of $H(\alpha)$ is discrete, and the least eigenvalue of $H(\alpha)$ is positive.

Remark 2.1. We now consider the case of $\lim _{r \rightarrow \infty} k^{\prime}(r) / g(r)=\lambda_{0}>0$. Let $H_{m}$ be the operator defined by (4.4). Since $\lim _{r \rightarrow \infty} k(r) / g(r)=\infty$, and so $\lim _{r \rightarrow \infty} V(r)=\infty$, where $V(r)$ is given by (3.2) below. Hence $H_{m}$ has only discrete spectrum $\left\{\lambda_{m}^{n}\right\}$, $n=1,2, \cdots$. Let $\varphi_{m}^{n}(r)$ be the normalized eigenfunction corresponding to $\lambda_{m}^{n}$. Then, as in Section 4, $\varphi_{m}^{n}(r) e^{-\sqrt{-1} m \theta}$ is an eigenfunction of $H(\alpha)$ corresponding to $\lambda_{m}^{n}$. We consider the special case, $k(r)=\lambda_{0} \int_{0}^{r} g(\xi) d \xi, \lambda_{0}>0$. Then

$$
\delta \alpha=0, \quad d \alpha(r, \theta)=\lambda_{0} g(r) d r \wedge d \theta
$$

and so

$$
\Delta \alpha=0
$$

where $d$ is the exterior differential operator, $\delta$ is the dual operator of $d$ and
$\Delta=-(d \delta+\delta d)$. Hence $\alpha$ is harmonic.
Let us set

$$
v_{m}(r)=\exp \left\{\int_{1}^{r} \frac{m-k(\xi)}{g(\xi)} d \xi\right\}
$$

and

$$
u_{m}(r, \theta)=v_{m}(r) e^{-\vee-1 m \theta}, m=0, \pm 1, \pm 2, \cdots
$$

Then $u_{m} \in L_{\boldsymbol{C}}^{2}\left(\boldsymbol{R}^{2} ; d m\right)$, and it is easy to see

$$
H(\alpha) u_{m}(r, \theta)=\frac{\lambda_{0}}{2} u_{m}(\mathrm{r}, \theta)
$$

Hence $u_{m}(r, \theta)$ is an eigenfunction of $H(\alpha)$ with respect to eigenvalue $\lambda_{0} / 2$. Moreover, we set, for $\varphi \in C_{0}^{\infty}\left(\boldsymbol{R}^{2}\right)^{\boldsymbol{C}}$.

$$
\varphi(r, \theta)=\sum_{m=-\infty}^{\infty} \hat{\mathcal{P}}(m, r) e^{-v-\overline{-1} m \theta}
$$

where $\hat{\mathscr{\rho}}(m, r)$ is a Fourier coefficient of $\theta \mapsto \varphi(r, \theta)$, i.e.

$$
\hat{\rho}(m, r)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \varphi(r, \theta) e^{\nu-\overline{-1} m \theta} d \theta
$$

Then we have

$$
\left(\left(H(\alpha)-\frac{\lambda_{0}}{2}\right) \varphi, \varphi\right)=\frac{1}{2} \sum_{m=-\infty}^{\infty} \int_{R^{2}}\left|\frac{\partial}{\partial r}\left(v_{m}^{-1}(r) \hat{\varphi}(m, r)\right)\right|^{2}\left|v_{m}(r)\right|^{2} g(r) d r d \theta \geqq 0 .
$$

Hence the least eigenvalue of $H(\alpha)$ is $\lambda_{0} / 2$ and the eigenfunctions corresponding to $\lambda_{0} / 2$ are:

$$
u_{m}(r, \theta), m=0, \pm 1, \pm 2, \cdots
$$

Furthermore, the multiplicity of $\lambda_{0} / 2$ is $\infty$. In this case, if $g$ is the standard flat metric, then

$$
\alpha(x, y)=y d x-x d y \quad(x, y) \in \boldsymbol{R}^{2} .
$$

Therefore $\alpha$ is the vector potential of a constant magnetic filed on $\boldsymbol{R}^{2}$. It is a classical result that the multiplicity of all eigenvalues is infinity in this case, (see [3], [19]). For the spectral property of $H(\alpha)$ with perturbed constant magnetic fields, (see [1], [8]).

In the case of $\lim _{r \rightarrow \infty}\|d \alpha\|(r, \theta)=\lim _{r \rightarrow \infty} k^{\prime}(r) \mid g(r)=\infty$, let $0<\lambda_{1} \leqq \lambda_{2} \leqq \cdots$ be the eigenvalues of $H(\alpha)$. Then we set, for $\lambda>0$

$$
\begin{equation*}
N(\lambda)=\sum_{\lambda_{n}<\lambda} 1 . \tag{2.4}
\end{equation*}
$$

Now we are in a position to state a final result.
Theorem 2.3. Suppose that there exist $r_{0}>0$ and $p>\alpha_{2}+1$ such that

$$
\begin{equation*}
k(r)=r^{p} \quad \text { for every } \quad r \geqq r_{0} . \tag{2.5}
\end{equation*}
$$

Then, as $\lambda \rightarrow \infty$

$$
\begin{equation*}
N(\lambda) \sim \int_{R^{2}} \nu_{b(x)}(\lambda) m(d x) \tag{2.6}
\end{equation*}
$$

with

$$
\begin{gather*}
\nu_{b(x)}(\lambda)=\frac{b(x)}{2 \pi} \sum_{n=0}^{\infty}\left(\left(\lambda-(2 n+1) \frac{b(x)}{2}\right)_{+}\right)^{0}, 0 \leqq \lambda<\infty,  \tag{2.7}\\
b(x)=\|d \alpha\|(r, \theta) \quad \text { for } \quad x=(r, \theta) \in(0, \infty) \times S^{1}
\end{gather*}
$$

where $0^{0}=0$ and $f_{+}$denotes the positive part of a function $f$.
Remark 2.2. If $g$ is the standard flat metric, then Theorems 2.1 and 2.2 mentioned above can be obtained as special examples of general facts. The details can be found in K. Miller-B. Simon [14], A. Iwatsuka [9], [10], H.L. Cycon, G.H. Froese, W. Kirsch and B. Simon [3] and references therein. As we stated in Section 1, if $g$ is the standard flat metric, Theorem 2.3 is a special example of a result of Colin de Verdiere [2]. In $\boldsymbol{R}^{3}$, Tamura [21] has also discussed the asymptotic distribution of eigenvalues of $H(\alpha)$.

## 3. Essential self-adjointness

Before proving the main theorem, we will show Lemma 2.1 by using the same idea as the case of the standard flat metric $g$ (see [4], [16]). We first note that the Riemannian volume $d m$ can be written in the form

$$
d m=g(r) d r d \theta
$$

For all $u \in L_{C}^{2}\left(\boldsymbol{R}^{2} ; d m\right)$, the $L^{2}$-norm of $u$ is given by

$$
\|u\|_{2}^{2}=\int_{0}^{\infty}\left(\int_{0}^{2 \pi}|u(r, \theta)|^{2} d \theta\right) g(r) d r
$$

We consider a subspace $\tilde{D}$ of $L_{\boldsymbol{C}}^{2}\left(\boldsymbol{R}^{2} ; d m\right)$ spanned by finite linear combinations of products $v_{m}(r) e^{-\nu-1 m \theta} m=0, \pm 1, \pm 2, \cdots$ where $v_{m}(r) \in C_{0}^{\infty}((0, \infty))$ if $m \neq 0$, and $v_{m}(r)=\int_{0}^{2 \pi} u(r, \theta) d \theta$ for some function $u \in C_{0}^{\infty}\left(\boldsymbol{R}^{2}\right)^{C}$ if $m=0$. Here $C_{0}^{\infty}((0, \infty))$ is the space of all $C^{\infty}$-functions on $(0, \infty)$ with compact supports. Then $\tilde{D}$ is dense in $L_{\boldsymbol{C}}^{2}\left(\boldsymbol{R}^{2} ; d m\right)$ since

$$
C_{0}^{\infty}(0, \infty) \otimes L\left(S^{1}\right) \subset \tilde{D} \subset L^{2}((0, \infty), g(r) d r) \otimes L_{C}^{2}\left(S^{1}, d \theta\right)=L_{C}^{2}\left(\boldsymbol{R}^{2} ; d m\right)
$$

where $L\left(S^{1}\right)$ is a space generated by finite linear combinations of $S^{1}=\left\{e^{-\sqrt{-1} m \theta}\right.$;
$m=0, \pm 1, \pm 2, \cdots, 0 \leqq \theta<2 \pi\}$, and $L_{C}^{2}\left(S^{1}, d \theta\right)$ is the Hilbert space of complex valued square-integrable functions on $S^{1}$ with respect to $d \theta$. For this proof, it is sufficient to show that $L(\alpha)$ is essentially self-adjoint on $\tilde{D}$. We also note that for a fixed integer $m, L(\alpha)$ acts on functions of the form $v(r) e^{-v-1 m \theta}$ by

$$
L(\alpha)\left(v(r) e^{-v-1 m \theta}\right)=\left(L_{m} v(r)\right) e^{-v-1 m \theta}
$$

where

$$
\begin{equation*}
L_{m}=-\frac{1}{2}\left[\frac{\partial^{2}}{\partial r^{2}}+\frac{g^{\prime}(r)}{g(r)} \frac{\partial}{\partial r}-\left(\frac{m-k(r)}{g(r)}\right)^{2}\right] . \tag{3.1}
\end{equation*}
$$

So we only need to prove that $L_{m}$ is essentially self-adjoint with domain $\operatorname{Dom}\left(L_{m}\right)$, where $\operatorname{Dom}\left(L_{m}\right)$ is $\left\{v(r)=\int_{0}^{2 \pi} u(r, \theta) d \theta ; u \in C_{0}^{\infty}\left(\boldsymbol{R}^{2}\right)^{C}\right\}$ if $m=0$, and on $C_{0}^{\infty}((0, \infty))$ if $m \neq 0$.

We first consider the case of $m \neq 0$. To do this, let $U$ be a unitary operator from $L^{2}((0, \infty), g(r) d r)$ into $L^{2}((0, \infty), d r)$ defined by $U: \varphi(r) \mapsto \sqrt{g(r)} \varphi(r)$. $U$ takes $C_{0}^{\infty}((0, \infty))$ into itself and

$$
U L_{m} U^{-1}=-\frac{1}{2} \frac{\partial^{2}}{\partial r^{2}}+V(r)
$$

where

$$
\begin{equation*}
V(r)=\frac{1}{4} \frac{g^{\prime \prime}(r)}{g(r)}-\frac{1}{8} \frac{g^{\prime}(r)^{2}}{g(r)^{2}}+\frac{1}{2}\left(\frac{m-k(r)}{g(r)}\right)^{2} . \tag{3.2}
\end{equation*}
$$

Then $V(r)$ is in the limit point case at infinity since $V(r) \geqq-\frac{1}{8 r^{2}}$ (see [16], Theorem $X .8$ ), and $V(r)$ is in the limit point case at zero since $V(r) \geqq \frac{3}{8 r^{2}}$ near zero. (see [16], Theorem X.10). Hence $-\frac{1}{2} \frac{\partial^{2}}{\partial r^{2}}+V(r)$ is essentially self-adjoint on $C_{0}^{\infty}((0, \infty))(\mathrm{cf}.[16])$ and so is $L_{m}$ on $C_{0}^{\infty}((0, \infty))$.

Next, we consider the case of $m=0$. If $\varphi \in \operatorname{Dom}\left(L_{0}\right)$, then there exists $u \in$ $C_{0}^{\infty}\left(\boldsymbol{R}^{2}\right)^{\boldsymbol{C}}$ with $\varphi(r)=\int_{0}^{2 \pi} u(r \cos \theta, r \sin \theta) d \theta$. Clearly

$$
\begin{equation*}
\varphi(0)=u(0,0), \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\varphi^{\prime}(r)=\pi r \Delta u(0,0)+O\left(r^{2}\right) \tag{3.4}
\end{equation*}
$$

which implies that $\lim _{r \rightarrow 0} \varphi^{\prime}(r) / r=\pi \Delta u(0,0)$. Furthermore it is easy to see by (3.4) that

$$
\left(\varphi, L_{0} \psi\right) \mathcal{L}^{2}=\left(L_{0} \varphi, \psi\right) \mathcal{L}^{2}
$$

where $\mathcal{L}^{2}=L^{2}((0, \infty), g(r) d r)$, which means that $L_{0}$ is symmetric. Now we show that $L_{0}$ is essentially self-adjoint. Let $L_{0}^{*}$ be the adjoint operator of $L_{0}$ and $\operatorname{Dom}\left(L_{0}^{*}\right)$ be the domain of $L_{0}^{*}([27])$. Since $L_{0}$ is a real operator, we need only prove that if $\left(L_{0}+1\right)^{*} \varphi=0$ and $\varphi$ is a real function in $\operatorname{Dom}\left(L_{0}^{*}\right)$, then $\varphi=0$. Since $\left(L_{0}+1\right)^{*} \varphi=0$ implies that $\left(\varphi,\left(L_{0}+1\right) \psi\right) \mathcal{L}^{2}=0$ for every $\psi \in \operatorname{Dom}\left(L_{0}\right)$, we can show that $\left(L_{0}+1\right) \varphi=0$ in the sense of distribution. By the hypoellipticity of $L_{0}+1$, we obtain that $\varphi \in C^{\infty}((0, \infty))$, where $C^{\infty}((0, \infty))$ is the space of infinitely differentiable functions on $(0, \infty)$. Therefore $\left(L_{0}+1\right) \varphi=0$. Using the formula for integration by parts, we get

$$
\begin{equation*}
0=\varphi^{\prime}(\varepsilon) \varphi(\varepsilon) g(\varepsilon)-\varphi^{\prime}(R) \varphi(R) g(R)+\int_{\varepsilon}^{R}\left\{\varphi^{\prime}(r)^{2}+\left(\frac{k(r)^{2}}{g(r)^{2}}+1\right) \varphi(r)^{2}\right\} g(r) d r . \tag{3.5}
\end{equation*}
$$

We set

$$
c=\lim _{R \rightarrow \infty}\left\{\varphi^{\prime}(\varepsilon) \varphi(\varepsilon) g(\varepsilon)+\int_{\varepsilon}^{R}\left\{\varphi^{\prime}(r)^{2}+\left(\frac{k(r)^{2}}{g(r)^{2}}+1\right) \varphi(r)^{2}\right\} g(r) d r\right\}
$$

(this limit may be infinite). To prove $c=0$, we first assume that $c \neq 0$.
If $c>0$, then there exists a positive number $R_{0} \geqq \max \left\{r_{2}, 1\right\}$ such that

$$
\begin{equation*}
\varphi^{\prime}(\varepsilon) \varphi(\varepsilon) g(\varepsilon)+\int_{\varepsilon}^{R}\left\{\varphi^{\prime}(r)^{2}+\left(\frac{k(r)^{2}}{g(r)^{2}}+1\right) \varphi(r)^{2}\right\} g(r) d r \geqq \frac{c}{2} \text { for every } R \geqq R_{0} . \tag{3.6}
\end{equation*}
$$

Therefore, by (3.5) and (3.6),

$$
\frac{d}{d R}\left(\varphi(R)^{2} g(R)\right) \geqq c+\varphi(R)^{2} g^{\prime}(R) \quad \text { for every } R \geqq R_{0}
$$

which implies

$$
\varphi(R)^{2} g(R)-\varphi\left(R_{0}\right)^{2} g\left(R_{0}\right) \geqq c\left(R-R_{0}\right)+\int_{R_{0}}^{R} \varphi(r)^{2} g^{\prime}(r) d r .
$$

Taking the limit as $R \rightarrow \infty$, we have

$$
\lim _{R \rightarrow \infty} \varphi(R)^{2} g(R)=\infty
$$

which contradicts the fact that $\int_{0}^{\infty} \varphi^{2}(r) g(r) d r<\infty$.
Similarly, if $c<0$, then there also exists a positive number $R_{0} \geqq \max \left\{r_{2}, 1\right\}$ such that

$$
\varphi^{\prime}(\varepsilon) \varphi(\varepsilon) g(\varepsilon)+\int_{\varepsilon}^{R}\left\{\varphi^{\prime}(r)^{2}+\left(\frac{k(r)^{2}}{g(r)^{2}}+1\right) \varphi(r)^{2}\right\} g(r) d r \leqq \frac{c}{2} \quad \text { for every } R \geqq R_{0}
$$

and then we have

$$
\varphi(R)^{2} g(R)-\varphi\left(R_{0}\right)^{2} g\left(R_{0}\right) \leqq c\left(R-R_{0}\right)+\int_{R_{0}}^{R} \varphi(r)^{2} g^{\prime}(r) d r \quad \text { for every } R \geqq R_{0} .
$$

Hence, we have

$$
\lim _{R \rightarrow \infty} \varphi(R)^{2} g(R)=-\infty
$$

which contradicts the fact that $\int_{R_{0}}^{\infty} \varphi^{2}(r) g(r) d r>0$. Combining above results,
we have

$$
\begin{equation*}
\lim _{R \rightarrow \infty} \varphi(R) \varphi^{\prime}(R) g(R)=0 \tag{3.7}
\end{equation*}
$$

$$
\varphi(\varepsilon) \varphi^{\prime}(\varepsilon) g(\varepsilon)+\int_{\varepsilon}^{\infty}\left\{\varphi^{\prime}(r)^{2}+\left(\frac{k(r)^{2}}{g(r)^{2}}+1\right) \varphi(r)^{2}\right\} g(r) d r=0 \quad \text { for every } \varepsilon>0
$$

We now take a $\psi \in \operatorname{Dom}\left(L_{0}\right)$. Since $\left(L_{0}+1\right)^{*} \varphi=0$, it holds that

$$
\begin{align*}
& \lim _{\varepsilon \notin 0}\left\{\varphi(\varepsilon) \overline{\psi^{\prime}(\varepsilon)} g(\varepsilon)+\int_{\varepsilon}^{\infty}\left\{\varphi^{\prime}(r) \overline{\psi^{\prime}(r)}+\left(\frac{k(r)^{2}}{g(r)^{2}}+1\right) \varphi(r) \overline{\psi(r)\}} g(r) d r\right\}\right.  \tag{3.8}\\
& \quad=2\left(\varphi,\left(L_{0}+1\right) \psi\right) \mathcal{L}^{2}=0
\end{align*}
$$

and for every $\varepsilon>0$,

$$
\begin{equation*}
0=\varphi^{\prime}(\varepsilon) \overline{\psi(\varepsilon)} g(\varepsilon)+\int_{\varepsilon}^{\infty}\left\{\varphi^{\prime}(r) \overline{\psi^{\prime}(r)}+\left(\frac{k(r)^{2}}{g(r)^{2}}+1\right) \varphi(r) \overline{\psi(r)\}} g(r) d r\right. \tag{3.9}
\end{equation*}
$$

Combining (3.6) and (3.7), we have

$$
\begin{equation*}
\lim _{\varepsilon \neq 0}\left\{\varphi(\varepsilon) \overline{\psi^{\prime}(\varepsilon)} g(\varepsilon)-\varphi^{\prime}(\varepsilon) \overline{\psi(\varepsilon)} g(\varepsilon)\right\}=0 \tag{3.10}
\end{equation*}
$$

Since by (3.3) and (3.4), there exists a function $\psi \in \operatorname{Dom}\left(L_{0}\right)$ such that $\lim _{\varepsilon_{\downarrow 0}} \psi(\varepsilon)$ and $\lim _{\varepsilon \neq 0} \psi^{\prime}(\varepsilon) / \varepsilon$ exist and are not zero, it follows from (3.10) that

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0} \varphi(\varepsilon) g(\varepsilon) \varepsilon=0 \quad \text { and } \quad \lim _{\varepsilon \neq 0} \varphi^{\prime}(\varepsilon) g(\varepsilon)=0 . \tag{3.11}
\end{equation*}
$$

Moreover, in view of (3.7) we know that $\varphi^{\prime}(\varepsilon) \varphi(\varepsilon) g(\varepsilon) \leqq 0$. First, we consider the case where for some $\varepsilon>0, \varphi^{\prime}(\varepsilon) \varphi(\varepsilon) g(\varepsilon)=0$. Then we have, by (3.7),

$$
\int_{\varepsilon}^{\infty}\left\{\varphi^{\prime}(r)^{2}+\left(\frac{k(r)^{2}}{g(r)^{2}}+1\right) \varphi(r)^{2}\right\} g(r) d r=0
$$

Hence by suing $\left(L_{0}+1\right) \varphi(r)=0$, we obtain $\varphi \equiv 0$ on $[0, \infty)$.
We next consider the case where $\varphi^{\prime}(\varepsilon) \varphi(\varepsilon) g(\varepsilon)<0$ for every $\varepsilon>0$. Without loss of generality, we may assume that $\varphi>0, \varphi^{\prime}<0$, and then $\varphi$ is a monotone decreasing real valued smooth function. Now choose a function $\phi_{n} \in C^{\infty}(\boldsymbol{R})$ satisying $0 \leqq \phi_{n}^{\prime} \leqq 1$ with

$$
\phi_{n}(x)=\left\{\begin{array}{cll}
x & \text { if } & x \leqq n \\
n+\frac{1}{2} & \text { if } & x \geqq n+1
\end{array}\right.
$$

and set $\varphi_{n}(x)=\phi_{n}(\varphi(x))$. Then we have

$$
\begin{aligned}
0=- & \varphi^{\prime}(\varepsilon) \varphi_{n}(\varepsilon) g(\varepsilon)+\varphi^{\prime}(R) \varphi_{n}(R) g(R) \\
& -\int_{\varepsilon}^{R}\left\{\varphi^{\prime}(r) \varphi_{n}^{\prime}(r)+\left(\frac{k(r)^{2}}{g(r)^{2}}+1\right) \varphi(r) \varphi_{n}(r)\right\} g(r) d r .
\end{aligned}
$$

Since $\lim _{R \rightarrow \infty} \varphi^{\prime}(R) \varphi_{n}(R) g(R)=0$ and $\lim _{\varepsilon \neq 0} \varphi^{\prime}(\varepsilon) \varphi_{n}(\varepsilon) g(\varepsilon)=0$ by (3.11), we have

$$
\begin{align*}
0 & =\int_{0}^{\infty}\left\{\varphi^{\prime}(r) \varphi_{n}^{\prime}(r)+\left(\frac{k(r)^{2}}{g(r)^{2}}+1\right) \varphi(r) \varphi_{n}(r)\right\} g(r) d r  \tag{3.12}\\
& =\int_{0}^{\infty}\left\{\varphi^{\prime}(r)^{2} \phi_{n}^{\prime}(\varphi(x))+\left(\frac{k(r)^{2}}{g(r)^{2}}+1\right) \varphi(r) \varphi_{n}(r)\right\} g(r) d r
\end{align*}
$$

Taking $n \rightarrow \infty$ in (3.12), we get

$$
\int_{0}^{\infty}\left\{\varphi^{\prime}(r)^{2}+\left(\frac{k(r)^{2}}{g(r)^{2}}+1\right) \varphi(r)^{2}\right\} g(r) d r=0
$$

and therefore $\varphi \equiv 0$ on $[0, \infty)$. So $L_{0}$ is essentially self-adjoint.

## 4. The point spectrum and the absolute continuous spectrum

In this Section, we first follow the method of Miller-Simon (see [14]) to assert that if $\lim _{r \rightarrow \infty} k^{\prime}(r) / g(r)=0$, then $H(\alpha)$ has the spectrum [0, $\left.\infty\right)$. To prove this we first recall Weyl's criterion for the spectrum, i.e., $\lambda$ is a spectrum of $H(\alpha)$ if and only if there exists a sequence $\left\{\varphi_{n}\right\}_{n=1}^{\infty}$ with $\left\|\varphi_{n}\right\|=1$ and

$$
\lim _{n \rightarrow \infty}\left\|(H(\alpha)-\lambda) \varphi_{n}\right\|=0
$$

where $\|\cdot\|$ denotes the norm on $L_{\boldsymbol{C}}^{2}\left(\boldsymbol{R}^{2} ; d m\right)$ (see cf. [15]). Since $\lim _{t \rightarrow \infty} k^{\prime}(r) / g(r)=$ 0 , we can find a positive increasing sequence $\left\{r_{n}\right\}_{n=1}^{\infty}$ with $r_{n}^{-1}=o\left(n^{-1}\right)$ as $n \rightarrow \infty$ and

$$
\begin{equation*}
\frac{k^{\prime}(r)}{g(r)} \leqq \frac{1}{n \cdot 2^{n}} \quad \text { for every } r \geqq r_{n} \tag{4.1}
\end{equation*}
$$

Take a fixed smooth function $\phi$ with $\|\phi\|=1$, vanishing outside the interval $(0,1)$. For a fixed real number $\nu$, we define a sequence of functions $\left\{\varphi_{n}\right\}_{n=1}^{\infty}$ in $L_{C}^{2}\left(\boldsymbol{R}^{2} ; d m\right)$ by

$$
\varphi_{n}(r, \theta)=\phi\left(\frac{r-r_{n}}{n}\right) e^{\nu-1\left(\nu \overline{2} v_{r}\left[k\left(r_{n}\right)\right] \theta\right)}\| \| \phi\left(\frac{r-r_{n}}{n}\right) \|
$$

where [ $\cdot]$ denotes Gauss's symbol, i.e. $[k(r)]$ is the greatest integer which is less than or equal to $k(r)$. Then it is not difficult to show that

$$
\begin{aligned}
\left(H(\alpha)-\nu^{2}\right) \varphi_{n}(r, \theta) & =-\frac{1}{2} \frac{\frac{1}{n^{2}} \frac{\partial^{2} \phi}{\partial r^{2}}\left(\frac{r-r_{n}}{n}\right) e^{-\vee-1\left[k\left(r_{n}\right)\right] \theta+\nu-2^{2} \nu_{r}}}{\left\|\phi\left(\frac{r-r_{n}}{n}\right)\right\|} \\
& -\frac{1}{2} \frac{\left(\frac{2 \sqrt{-2} \nu}{n}-\frac{g^{\prime}(r)}{n g(r)}\right) \frac{\partial \phi}{\partial r}\left(\frac{r-r_{n}}{n}\right) e^{-v-1\left[k\left(r_{n}\right)\right] \theta+v-2 \nu_{r}}}{\left\|\phi\left(\frac{r-r_{n}}{n}\right)\right\|} \\
& -\frac{1}{2}\left\{\frac{\left[k\left(r_{n}\right)\right]-k(r)}{g(r)}\right\}^{2} \varphi_{n}(r, \theta)-\frac{\sqrt{-2}}{2} \frac{\nu g^{\prime}(r)}{g(r)} \varphi_{n}(r, \theta) .
\end{aligned}
$$

Hence we have

$$
\begin{align*}
& \left\|\left(H(\alpha)-\nu^{2}\right) \varphi_{n}\right\|^{2} \leqq \frac{\left\|\frac{1}{n^{2}} \frac{\partial^{2} \phi}{\partial r^{2}}\left(\frac{r-r_{n}}{n}\right)\right\|^{2}}{4\left\|\phi\left(\frac{r-r_{n}}{n}\right)\right\|^{2}}+2 \frac{\left\|\frac{\nu}{n} \frac{\partial \phi}{\partial r}\left(\frac{r-r_{n}}{n}\right)\right\|^{2}}{\left\|\phi\left(\frac{r-r_{n}}{n}\right)\right\|^{2}} \\
& +\frac{\left\|\frac{g^{\prime}}{n g} \frac{\partial \phi}{\partial r}\left(\frac{r-r_{n}}{n}\right)\right\|^{2}}{4\left\|\phi\left(\frac{r-r_{n}}{n}\right)\right\|^{2}}+\frac{\left\|\frac{\nu g^{\prime}}{g} \phi\left(\frac{r-r_{n}}{n}\right)\right\|^{2}}{2\left\|\phi\left(\frac{r-r_{n}}{n}\right)\right\|^{2}}+\frac{\left\|h_{n}^{2} \phi\left(\frac{r-r_{n}}{n}\right)\right\|^{2}}{4\left\|\phi\left(\frac{r-r_{n}}{n}\right)\right\|^{2}}, \tag{4.2}
\end{align*}
$$

where $h_{n}(r)=\left\{\left[k\left(r_{n}\right)\right]-k(r)\right\} / g(r)$. Now write these terms by $I_{1}(n), I_{2}(n), I_{3}(n)$, $I_{4}(n), I_{5}(n)$ in the right hand side of (4.2). We will prove that $I_{k}(n) \rightarrow 0, k=$ $1,2,3,4,5$, as $n \rightarrow \infty$. First, since

$$
I_{1}(n)=\frac{\int_{0}^{2 \pi} d \theta \int_{0}^{1}\left|\frac{\partial^{2} \phi}{\partial r^{2}}(r)\right|^{2} g\left(r_{n}+n r\right) d r}{4 n^{4} \int_{0}^{2 \pi} d \theta \int_{0}^{1}|\phi(r)|^{2} g\left(r_{n}+n r\right) d r}
$$

and $\lim _{n \rightarrow \infty} g\left(r_{n}+n r\right) / g\left(r_{n}\right)=1$, we see that $I_{1}(n) \rightarrow 0$ as $n \rightarrow \infty$. In the same way, we can prove that $I_{2}(n) \rightarrow 0$ as $n \rightarrow \infty$. Next, consider $I_{3}(n)$, Since we have

$$
I_{3}(n)=\frac{\int_{0}^{2 \pi} d \theta \int_{0}^{1}\left|\frac{g^{\prime}\left(r_{n}+n r\right)}{g\left(r_{n}+n r\right)}\right|^{2}\left|\frac{\partial \phi}{\partial r}(r)\right|^{2} g\left(r_{n}+n r\right) d r}{4 n^{2} \int_{0}^{2 \pi} d \theta \int_{0}^{1}|\phi(r)|^{2} g\left(r_{n}+n r\right) d r}
$$

and $\lim _{n \rightarrow \infty} g^{\prime}\left(r_{n}+n r\right) / g\left(r_{n}+n r\right)=0$, it follows that $I_{3}(n) \rightarrow 0$ as $n \rightarrow \infty$. Similarly, we can show that $I_{4}(n) \rightarrow 0$ as $n \rightarrow \infty$. At last, consider $I_{5}(n)$. For every $r$ in $\left[r_{n}, r_{n}+n\right]$, it is easy to see that

$$
\left|h_{n}(r)\right| \leqq \frac{1}{g(r)}+\left|\frac{k\left(r_{n}\right)-k(r)}{g(r)}\right| \leqq \frac{c}{r_{n}}+\frac{1}{2^{n}}, \quad c: \text { constant },
$$

which implies that $I_{5}(n) \rightarrow 0$ as $n \rightarrow \infty$. Then we obtain

$$
\left\|\left(H(\alpha)-\nu^{2}\right) \varphi_{n}\right\|^{2} \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

and hence $\nu^{2}$ is a spectrum of $H(\alpha)$. Since $\nu$ is arbitrary real number, this show that the spectrum of $H(\alpha)$ equals to $[0, \infty)$.

To analyze the spectrum further, we note that

$$
\begin{equation*}
H(\alpha)\left(v(r) e^{-v-1 m \theta}\right)=\left(H_{m} v(r)\right) e^{-v-1 m \theta} \tag{4.3}
\end{equation*}
$$

for every fixed integer $m$, where

$$
\begin{equation*}
H_{m}=-\frac{1}{2}\left[\frac{\partial^{2}}{\partial r^{2}}+\frac{g^{\prime}(r)}{g(r)} \frac{\partial}{\partial r}\right]+\frac{1}{2}\left(\frac{m-k(r)}{g(r)}\right)^{2} \tag{4.4}
\end{equation*}
$$

which is the closed extention of $L_{m}$ given by (3.1) above.
Let $U$ be a unitary operator from $L^{2}((0, \infty), g(r) d r)$ into $L^{2}((0, \infty), d r)$ given by $\varphi \mapsto \varphi \sqrt{g}$. Then, as in Section 3, we have

$$
U H_{m} U^{-1}=-\frac{1}{2} \frac{\partial^{2}}{\partial r^{2}}+V(r)
$$

where $V(r)$ is the function given by (3.2).
At first, we consider the case of $\lim _{r \rightarrow \infty} k(r) / g(r)=\infty$. Then $U H_{m} U^{-1}$ has only discrete spectrum and so $H_{m}$ discrete spectrum, since $V(r) \rightarrow \infty$ as $r \rightarrow \infty$ (see [24]). This implies that there exist eigenfunctions $\left\{\phi_{m}^{n}\right\}_{n=1}^{\infty}$ of $H_{m}$ which can form a complete orthonormal system in $L^{2}((0, \infty) ; g(r) d r)$, (see cf. [15]). In other words, the eigenfunctions $\left\{\phi_{m}^{n}(r) e^{-\sqrt{-1} m \theta}\right\}_{m=0, \pm 1, \pm 2, \ldots}^{n=1, \ldots}$ of $H(\alpha)$ can form a complete orthonormal system in $L_{C}^{2}\left(\boldsymbol{R}^{2} ; d m\right)$. Let $\lambda_{m}^{n}$ be the eigenvalues of $H(\alpha)$ corresponding to $\varphi_{m}^{n}(r) e^{-v-1 m \theta}, m=0, \pm 1, \pm 2, \cdots, n=1,2, \cdots$, respectively. Assume that $\bigcup_{m=-\infty}^{\infty} \bigcup_{n=1}^{\infty}\left\{\lambda_{m}^{n}\right\}$ is not a dense in $[0, \infty)$. Then there exists an open interval $(a, b) \subset[0, \infty)$ such that $(a, b) \cap\left(\bigcup_{m=-\infty}^{\infty} \bigcup_{n=1}^{\infty}\left\{\lambda_{m}^{n}\right\}\right)=\phi$. Let $E$ be the spectral measure associated with $H(\alpha)$ i.e., $H(\alpha)=\int_{0}^{\infty} \lambda d E(\lambda)$. Then $E((a, b))$ and $E\left(\left\{\lambda_{m}^{n}\right\}\right)$ are orthogonal for every $m=0, \pm 1, \pm 2, \cdots, n=1,2, \cdots$ and so $E((a, b))$ $=0$. This shows that $(\mathrm{a}, \mathrm{b})$ is contained in the resolvent set of $H(\alpha)$, which contradicts the fact that $(a, b) \subset[0, \infty)=\sigma(H(\alpha))$, where $\sigma(H(\alpha))$ denotes the spectrum of $H(\alpha)$ (cf. [22]). Hence $H(\alpha)$ has a dense point spectrum $\bigcup_{m=-\infty}^{\infty} \bigcup_{n=1}^{\infty}\left\{\lambda_{m}^{n}\right\}$ in $[0, \infty)$.

Next, we consider the case of $\lim _{r \rightarrow \infty} k(r) \mid g(r)=c$. In this case, since $V(r) \rightarrow \frac{1}{2} c^{2}$
as $r \rightarrow \infty$, the spectrum $U H_{m} U^{-1}$ is discrete in $\left[0, \frac{1}{2} c^{2}\right]$ and absolutely continuous in [ $\frac{1}{2} c^{2}, \infty$ ) (cf. [18], [23]), and so is $H_{m}$. Let $\sigma_{\mathrm{dis}}\left(H_{m}\right)$ be the discrete spectrum of $H_{m}$. Then by using (4.3), we know that $H(\alpha)$ has a point spectrum $\bigcup_{m=-\infty}^{\infty} \sigma_{\text {dis }}\left(H_{m}\right)$ in $\left[0, \frac{1}{2} c^{2}\right]$ and absolutely continuous in $\left[\frac{1}{2} c^{2}, \infty\right)$. Moreover, by the same proof as above argument, $\bigcup_{m=-\infty}^{\infty} \sigma_{\text {dis }}\left(H_{m}\right)$ is a dense set in $\left[0, \frac{1}{2} c^{2}\right]$.

At last, if we consider the case of $\lim _{r \rightarrow \infty} k(r) / g(r)=0$, then the spectrum of $U H_{m} U^{-1}$ is absolutely continuous in $[0, \infty)$ and so is the spectrum of $H_{m}$, since $V(r) \rightarrow 0$ as $r \rightarrow \infty$ (cf. [18], [23]). Consequently, $H(\alpha)$ has absolutely continuous spectrum in $[0, \infty)$.

## 5. The discrete spectrum

In this Section, we give the proof of Theorem 2.2. Throughout this Section, we always assume that $\lim _{r \rightarrow \infty} k^{\prime}(r) / g(r)=\infty$. For every $\varphi \in C_{0}^{\infty}\left(\boldsymbol{R}^{2}\right)^{C}$, we have

$$
\varphi(r, \theta)=\sum_{m=-\infty}^{\infty} \hat{\varphi}(m, r) e^{-\imath-\overline{1} m \theta}
$$

where $\hat{\varphi}(m, r)$, is a Fourier coefficient of $\varphi$, i.e.,

$$
\hat{\mathcal{P}}(m, r)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \varphi(r, \theta) e^{\gamma-1} m \theta d \theta
$$

Moreover, letting

$$
v_{m}(r)=\exp \left\{\int_{1}^{r} \frac{m-k(\xi)}{g(\xi)} d \xi\right\}, \quad m=0, \pm 1, \pm 2, \cdots
$$

we obtain

$$
\begin{aligned}
& \left(\left(H(\alpha)-\frac{1}{2} \frac{k^{\prime}(r)}{g(r)}\right) \varphi, \varphi\right) \\
& \quad=\sum_{m=-\infty}^{\infty} \int_{(0, \infty) \times s^{1}}\left(L_{m}-\frac{1}{2} \frac{k^{\prime}(r)}{g(r)}\right) \hat{\varphi}(m, r) \cdot \overline{\hat{\rho}(m, r)} g(r) d r d \theta \\
& \quad=\left.\frac{1}{2} \sum_{m=-\infty}^{\infty} \int_{(0, \infty) \times s^{1}} \frac{\partial}{\partial r}\left(v_{m}^{-1}(r) \hat{\varphi}(m, r)\right)\right|^{2}\left|v_{m}(r)\right|^{2} g(r) d r d \theta \geqq 0
\end{aligned}
$$

where we used the formula for integration by parts in the second equality. Hence, setting

$$
\lambda(r)=\frac{1}{2} \frac{k^{\prime}(r)}{g(r)} \quad r \in(0, \infty)
$$

we obtain

$$
\lim _{r \rightarrow \infty} \lambda(r)=\infty
$$

and

$$
\begin{equation*}
(H(\alpha) \varphi, \varphi) \geqq \int_{(0, \infty) \times s^{1}} \lambda(r)|\varphi(r, \theta)|^{2} g(r) d r d \theta \quad \text { for every } \varphi \in C_{0}^{\infty}\left(\boldsymbol{R}^{2}\right)^{\boldsymbol{C}} \tag{5.1}
\end{equation*}
$$

Following an idea of A. Iwatsuka [10] and using (5.1), we now prove that $H(\alpha)$ has only discrete sepctrum. First we note that for every $s \in \boldsymbol{R}$, setting $\tilde{\lambda}(r)=\lambda(r) \wedge s$, we obtain that

$$
\begin{gathered}
\tilde{\lambda}(r) \rightarrow s \quad \text { as } r \rightarrow \infty \\
(H(\alpha) \varphi, \varphi) \geqq \int_{R^{2}} \tilde{\lambda}(r)|\varphi(r, \theta)|^{2} g(r) d r d \theta \text { for every } \varphi \in C_{0}^{\infty}\left(\boldsymbol{R}^{2}\right)^{\boldsymbol{C}}
\end{gathered}
$$

Hence we obtain

$$
\begin{equation*}
H(\alpha) \geqq s+K \tag{5.2}
\end{equation*}
$$

where $K$ denotes the operator of multiplication by $\tilde{\lambda}(r)-s$. As we will see in the Lemma 5.1 below, the operator $K$ is relatively compact operator with respect to $H(\alpha)$. For any $\nu \in \sigma_{\text {ess }}(H(\alpha))$ there exists a sequence $\left\{u_{k}\right\}_{k=1}^{\infty}$ in Dom $(H(\alpha))$ such that

$$
\begin{gathered}
\left\|u_{k}\right\|=1 \text { and } u_{k} \rightarrow 0 \quad \text { weakly as } k \rightarrow \infty \\
\left\|H(\alpha) u_{k}-\nu u_{k}\right\| \rightarrow 0 \quad \text { as } k \rightarrow \infty
\end{gathered}
$$

where $\sigma_{\text {ess }}(H(\alpha))$ denotes the essential spectrum of $H(\alpha)$. Furthermore, $K u_{k} \rightarrow 0$ strongly as $k \rightarrow \infty$ (see [11]). On the other hand, by (5.2) we have

$$
\left(H(\alpha) u_{k}, u_{k}\right) \geqq s+\left(K u_{k}, u_{k}\right)
$$

Hence we have

$$
\nu \geqq s
$$

which implies that

$$
\begin{equation*}
\inf \sigma_{\text {ess }}(H(\alpha)) \geqq s \tag{5.3}
\end{equation*}
$$

Since $s$ is arbitrary, it follows from (5.3) that $H(\alpha)$ has only discrete spectrum.
Therefore it only remains to show that $K$ is relatively compact operator with respect to $H(\alpha)$. To do this we first note that for all $\varphi \in L_{\boldsymbol{C}}^{2}\left(\boldsymbol{R}^{2} ; d m\right)$, $x \in \boldsymbol{R}^{2}$ and $\mu>0$, we have, by (2.2)

$$
\left|(H(\alpha)+\mu)^{-1} \varphi(x)\right| \leqq \int_{0}^{\infty} e^{-t \mu} E_{x}\left[|\varphi|\left(X_{t}\right)\right] d t=(\mu-\Delta / 2)^{-1}|\varphi|(x)
$$

Hence if we can prove the following lemma, then the proof of Theorem 2.2 is complete.

Lemma 5.1. Let $K$ be an operator of multiplication by a bounded mea-
surable function $k(r, \theta)$ on $\boldsymbol{R}^{2}$ with $\lim _{r \rightarrow \infty} k(r, \theta)=0$. Then for every positive number $\mu, K(\mu-\Delta / 2)^{-1}$ is a compact operator in $L^{2}\left(\boldsymbol{R}^{2} ; d m\right)$, (the space of all real square integrable functions on $\boldsymbol{R}^{2}$ with respect to the Riemannian volume $d m$ ).

Before proceeding to the proof of this lemma, we give several remarks. Let $\left\{K_{t}\right\}$ be the semi-group of the diffusion process $\left(X(t), P_{x}\right)$ introduced in Section 2. Then $\left\{K_{t}\right\}$ is a family of symmetric operators on $L^{2}\left(\boldsymbol{R}^{2} ; d m\right)$ with respect to $d m$ and there exists a positive continuous kernel function $k\left(t,\left(a, \theta_{1}\right),\left(b, \theta_{2}\right)\right)$ such that

$$
\begin{aligned}
K_{t} f\left(a, \theta_{1}\right)=\int_{(0, \infty) \times s^{1}} k\left(t,\left(a, \theta_{1}\right),\left(b, \theta_{2}\right)\right) f\left(b, \theta_{2}\right) g(b) d b d \theta_{2} \\
\text { for } \quad\left(a, \theta_{1}\right) \in(0, \infty) \times S^{1}
\end{aligned}
$$

(see for example [5]). Hence it is easy to see that for $\mu>0$

$$
(\mu-\Delta / 2)^{-1} f\left(a, \theta_{1}\right)=\int_{(0, \infty) \times s^{1}} G\left(\mu,\left(a, \theta_{1}\right),\left(b, \theta_{2}\right)\right) f\left(b, \theta_{2}\right) g(b) d b d \theta_{2},
$$

where

$$
\begin{equation*}
G\left(\mu,\left(a, \theta_{1}\right),\left(b, \theta_{2}\right)\right)=\int_{0}^{\infty} e^{-\mu_{t}} k\left(t,\left(a, \theta_{1}\right),\left(b, \theta_{2}\right)\right) d t \tag{5.4}
\end{equation*}
$$

By using (5.4), it is easy to see that

$$
\begin{equation*}
\int_{(0, \infty) \times s^{1}} G^{2}\left(\mu,\left(a, \theta_{1}\right),\left(b, \theta_{2}\right)\right) g(b) d b d \theta_{2}=\int_{0}^{\infty} e^{-\mu_{t}} \cdot t \cdot k\left(t,\left(a, \theta_{1}\right),\left(a, \theta_{1}\right)\right) d t \tag{5.5}
\end{equation*}
$$

On the other hand, as we stated in Section 2, the boundary 0 and $\infty$ are entrance and natural with respect to the operator $A$ given by (2.2) in the sence of Feller, respectively. Hence there exists a unique diffusion process $\left(r(t), P_{a}\right)$ on $(0, \infty)$ (see [7]). Furthermore, there exists a positive continuous kernel function $p(t, a, b)$ such that

$$
E_{a}[f(r(t))]=\int_{0}^{\infty} f(b) p(t, a, b) g(b) d b \quad \text { for every } \quad f \in L^{2}((0, \infty), g(b) d b)
$$

where $L^{2}((0, \infty), g(b) d b)$ is the space of all real square-integrable functions on $(0, \infty)$ with respect to $g(b) d b$, and $E_{a}$ denotes the expectation with respect to the probability $P_{a}$, ([7], [13]). Setting

$$
\mathrm{T}(t)=\int_{0}^{t} \frac{1}{g(r(s))^{2}} d s
$$

we obtain

$$
\begin{equation*}
k\left(t,\left(a, \theta_{1}\right),\left(b, \theta_{2}\right)\right)=p(t, a, b) E_{a}\left[q\left(\Upsilon(t), \theta_{1}, \theta_{2}\right) / r(t)=b\right] \tag{5.6}
\end{equation*}
$$

where $q\left(t, \theta_{1}, \theta_{2}\right)$ is the transition density of the Brownian motion on $S^{1}$ with
respect to uniform measure on $S^{1}$, (see [7]).
Proof of Lemma 5.1. (1) 1 -st step. We first consider the case where $g(r)=r^{\alpha}$. In this particular case, the diffusion on $R^{2}$ with generator $\Delta / 2$ can be represented as the skew product of its Bessel part $\operatorname{BES}(\alpha+1)$ with generator

$$
A=\frac{1}{2}\left(\frac{\partial^{2}}{\partial r^{2}}+\frac{\alpha}{r} \frac{\partial}{\partial r}\right) \quad r \in(0, \infty)
$$

and an independent circular Brownian motion $\operatorname{BM}\left(S^{1}\right)$ run with the clock $\mathrm{\Upsilon}(t)=$ $\int_{0}^{t} r(s)^{-2 \alpha} d s$, therefore, we obtain

$$
\begin{equation*}
k\left(t,\left(a, \theta_{1}\right),\left(a, \theta_{1}\right)\right)=p(t, a, a) E_{a}\left[q\left(\Upsilon(t), \theta_{1}, \theta_{1}\right) / r(t)=a\right] \tag{5.7}
\end{equation*}
$$

By using the eigenfunction expansion of $q\left(t, \theta_{1}, \theta_{1}\right)$, we obtain

$$
\begin{aligned}
E_{a}\left[q\left(\Upsilon(t), \theta_{1}, \theta_{1}\right) / r(t)=a\right] & =E_{a}\left[\sum_{n \in Z} \exp \left\{-n^{2} \Upsilon(t)\right\} / r(t)=a\right] \\
& \leqq E_{a}\left[\int_{-\infty}^{\infty} \exp \left\{-x^{2} \Upsilon(t)\right\} d x / r(t)=a\right] \\
& =\sqrt{\pi} E_{a}\left[(\Upsilon(t))^{-1 / 2} / r(t)=a\right] .
\end{aligned}
$$

By combining this with Schwarz' inequality, we have

$$
\begin{aligned}
E_{a} & {\left[q\left(\Upsilon(t), \theta_{1}, \theta_{1}\right) / r(t)=a\right] \leqq \sqrt{\pi} E_{a}\left[(\Upsilon(t))^{-1 / 2} / r(t)=a\right] } \\
& =\sqrt{\pi} E_{a}\left[\left\{\int_{0}^{t} r(s)^{-2 \alpha} d s\right\}^{-1 / 2} / r(t)=a\right] \\
& \leqq \sqrt{\pi} t^{-1} E_{a}\left[\left\{\int_{0}^{t} r(s)^{2 \alpha} d s\right\}^{1 / 2} / r(t)=a\right] \\
& \leqq \sqrt{\pi} t^{-1}\left\{E_{a}\left[\int_{0}^{t} r(s)^{2 \alpha} d s / r(t)=a\right]\right\}^{1 / 2} \\
& =\sqrt{\pi} t^{-1}\left\{\int_{0}^{t} E_{a}\left[r(s)^{2 \alpha} / r(t)=a\right] d s\right\}^{1 / 2} \quad \text { (Fubini's theorem) } \\
& =\sqrt{\pi} t^{-1}\left\{p(t, a, a)^{-1} \int_{0}^{t} \int_{0}^{\infty} r^{3 \alpha} p(s, a, r) p(t-s, r, a) d r d s\right\}^{1 / 2}
\end{aligned}
$$

Furthermore, by using the formula $I_{\nu}(x) \leqq e^{x} / \sqrt{2 \pi x}$, we obtain

$$
\begin{aligned}
& \int_{0}^{\infty} r^{3 \alpha} p(s, a, r) p(t-s, r, a) d r \\
& \quad=\int_{0}^{\infty} r^{3 a} \frac{e^{-\left(t\left(a^{2}+r^{2}\right)\right) / 2 s(t-s)}}{s(t-s)(r a)^{\alpha-1}} I_{(\alpha-1) / 2}\left(\frac{r a}{s}\right) I_{(\alpha-1) / 2}\left(\frac{r a}{t-s}\right) d r \\
& \quad \leqq \int_{0}^{\infty} r^{3 a} \frac{e^{-\left(t\left(a^{2}+r^{2}\right)\right) / 2 s(t-s)}}{s(t-s)(r a)^{\alpha-1}} \frac{e^{r a / s}}{\sqrt{2 \pi \frac{r a}{s}}} \frac{e^{r a /(t-s)}}{\sqrt{2 \pi \frac{r a}{t-s}}} d r
\end{aligned}
$$

$$
\begin{aligned}
= & \int_{-a}^{\infty}(x+a)^{2 \alpha} e^{-t x^{2} / 2 s(t-s)} d x / 2 \pi a^{\alpha} \sqrt{s(t-s)} \\
\leqq & 2^{2 \alpha} \int_{a}^{\infty}(x)^{2 \alpha} e^{-t x^{2} / 2 s(t-s)} d x / 2 \pi a^{\alpha} \sqrt{s(\mathrm{t}-s)} \\
& +2^{2 \alpha} a^{\alpha} \int_{-a}^{a} e^{-t x^{2} / 2 s(t-s)} d x / 2 \pi \sqrt{s(t-s)} \\
\leqq & 2^{2 \alpha} \int_{0}^{\infty}(x)^{2 \alpha} e^{-t x^{2} / 2 s(t-s)} d x / 2 \pi a^{\alpha} \sqrt{s(t-s)} \\
& +2^{2 \alpha} a^{\alpha} \int_{-\infty}^{\infty} e^{-t x^{2} / 2 s(t-s)} d x / 2 \pi \sqrt{s(t-s)} \\
\leqq & 2^{2 \alpha-1} \int_{0}^{\infty}(y)^{\alpha-1 / 2} e^{-t y / 2 s(t-s)} d y / 2 \pi a^{\alpha} \sqrt{s(t-s)} \\
& +2^{2 \alpha} a^{\alpha} \sqrt{2 \pi} \sqrt{\frac{s(t-s)}{t}} / 2 \pi \sqrt{s(t-s)} \\
= & 2^{2 \alpha-1}\left\{\frac{2 s(t-s)}{t}\right\}^{\alpha+1 / 2} \Gamma(\alpha+1 / 2) / 2 \pi a^{\alpha} \sqrt{s(t-s)}+2^{2 \alpha} a^{\alpha} / \sqrt{2 \pi} t^{1 / 2} \\
= & 2^{3 \alpha-1 / 2}\{s(t-s)\}^{\alpha} \Gamma(\alpha+1 / 2) / 2 \pi a^{\alpha} t^{\alpha+1 / 2}+2^{2 \alpha} a^{\alpha} / \sqrt{2 \pi} t^{1 / 2} .
\end{aligned}
$$

Combining this with (5.8), we can find

$$
\begin{aligned}
E_{a} & {\left[q\left(\Upsilon(t), \theta_{1}, \theta_{1}\right) / r(t)=a\right] } \\
& \leqq \sqrt{\pi} t^{-1}\left\{p(t, a, a)^{-1} \int_{0}^{t} \int_{0}^{\infty} r^{3 \alpha} p(s, a, r) p(t-s, r, a) d r d s\right\}^{1 / 2} \\
& \leqq t^{-1}\left\{p(t, a, a)^{-1} \int_{0}^{t}\left\{\frac{2^{3 \alpha-3 / 2}\{s(t-s)\}^{\alpha} \Gamma(\alpha+1 / 2)}{a^{\alpha} t^{\alpha}}+\frac{\sqrt{\pi} 2^{2 \alpha-1 / 2} a^{\alpha}}{t^{1 / 2}}\right\} d s\right\}^{1 / 2} \\
& \leqq t^{-1}\left\{p(t, a, a)^{-1}\left\{\frac{2^{2 \alpha-3 / 2} t^{\alpha+1 / 2} \Gamma(\alpha+1 / 2)}{a^{\alpha}}+\sqrt{\pi} 2^{2 \alpha-1 / 2} a^{\alpha} t^{1 / 2}\right\}\right\}^{1 / 2}
\end{aligned}
$$

which implies the following inequality.

$$
\begin{aligned}
& k\left(t,\left(a, \theta_{1}\right),\left(a, \theta_{1}\right)\right) \\
& \quad \leqq t^{-1}\left\{p(t, a, a)\left\{\frac{2^{\alpha-3 / 2} t^{\alpha+1 / 2} \Gamma(\alpha+1 / 2)}{a^{\alpha}}+\sqrt{\pi} 2^{2 \alpha-1 / 2} a^{\alpha} t^{1 / 2}\right\}\right\}^{1 / 2} .
\end{aligned}
$$

Hence by (5.5), we have

$$
\begin{align*}
& \int_{(0, \infty) \times s^{1}} G^{2}\left(\mu,\left(a, \theta_{1}\right),\left(b, \theta_{2}\right)\right) b^{\alpha} d b d \theta_{2}  \tag{5.9}\\
& \quad \leqq \int_{0}^{\infty} e^{-\mu t}\left\{p(t, a, a)\left\{\frac{2^{\alpha-3 / 2} t^{\alpha+1 / 2} \Gamma(\alpha+1 / 2)}{a^{\alpha}}+\sqrt{\pi} 2^{2 \alpha-1 / 2} a^{\alpha} t^{1 / 2}\right\}\right\}^{1 / 2} d t \\
& \quad=\int_{0}^{\infty} e^{-\mu_{t}}\left\{\frac{e^{-a^{2} / t}}{t^{\alpha-1}} I_{(a-1) / 2}\left(\frac{a^{2}}{t}\right)\left\{\frac{2^{\alpha-3 / 2} t^{\alpha+1 / 2} \Gamma(\alpha+1 / 2)}{a^{\alpha}}+\sqrt{\pi} 2^{2 \alpha-1 / 2} a^{\alpha} t^{1 / 2}\right\}\right\}^{1 / 2} d t \\
& \quad \leqq \int_{0}^{\infty} e^{-\mu t}\left\{\frac{2^{\alpha-2} t^{\alpha} \Gamma(\alpha+1 / 2)}{\sqrt{\pi} a^{2 \alpha}}+2^{2 \alpha-1}\right\}^{1 / 2} d t
\end{align*}
$$

To complete the proof, let $K_{n}$ be the operator of multiplication by $k_{n}(r, \theta)$ $=I_{n}(r, \theta) k(r, \theta)$ on $\boldsymbol{R}^{2}$, where $I_{n}$ denotes the characteristic function of $B_{n}=$ $\left\{(r, \theta) \in(0, \infty) \times S^{1} ; r \leqq n\right\}$, i.e.

$$
I_{n}(r, \theta)=\left\{\begin{array}{lll}
1 & \text { if } & r \leqq n \\
0 & \text { if } & r>n
\end{array}\right.
$$

Now, by using the method of Example 6 in p. 117 of [17], we will show that $K_{n}(\mu-\Delta / 2)^{-1}$ is a Hilbert-Schmidt operator. In other words, it is sufficient to prove that

$$
\begin{equation*}
\int_{(0, \infty) \times s^{1}} k_{n}\left(a, \theta_{1}\right)^{2}\left\{\int_{(0, \infty) \times s^{1}} G^{2}\left(\mu,\left(a, \theta_{1}\right),\left(b, \theta_{2}\right)\right) b^{\alpha} d b d \theta_{2}\right\} a^{\infty} d a d \theta_{1}<\infty \tag{5.10}
\end{equation*}
$$

is valid. For this purpose, we can use (5.9) to get

$$
\begin{aligned}
& \int_{(0, \infty) \times s^{1}} k_{n}\left(a, \theta_{1}\right)^{2}\left\{\int_{(0, \infty) \times s^{1}} G^{2}\left(\mu,\left(a, \theta_{1}\right),\left(b, \theta_{2}\right)\right) b^{\alpha} d b d \theta_{2}\right\} a^{\alpha} d a d \theta_{1} \\
& \leqq \\
& \leqq \int_{(0, \infty) \times s^{1}} k_{n}\left(a, \theta_{1}\right)^{2}\left\{\int_{0}^{\infty} e^{-\mu_{t}}\left\{\frac{2^{\alpha-2} t^{\alpha} \Gamma(\alpha+1 / 2)}{\sqrt{\pi} a^{2 \alpha}}+2^{2 \alpha-1}\right\}^{1 / 2} d t\right\} a^{\alpha} d a d \theta_{1} \\
& \leqq \\
& \quad \int_{(0, \infty) \times s^{1}} k_{n}\left(a, \theta_{1}\right)^{2}\left\{\int_{0}^{\infty} e^{-\mu_{t} t}\left\{\frac{2^{\alpha-2} t^{\alpha} \Gamma(\alpha+1 / 2)}{\sqrt{\pi}}\right\}^{1 / 2} d t\right\} d a d \theta_{1} \\
& =\left\{\frac{2_{(0, \infty) \times s^{1}}^{\alpha-2} \Gamma(\alpha+1 / 2)}{\sqrt{\pi}} k_{n}\left(a, \theta_{1}\right)^{2}\left\{\int_{0}^{\infty} e^{-\mu_{t}} 2^{\alpha-1 / 2} d t\right\} a^{\alpha} d a d \theta_{1}\right. \\
& \quad+2^{\alpha-1 / 2} \int_{(0, \infty) \times s^{1}} k_{n}\left(a, \theta_{1}\right)^{2}\left\{\int_{0}^{\infty} e^{-\mu_{t} t} t^{\alpha / 2} d t\right\} d a d \theta_{1} \\
& <\infty
\end{aligned}
$$

which proves (5.10). Since $\lim _{x \rightarrow \infty}\left\|K_{n}-K\right\|_{\infty}=0, K_{n}(\mu-\Delta / 2)^{-1}$ converges in norm to $K(\mu-\Delta / 2)^{-1}$ and so $K(\mu-\Delta / 2)^{-1}$ is a compact operator.
(2) 2-nd step. We now return to the general case in which the metric $g$ is given by (2.1). We first note that for every compact set $S$ in $\boldsymbol{R}^{2} \backslash\{0\}$, the Laplace-Beltrami operator $\Delta$ restricted on $S$ is uniformly elliptic. We now take a compact set $S$ in $\boldsymbol{R}^{2} \backslash\left\{(r, \theta) ; 0<r<r_{3}\right\}$, where $0<r_{3}<r_{1}$. Then it is known that there exist positive constants $c_{1}, c_{2}$ such that

$$
\begin{aligned}
& k\left(t,\left(a, \theta_{1}\right),\left(b, \theta_{2}\right)\right) \\
& \quad \leqq \frac{c_{1}}{2 \pi t} \cdot \exp \left\{-\frac{c_{2} \cdot \rho\left(\left(a, \theta_{1}\right),\left(b, \theta_{2}\right)\right)^{2}}{2 t}\right\} \text { for every }\left(a, \theta_{1}\right),\left(b, \theta_{2}\right) \in S
\end{aligned}
$$

where $\rho\left(\left(a, \theta_{1}\right),\left(b, \theta_{2}\right)\right)$ denotes the Riemannian distance between $\left(a, \theta_{1}\right)$ and ( $b, \theta_{2}$ ), (cf. [25]). Therefore, by combining this with (5.5), we can show that
there exists a positive constant $C$ satistying the following inequality

$$
\int_{(0, \infty) \times S^{1}} G^{2}\left(\mu,\left(a, \theta_{1}\right),\left(b, \theta_{2}\right)\right) g(b) d b d \theta_{2} \leqq C \quad \text { for every }\left(a, \theta_{1}\right) \in S .
$$

Hence for the proof of Lemma 5.1, it is sufficient to show that for $r_{4} \in\left(r_{3}, r_{1}\right)$,

$$
\begin{equation*}
\int_{S\left(r_{4}\right)} \int_{(0, \infty) \times s^{1}} G^{2}\left(\mu,\left(a, \theta_{1}\right),\left(b, \theta_{2}\right)\right) g(b) d b d \theta_{2}<\infty \tag{5.11}
\end{equation*}
$$

where $S\left(r_{4}\right)=\left\{(r, \theta) \in(0, \infty) \times S^{1} ; 0<r \leqq r_{4}\right\}$. Now we fix a positive constant $r_{5}$ such that $r_{4}<r_{5}<r_{1}$, and set

$$
S\left(r_{5}\right)=\left\{(r, \theta) \in \boldsymbol{R}^{2} ; 0<r \leqq r_{5}\right\}
$$

Let $\left(\widetilde{X}(t), \widetilde{P}_{\left(a, \theta_{1}\right)}\right)$ be the diffusion process generated by the operator

$$
\frac{1}{2} \Delta=\frac{1}{2}\left(\frac{\partial^{2}}{\partial r^{2}}+\frac{\alpha}{r} \frac{\partial}{\partial r}+\frac{1}{r^{2 \alpha}} \frac{\partial^{2}}{\partial \theta^{2}}\right)
$$

discussed in the 1 -st step, we set

$$
\tau=\inf \left\{t ; \tilde{X}(t) \in \partial S\left(r_{5}\right)\right\},
$$

and we consider the probability measure $\mu_{\left(a, \theta_{1}\right)}(d s d \theta)$ on $(0, \infty) \times \partial S\left(r_{5}\right)$ defined by

$$
\mu_{\left(a, \theta_{1}\right)}(d s d \theta)=P_{\left(a, \theta_{1}\right)}[\tau \in d s, \tilde{X}(\tau) \in d \theta] .
$$

Let $k_{0}\left(t,\left(a, \theta_{1}\right),\left(b, \theta_{2}\right)\right)$ be the probability density function of the minimal diffusion process $\{\tilde{X}(t) ; 0 \leqq t<\tau\}$, i.e. for every bounded continuous function $f$,

$$
\begin{aligned}
& \widetilde{E}_{\left(a, \theta_{1}\right)}[f(\tilde{X}(t) ; 0<t<\tau] \\
& \quad=\int_{S\left(r_{5}\right)} k_{0}\left(t,\left(a, \theta_{1}\right),\left(b, \theta_{2}\right)\right) f\left(\left(b, \theta_{2}\right)\right) b^{\alpha} d b d \theta_{2} \quad \text { for every }\left(b, \theta_{2}\right) \in S\left(r_{5}\right)
\end{aligned}
$$

where $\widetilde{E}_{\left(a, \theta_{1}\right)}$ denotes the expectation with resepct to $\bar{P}_{\left(a, \theta_{1}\right)}$. Then by (2.1), the transition density function $k\left(t,\left(a, \theta_{1}\right),\left(b, \theta_{2}\right)\right)$ in the general case can be represented in the following form:

$$
k\left(t,\left(a, \theta_{1}\right),\left(b, \theta_{2}\right)\right)=k_{0}\left(t,\left(a, \theta_{1}\right),\left(b, \theta_{2}\right)\right)+\tilde{k}\left(t,\left(a, \theta_{1}\right),\left(b, \theta_{2}\right)\right)
$$

where

$$
\tilde{k}\left(t,\left(a, \theta_{1}\right),\left(b, \theta_{2}\right)\right)=\int_{0}^{t} \int_{\partial S\left(r_{5}\right)} k\left(t-s,\left(r_{5}, \theta\right),\left(b, \theta_{2}\right)\right) \mu_{\left(a, \theta_{1}\right)}(d s d \theta) .
$$

It is easy to see that

$$
\int_{S\left(r_{4}\right)}\left\{\int_{0}^{\infty} e^{-\mu_{t}} t \cdot \tilde{k}\left(t,\left(a, \theta_{1}\right),\left(a, \theta_{1}\right)\right) d t\right\} a^{\alpha} d a d \theta_{1}<\infty
$$

Furthermore, the results obtained in the 1 -st step implies that

$$
\int_{S\left(r_{4}\right)}\left\{\int_{0}^{\infty} e^{-\mu_{t}} t \cdot k_{0}\left(t,\left(a, \theta_{1}\right),\left(a, \theta_{1}\right)\right) d t\right\} a^{\alpha} d a d \theta_{1}<\infty
$$

Combining these and (5.5), we obtain (5.11). Hence the proof of Lemma 5.1 is now complete.

## 6. Asymptotic distribution

By using a usual method in the Malliavin calculus and the probabilistic representation of the semi-group $Q_{t}$, we can show that there exists the $C^{\infty}$ density $h(t, x, x)$ of the kernel of the operator $Q_{t}, t>0$, with respect to the Riemannian volume $d m$. For details of the proof, see [5], [6] and [26]. We next note that

$$
\begin{equation*}
m(\{x ;|x|<\lambda\}) \sim \frac{2 \pi}{\alpha_{2}+1} \lambda^{\alpha_{2}+1} \quad \text { as } \lambda \rightarrow \infty \tag{6.1}
\end{equation*}
$$

and

$$
\begin{equation*}
b(x)=b(r, \theta)=\frac{k^{\prime}(r)}{g(r)}=p r^{p-1-\alpha_{2}} \quad \text { if } \quad r \geqq r_{0} \tag{6.2}
\end{equation*}
$$

As in [2], setting

$$
N_{0}(\lambda)=\int_{R^{2}} \nu_{b(x)}(\lambda) m(d x) \quad \lambda>0
$$

we have

$$
\begin{equation*}
\int_{0}^{\infty} e^{-\lambda t} d N_{0}(\lambda)=\frac{1}{2 \pi t} \int_{R^{2}} \frac{t \frac{b(x)}{2}}{\sinh t \frac{b(x)}{2}} m(d x), \quad t>0 \tag{6.3}
\end{equation*}
$$

Hence combining (6.1), (6.2), (6.3) with the Tauberian theorem, it is sufficient for the proof of Theorem 2.3 to show that as $t \downarrow 0$

$$
\begin{equation*}
\int_{0}^{\infty} e^{-\lambda t} d N(\lambda) \sim \frac{1}{2 \pi t} \int_{R^{2}} \frac{t \frac{b(x)}{2}}{\sinh t \frac{b(x)}{2}} m(d x) . \tag{6.4}
\end{equation*}
$$

 the following asymptotic formula

$$
\begin{equation*}
\int_{R^{2}} h(t, x, x) m(d x) \sim \frac{1}{2 \pi t} \int_{R^{2}} \frac{t \frac{b(x)}{2}}{\sinh t \frac{b(x)}{2}} m(d x), \quad \text { as } \quad t \downarrow 0 \tag{6.5}
\end{equation*}
$$

Next, on the two-dimensional standard Wiener space $\left(W_{0}^{2}, P\right)$ we consider
the following stochastic differential equation: for $w=\left(w^{1}, w^{2}\right) \in W_{0}^{2}$,

$$
\left\{\begin{array}{l}
d r(t)=\varepsilon d w^{1}(t)+\varepsilon^{2} \frac{g^{\prime}(r(t))}{g(r(t))} d t  \tag{6.6}\\
d \theta(t)=\varepsilon \frac{d w^{2}(t)}{g(r(t))} \\
r(0)=a>0 \\
\theta(0)=\theta_{1}
\end{array}\right.
$$

It is known (cf. [6]) that there exists a unique solution $\left(r^{8}\left(t, a, w^{1}\right), \theta^{2}\left(t,\left(a, \theta_{1}\right)\right.\right.$, $w)$ ), $t>0$ of (6.6). Furthermore, it is easily seen that

1) $r^{8}\left(t, a, w^{1}\right)$ is independent of $w^{2}(t)$.
2) $\theta^{\mathrm{g}}\left(t,\left(a, \theta_{1}\right), w\right)=\theta_{1}+\varepsilon \int_{0}^{t} \frac{d w^{2}(s)}{g\left(r^{\mathrm{e}}\left(s, a, w^{1}\right)\right)}$, for $w(t)=\left(w^{1}(t), w^{2}(t)\right)$.

We now denote by $\delta$ the Dirac $\delta$-function at $y$ associated with the Riemannian volume $d m$, i.e., for any $C^{\infty}$-function $f$ with compact support

$$
\int_{R^{2}} \delta_{y}(x) f(x) d m(x)=f(y) .
$$

Then it is known (cf. [5]) that

$$
\begin{align*}
& h\left(\varepsilon^{2},(a, 0),(a, 0)\right) \\
& \quad=\int_{W} \exp \left\{\sqrt{-1} \int_{0}^{1} k\left(r^{\mathrm{e}}\left(t, a, w^{1}\right)\right) \circ d \theta^{\mathrm{e}}(t,(a, 0), w)\right\}  \tag{6.8}\\
& \cdot \delta_{(a, 0)}\left(r^{\mathrm{\imath}}\left(1, a, w^{1}\right), \theta^{\mathrm{e}}(1,(a, 0), w)\right) P(d w)
\end{align*}
$$

where the right hand side means the generalized expectation in the sense of Watanabe [26] (also see [6]). Then (6.8) can be rewitten in the form.

$$
\begin{align*}
& h\left(\varepsilon^{2},(a, 0),(a, 0)\right) \\
& =E\left[\exp \left\{\sqrt{-1} \int_{0}^{1} k\left(r^{\mathrm{e}}\left(t, a, w^{1}\right)\right) \circ d \theta^{\mathrm{e}}(t,(a, 0), w)\right\}\right.  \tag{6.9}\\
& \left.\quad \quad /\left(r^{\mathrm{e}}\left(1, a, w^{1}\right), \theta^{\mathrm{e}}(1,(a, 0), w)\right)=(a, 0)\right] \cdot k\left(\varepsilon^{2},(a, 0),(a, 0)\right)
\end{align*}
$$

where $E\left[\cdot /\left(r^{\mathrm{g}}\left(1, a, w^{1}\right), \theta^{\mathfrak{g}}(1,(a, 0), w)\right)=(a, 0)\right]$ is the conditional expectation with respect to the Wiener measure under the condition ( $\left.r^{\varepsilon}\left(1, a, w^{1}\right), \theta^{\varepsilon}(1,(a, 0), w)\right)$ $=(a, 0)$. Set

$$
\begin{aligned}
& I(\varepsilon, a)=E\left[\exp \left\{\sqrt{-1} \int_{0}^{1} k\left(r^{\imath}\left(t, a, w^{1}\right)\right) \circ d \theta^{\mathrm{\varepsilon}}(t,(a, 0), w)\right\}\right. \\
& \left.\quad /\left(r^{\mathrm{e}}\left(1, a, w^{1}\right), \theta^{\mathrm{e}}(1,(a, 0), w)\right)=(a, 0)\right],
\end{aligned}
$$

and let $\mathscr{F}^{1}$ be the $\sigma$-field generated by $\left\{w^{1}(t) ; 0 \leqq t \leqq 1\right\}$. Then

$$
\begin{align*}
& I(\varepsilon, a)=E\left[E \left[\exp \left\{\sqrt{-1} \int_{0}^{1} k\left(r^{\mathrm{e}}\left(t, a, w^{1}\right)\right) \circ d \theta^{\mathrm{e}}(t,(a, 0), w)\right\}\right.\right.  \tag{6.10}\\
& \left.\left.\quad \mid\left\{\theta^{\mathrm{e}}(1,(a, 0), w)\right)=0\right\} \cap \mathscr{F}^{1}\right] /\left(r^{\mathrm{e}}\left(1, a, w^{1}\right)=a\right] .
\end{align*}
$$

Since $\left\{w^{1}(t) ; 0 \leqq t \leqq 1\right\}$ and $\left\{w^{2}(t) ; 0 \leqq t \leqq 1\right\}$ are independent under the Wiener measure, there exists a Brownian motion $B(t), 0 \leqq t \leqq 1$ which is independent of $\left\{w^{1}(t) ; 0 \leqq t \leqq 1\right\}$ such that

$$
\begin{equation*}
\left.\theta^{\mathrm{e}}(t,(a, 0), w)\right)=B\left(\varepsilon^{2} \phi^{\mathfrak{e}}\left(t, a, w^{1}\right)\right) \tag{6.11}
\end{equation*}
$$

where

$$
\phi^{\mathrm{e}}\left(t, a, w^{1}\right)=\int_{0}^{t} \frac{d s}{g\left(r^{\mathrm{e}}\left(s, a, w^{1}\right)\right)^{2}}
$$

Furthermore we can construct a Brownian motion $\tilde{B}(t), 0 \leqq t \leqq 1$, on the Wiener space $\left\{W_{0}^{2}, P\right\}$ such that

1) $\widetilde{B}(t), 0 \leqq t \leqq 1$, is independent of $\left\{w^{1}(t) ; 0 \leqq t \leqq 1\right\}$,
2) $\mathrm{E}\left[\exp \left\{\sqrt{-1} \int_{0}^{1} k\left(r^{\mathrm{q}}\left(t, a, w^{1}\right)\right) \circ d \theta^{\mathrm{e}}(t,(a, 0), w)\right\}\right.$

$$
\begin{gathered}
\left.\left.\left.\mid\left\{\theta^{\mathrm{e}}(1,(a, 0)), w\right)\right)=0\right\} \cap \mathscr{F}^{1}\right] \\
=E\left[\exp \left\{\sqrt{-1} \int_{0}^{1} k\left(r^{\mathrm{e}}\left(t, a, w^{1}\right)\right) \cdot d B\left(\varepsilon^{2} \phi^{\mathrm{e}}\left(t, a, w^{1}\right)\right)\right\}\right. \\
\left.\mid\left\{B\left(\varepsilon^{2} \phi^{\mathrm{e}}\left(t, a, w^{1}\right)\right)=0\right\} \cap \mathscr{F}^{1}\right] \\
=E\left[\operatorname { e x p } \left\{\sqrt { - 1 } \left\{\int_{0}^{1} k\left(r^{\mathrm{e}}\left(t, a, w^{1}\right)\right) \cdot d \tilde{B}\left(\varepsilon^{2} \phi^{\mathrm{e}}\left(t, a, w^{1}\right)\right)\right.\right.\right. \\
\left.\left.\left.-\frac{\int_{0}^{1} k\left(r^{\mathrm{e}}\left(t, a, w^{1}\right)\right) \cdot d \phi^{\mathrm{e}}\left(t, a, w^{1}\right)}{\phi^{\mathrm{e}}\left(1, a, w^{1}\right)} \tilde{B}\left(\varepsilon^{2} \phi^{\mathrm{z}}\left(1, a, w^{1}\right)\right)\right\}\right\}\right] .
\end{gathered}
$$

Therefore we obtain

$$
\begin{array}{r}
I(\varepsilon, a)=E\left[\exp \left\{-\frac{\varepsilon^{2}}{2} \int_{0}^{1}\left(k\left(r^{\mathrm{\imath}}\left(t, a, w^{1}\right)\right)-\bar{k}\left(w^{1}\right)\right)^{2} \cdot d \phi^{\mathrm{\imath}}\left(t, a, w^{1}\right)\right\}\right.  \tag{6.12}\\
\left.\mid r^{\mathrm{\imath}}\left(1, a, w^{1}\right)=a\right]
\end{array}
$$

where

$$
\begin{equation*}
\bar{k}\left(w^{1}\right)=\frac{1}{\phi^{\ell}\left(1, a, w^{1}\right)} \int_{0}^{1} k\left(r^{\ell}\left(t, a, w^{1}\right)\right) \cdot d \phi^{\mathrm{e}}\left(t, a, w^{1}\right) \tag{6.13}
\end{equation*}
$$

For every continuous function $f$ on $[0,1]$, we set

$$
V[f]^{2}=\int_{0}^{1}(f(t)-\bar{f})^{2} d \phi^{\mathrm{e}}\left(t, a, w^{1}\right), \quad \tilde{V}[f]^{2}=\int_{0}^{1}(f(t)-\tilde{f})^{2} d t
$$

where

$$
\bar{f}=\frac{1}{\phi^{\mathrm{e}}\left(1, a, w^{1}\right)} \int_{0}^{1} f(t) d \phi^{\mathrm{e}}\left(t, a, w^{1}\right), \quad \tilde{f}=\int_{0}^{1} f(t) d t .
$$

We also use the following notations

$$
\begin{align*}
f^{\imath}\left(t, a, w^{1}\right) & =k\left(r^{\mathrm{z}}\left(t, a, w^{1}\right)\right)-k(a) \\
f_{1}^{\mathrm{e}}\left(t, a, w^{1}\right) & =k^{\prime}(a)\left(r^{2}\left(t, a, w^{1}\right)-a\right)  \tag{6.14}\\
f_{2}^{\mathrm{e}}\left(t, a, w^{1}\right) & =f^{\mathrm{e}}\left(t, a, w^{1}\right)-f_{1}^{\mathrm{e}}\left(t, a, w^{1}\right) .
\end{align*}
$$

Then we obtain that

$$
\begin{array}{r}
f_{2}^{\ell}\left(t, a, w^{1}\right)=k^{\prime \prime}\left(a+\eta(t, a, w)\left(r^{\imath}\left(t, a, w^{1}\right)-a\right)\right)\left(r^{\imath}\left(t, a, w^{1}\right)-a\right)^{2} \\
\text { for some } 0<\eta(t, a, w)<1 . \tag{6.15}
\end{array}
$$

Then (6.12) can be rewritten in the following form

$$
I(\varepsilon, a)=E\left[\exp \left\{-\frac{\varepsilon^{2}}{2} V\left[f^{\ell}\left(\cdot, a, w^{1}\right)\right]^{2}\right\} / r^{\imath}\left(1, a, w^{1}\right)=a\right] .
$$

We now note that by (6.6)

$$
\begin{equation*}
r^{\imath}\left(t, a, w^{1}\right)=a+\varepsilon w^{1}(t)+\varepsilon^{2} \int_{0}^{t} \frac{g^{\prime}\left(r^{\imath}\left(s, a, w^{1}\right)\right)}{g\left(r^{2}\left(s, a, w^{1}\right)\right)} d s \tag{6.16}
\end{equation*}
$$

Next we set, for every fixed $c>0$,

$$
a(\varepsilon, c)=\left(c / \varepsilon^{4}\right)^{1 / 2\left(p-\alpha_{2}-1\right)}
$$

Then

$$
\varepsilon^{4} a^{2\left(p-\alpha_{2}-1\right)} \leqq c \quad \text { for } \quad a \leqq a(\varepsilon, c) .
$$

Next, we set $r^{*}=r_{0} \vee r_{2}$ and fix constants $b_{1}, b_{2}$ such that $r^{*}<b_{1}<b_{2}$. We also define $\sigma^{\imath}\left(b_{1}, a, v^{1}\right)$ by

$$
\sigma^{\mathrm{\varepsilon}}\left(b_{1}, a, w^{1}\right)=\left\{\begin{array}{l}
\inf \left\{t ; 0 \leqq t \leqq 1, \quad r^{\imath}\left(t, a, w^{1}\right)=b_{1}\right\}, \quad \text { if }\{ \} \neq \phi, \\
1, \text { if }\{ \}=\phi,
\end{array}\right.
$$

and let $A_{1}[\varepsilon, a]=\left\{w^{1} ; \sigma^{2}\left(b_{1}, a, w^{1}\right)=1\right\}$. For a fixed positive constant $\delta$ satisfying $\frac{2}{3}<\delta<1$, we set

$$
A_{2}[\varepsilon, a]=\left\{w^{1} ; \max _{0 \leqq t \leqq 1}\left|w^{1}(t)\right|<\varepsilon^{-(1-\delta)}\right\} .
$$

Then by using (6.14), (6.15) and (6.16), we can show the following results: There exist positive constants $\varepsilon^{*}>0, K_{1}>0, K_{2}>0$ such that if $b_{2} \leqq a \leqq a(\varepsilon, c)$ and $w^{1} \in A_{1}[\varepsilon, a] \cap A_{2}[\varepsilon, a]$ then

$$
\begin{aligned}
& \varepsilon^{2} V\left[f_{1}^{\ell}\left(\cdot, a, w^{1}\right)\right]^{2}\left(1-K_{1} \varepsilon^{\delta}\right)-K_{2} \varepsilon^{3(\delta-(2 / 3))} \leqq \varepsilon^{2} V\left[f^{\varepsilon}\left(\cdot, a, w^{1}\right)\right]^{2} \\
& \leqq \varepsilon^{2} V\left[f_{\mathrm{i}}^{\mathrm{e}}\left(\cdot, a, w^{1}\right)\right]^{2}\left(1+K_{1} \varepsilon^{\delta}\right)+K_{2} \varepsilon^{3(\delta-(2 / 3))} \\
& \text { for } 0<\varepsilon<\varepsilon^{*} .
\end{aligned}
$$

By combining this with several results in the theory of 1-dimensional diffusion processes, (cf. [7]). We obtain that as $\varepsilon \downarrow 0$,

$$
\begin{aligned}
& \int_{S^{1}} \int_{b_{2}}^{a(\varepsilon, c)} I(\varepsilon, a) k\left(\varepsilon^{2},(a, 0),(a, 0)\right) g(a) d a d \theta_{1} \\
& \quad=\int_{S^{1}} \int_{b_{2}}^{a(\varepsilon, c)} E\left[\exp \left\{-\frac{\varepsilon^{2}}{2} V\left[f^{\ell}\left(\cdot, a, w^{1}\right)\right]^{2}\right\} I_{A_{1}[\mathrm{e}, a]}\left(w^{1}\right) I_{A_{2}[\varepsilon, a]}\left(w^{1}\right)\right.
\end{aligned}
$$

$$
\begin{gather*}
\left.\mid r^{\mathrm{e}}\left(1, a, w^{1}\right)=a\right] k\left(\varepsilon^{2},(a, 0),(a, 0)\right) g(a) d a d \theta_{1}(1+o(1))  \tag{6.17}\\
=\int_{S^{1}} \int_{b_{2}}^{a(\varepsilon, c)} E\left[\exp \left\{-\frac{\varepsilon^{2}}{2} V\left[f^{\ell}\left(\cdot, a, w^{1}\right)\right]^{2} / r^{\ell}\left(1, a, w^{1}\right)=a\right]\right. \\
k\left(\varepsilon^{2},(a, 0),(a, 0)\right) g(a) d a d \theta_{1}(1+o(1)) \\
=\frac{1}{2 \pi \varepsilon^{2}} \int_{S^{1}} d \theta_{1} \int_{b_{2}}^{a(\ell, c)} E\left[\exp \left\{-\frac{\varepsilon^{4}}{2} \frac{k^{\prime}(a)^{2}}{g(a)^{2}} \widetilde{V}\left[w^{1}\right]^{2}\right\} / w^{1}(1)=0\right] \\
g(a) d a(1+o(1))
\end{gather*}
$$

where $I_{A_{1}[\varepsilon, a]}\left(w^{1}\right)$ and $I_{A_{2}[\varepsilon, a]}\left(w^{1}\right)$ are the indicator functions of $A_{1}[\varepsilon, a]$ and $A_{2}[\varepsilon, a]$ respectively. Furthermore, for a fixed positive constant $b_{2}$, as $\varepsilon \downarrow 0$,

$$
\begin{align*}
& \int_{S^{2}} \int_{0}^{b_{2}} I(\varepsilon, a) k\left(\varepsilon^{2},(a, 0),(a, 0)\right) g(a) d a d \theta_{1} \\
& \quad=o\left(\frac{1}{2 \pi \varepsilon^{2}} \int_{R^{2}} \frac{\varepsilon^{2} \frac{b(x)}{2}}{\sinh \varepsilon^{2} \frac{b(x)}{2}} m(d x)\right) \tag{6.18}
\end{align*}
$$

and

$$
\begin{gather*}
\frac{1}{2 \pi \varepsilon^{2}} \int_{S^{1}} d \theta_{1} \int_{0}^{b_{2}} E\left[\exp \left\{-\frac{\varepsilon^{4}}{2} \frac{k^{\prime}(a)^{2}}{g(a)^{2}} \tilde{V}\left[w^{1}\right]^{2}\right\} / w^{1}(1)=0\right] g(a) d a \\
=o\left(\frac{1}{2 \pi \varepsilon^{2}} \int_{R^{2}} \frac{\varepsilon^{2} \frac{b(x)}{2}}{\sinh \varepsilon^{2} \frac{b(x)}{2}} m(d x)\right) \tag{6.19}
\end{gather*}
$$

On the other hand,

$$
J(\varepsilon, a)=E\left[\exp \left\{-\frac{\varepsilon^{4}}{2} \frac{k^{\prime}(a)^{2}}{g(a)^{2}} \tilde{V}\left[w^{1}\right]^{2}\right\} / w^{1}(1)=0\right]
$$

can be rewritten in the following form:

$$
\begin{aligned}
& J(\varepsilon, a) \\
& \quad=E\left[\exp \left\{-\frac{1}{2} E\left[\left\{\varepsilon^{2} \frac{k^{\prime}(a)}{g(a)} \int_{0}^{1}\left(w^{1}(s)-\int_{0}^{1} w^{1}(t) d t\right) d w^{2}(s)\right\}^{2} / \mathscr{F}^{1}\right]\right\} / w^{1}(1)=0\right] .
\end{aligned}
$$

Hence

$$
\begin{align*}
& J(\varepsilon, a) \\
& =E\left[E\left[\exp \left\{\sqrt{-1} \varepsilon^{2} \frac{k^{\prime}(a)}{g(a)} \int_{0}^{1} w^{1}(s) d w^{2}(s)\right\} / \mathscr{F}^{1} \cap\left\{w^{2}(1)=0\right\}\right] / w^{1}(1)=0\right] \\
& =E\left[E\left[\exp \left\{\sqrt{-1} \varepsilon^{2} \frac{k^{\prime}(a)}{g(a)} S(1, w)\right\} / \mathscr{F}^{1} \cap\left\{w^{2}(1)=0\right\}\right] / w^{1}(1)=0\right]  \tag{6.20}\\
& =E\left[\exp \left\{\sqrt{-1} \varepsilon^{2} \frac{k^{\prime}(a)}{g(a)} S(1, w)\right\} / w(1)=0\right]
\end{align*}
$$

where $S(1, w)$ is the stochastic area of Lévy, i.e.,

$$
S(1, w)=\frac{1}{2} \int_{0}^{1}\left(w^{1}(s) d w^{2}(s)-w^{2}(s) d w^{1}(s)\right) .
$$

Combining this with (6.17) (6.18) and (6.19) we obtain that as $\varepsilon \downarrow 0$,

$$
\begin{aligned}
& \int_{S^{1}} \int_{0}^{a(\varepsilon, c)} I(\varepsilon, a) k\left(\varepsilon^{2},(a, 0),(a, 0)\right) g(a) d a d \theta_{1} \\
& \sim \frac{1}{2 \pi \varepsilon^{2}} \int_{S^{1}} d \theta_{1} \int_{0}^{a(\S, c)} E\left[\exp \left\{\sqrt{-1} \varepsilon^{2} \frac{k^{\prime}(a)}{g(a)} S(1, w)\right\} / w(1)=0\right] g(a) d a \\
& \sim \frac{1}{2 \pi \varepsilon^{2}} \int_{S^{1}} d \theta_{1} \int_{0}^{a(\S, c)} \frac{\varepsilon^{2} \frac{b(a, 0)}{2}}{\sinh \varepsilon^{2} \frac{b(a, 0)}{2}} g(a) d a .
\end{aligned}
$$

Here we used the following formula: for every $\lambda \in \boldsymbol{R}$,

$$
E[\exp \{\sqrt{-1} \lambda S(1, w)\} / w(1)=0]=\frac{\frac{|\lambda|}{2}}{\sinh \frac{|\lambda|}{2}}
$$

(for example, see [6]). Hence as $\varepsilon \downarrow 0$,

$$
\begin{align*}
& \int_{s^{1}} \int_{0}^{a(\varepsilon, c)} I(\varepsilon, a) k\left(\varepsilon^{2},(a, 0),(a, 0)\right) g(a) d a d \theta_{1} \\
& \quad \sim \frac{1}{2 \pi \varepsilon^{2}} \int_{R^{2}} \frac{\varepsilon^{2} \frac{b(x)}{2}}{\sinh \frac{\varepsilon^{2} \frac{b(x)}{2}}{}} m(d x) \tag{6.21}
\end{align*}
$$

We now set

$$
M^{c}\left(a, w^{1}\right)=\max _{0 \leqq \leq \leq 1}\left(\frac{\left|r^{\varepsilon}\left(t, a, w^{1}\right)-a\right|}{\varepsilon}\right)
$$

For sufficiently small $\gamma_{1}>0$, we set $\delta(a)=a^{\gamma_{1}}$.
Next, for sufficiently small $\gamma_{2}>0$, we set

$$
\begin{aligned}
A_{1}\left(\varepsilon, c, \gamma_{2}\right)=\int_{a(\mathrm{e}, c)}^{\infty} E\left[\exp \left\{-\frac{\varepsilon^{2}}{2} V\left[f^{\imath}\left(\cdot, a, w^{1}\right)\right]^{2}\right\} ; M^{\imath}\left(a, w^{1}\right)>\frac{\delta(a)}{\varepsilon^{\gamma_{2}}}\right. \\
\left.\mid r^{\imath}\left(1, a, w^{1}\right)=a\right] k\left(\varepsilon^{2},(a, 0),(a, 0)\right) g(a) d a .
\end{aligned}
$$

and

$$
\begin{aligned}
& A_{2}\left(\varepsilon, c, \gamma_{2}\right)=\int_{a(\varepsilon, c)}^{\infty} E\left[\exp \left\{-\frac{\varepsilon^{2}}{2} V\left[f^{\varepsilon}\left(\cdot, a, w^{1}\right)\right]^{2}\right\} ; M^{\varepsilon}\left(a, w^{1}\right) \leqq \frac{\delta(a)}{\varepsilon^{\gamma_{2}}}\right. \\
&\left.\mid r^{\varepsilon}\left(1, a, w^{1}\right)=a\right] k\left(\varepsilon^{2},(a, 0),(a, 0)\right) g(a) d a .
\end{aligned}
$$

Then it is easy to see that

$$
\begin{gather*}
A_{1}\left(\varepsilon, c, \gamma_{2}\right) \leqq \int_{a(\mathrm{e}, c)}^{\infty} P\left[M^{\mathrm{e}}\left(a, w^{1}\right)>\frac{\delta(a)}{\varepsilon^{\gamma_{2}}} / r^{\mathrm{z}}\left(1, a, w^{1}\right)=a\right]  \tag{6.22}\\
k\left(\varepsilon^{2},(a, 0),(a, 0)\right) g(a) d a
\end{gather*}
$$

Next we note that

$$
M^{\mathrm{z}}\left(a, w^{1}\right) \leqq \max _{0 \leqq \leq 1 \leq 1}\left|w^{1}(t)\right|+\varepsilon \int_{0}^{1} \frac{g^{\prime}\left(r^{\mathrm{z}}\left(s, a, w^{1}\right)\right)}{g\left(r^{2}\left(s, a, w^{1}\right)\right)} d s
$$

and without loss of generality we may assume

$$
a(\varepsilon, c) \geqq 2 r^{*}
$$

Hence setting $\sigma^{2}\left(w^{1}\right)=\inf \left\{t ; r^{\varepsilon}\left(t, a, w^{1}\right)=r^{*}\right\}$, we obtain that for any $a \geqq a(\varepsilon, c)$

$$
\begin{aligned}
& P\left[M^{\varepsilon}\left(a, w^{1}\right)>\frac{\delta(a)}{\varepsilon^{\gamma_{2}}} / r^{\varepsilon}\left(1, a, w^{1}\right)=a\right] \\
& \leqq P\left[M^{\varepsilon}\left(a, w^{1}\right)>\frac{\delta(a)}{\varepsilon^{\gamma_{2}}}, \sigma^{\mathrm{e}}\left(w^{1}\right) \geqq 1 / r^{\mathrm{e}}\left(1, a, w^{1}\right)=a\right] \\
& +P\left[\sigma^{\mathrm{e}}\left(w^{1}\right)<1 / r^{\mathrm{e}}\left(1, a, w^{1}\right)=a\right] \\
& \leqq P\left[\max _{0 \leqq \leq 1}\left|w^{1}(t)\right|>\frac{\delta(a)}{\varepsilon^{\gamma_{2}}}-\frac{\varepsilon \alpha_{2}}{\gamma_{2}} / r^{\mathrm{e}}\left(1, a, w^{1}\right)=a\right] \\
& +P\left[\sigma^{\ell}\left(w^{1}\right)<1 / r^{\varepsilon}\left(1, a, w^{1}\right)=a\right] .
\end{aligned}
$$

Therefore, for sufficicently small $\varepsilon>0$,

$$
\begin{aligned}
& A_{1}\left(\varepsilon, c, \gamma_{2}\right) \leqq \int_{a(\mathrm{q}, c)}^{\infty}\left\{P\left[\left.\max _{0 \leqq t \leq 1}\left|w^{1}(t)\right|>\frac{1}{2} \frac{\delta(a)}{\varepsilon^{\gamma_{2}}} \right\rvert\, r^{\mathrm{r}}\left(1, a, w^{1}\right)=a\right]\right. \\
&\left.+P\left[\sigma^{\mathrm{q}}\left(w^{1}\right)<1 \mid r^{\mathrm{q}}\left(1, a, w^{1}\right)=a\right]\right\} k\left(\varepsilon^{2},(a, 0),(a, 0)\right) g(a) d a .
\end{aligned}
$$

Then by using the theory of 1-dimensional diffusion processes (cf. [7]), we can show that the integral in the right hand side converges.
This implies

$$
\begin{equation*}
A_{1}\left(\varepsilon, c, \gamma_{2}\right) \rightarrow 0 \tag{6.23}
\end{equation*}
$$

Next we note that

$$
V\left[f^{\ell}\left(\cdot, a, w^{1}\right)\right] \geqq V\left[f_{1}^{\ell}\left(\cdot, a, w^{1}\right)\right]-V\left[f_{2}^{\ell}\left(\cdot, a, w^{1}\right)\right] .
$$

Hence

$$
\begin{aligned}
& A_{2}\left(\varepsilon, c, \gamma_{2}\right) \\
& \leqq \int_{a(\mathrm{z}, c)}^{\infty} P\left[V\left[f_{1}^{\mathrm{z}}\left(\cdot, a, w^{1}\right)\right] \leqq 4 V\left[f_{2}^{\mathrm{e}}\left(\cdot, a, w^{1}\right)\right],\right. \\
& \left.\quad M^{\mathrm{e}}\left(a, w^{1}\right) \leqq \frac{\delta(a)}{\varepsilon^{\gamma_{2}}} / r^{\mathrm{e}}\left(1, a, w^{1}\right)=a\right] k\left(\varepsilon^{2},(a, 0),(a, 0)\right) g(a) d a \\
& +\int_{a(\mathrm{e}, c)}^{\infty} E\left[\exp \left\{-\frac{\varepsilon^{2}}{4} V\left[f_{1}^{\mathrm{e}}\left(\cdot, a, w^{1}\right)\right]^{2}\right\} ; V\left[f_{1}^{\mathrm{e}}\left(\cdot, a, w^{1}\right)\right]>4 V\left[f_{2}^{\mathrm{e}}\left(\cdot, a, w^{1}\right)\right],\right. \\
& \left.\left.\quad M^{\mathrm{q}}\left(a, w^{1}\right) \leqq \frac{\delta(a)}{\varepsilon^{\gamma_{2}}} \right\rvert\, r^{\mathrm{e}}\left(1, a, w^{1}\right)=a\right] k\left(\varepsilon^{2},(a, 0),(a, 0)\right) g(a) d a \\
& \equiv B_{1}\left(\varepsilon, c, \gamma_{2}\right)+B_{2}\left(\varepsilon, c, \gamma_{2}\right) .
\end{aligned}
$$

By using same arguments as above, it is easily seen that as $\varepsilon \downarrow 0$,

$$
\begin{equation*}
B_{2}\left(\varepsilon, c, \gamma_{2}\right) \rightarrow 0 . \tag{6.24}
\end{equation*}
$$

Furthermore there exist positive constants $K_{3}$ and $K_{4}$ such that for $a \geqq a(\varepsilon, c)$ on the $\left\{w^{1} ; M^{\imath}\left(a, w^{1}\right) \leqq \frac{\delta(a)}{\varepsilon^{\gamma_{2}}}\right\}$

$$
\begin{aligned}
& V\left[f_{2}^{3}\left(\cdot, a, w^{1}\right)\right] \leqq K_{3} \varepsilon^{2} \frac{\delta(a)^{2}}{\varepsilon^{2 \gamma_{2}}} a^{p-2} \phi^{\mathfrak{z}}\left(1, a, w^{1}\right)^{1 / 2} \\
& V\left[f_{1}^{\mathrm{e}}\left(\cdot, a, w^{1}\right)\right] \geqq \tilde{V}\left[w^{1}\right]\left|k^{\prime}(a)\right| \varepsilon-\left|k^{\prime}(a)\right| V\left[z^{\mathrm{e}}\left(\cdot, a, w^{1}\right)\right] \varepsilon^{2} \\
& V\left[z^{\mathrm{e}}\left(\cdot, a, w^{1}\right)\right] \leqq K_{1} a^{-1} \phi^{\mathrm{z}}\left(1, a, w^{1}\right)^{1 / 2}
\end{aligned}
$$

where

$$
z^{\varepsilon}\left(t, a, w^{1}\right)=\int_{0}^{t} \frac{g^{\prime}\left(r^{2}\left(s, a, w^{1}\right)\right)}{g\left(r^{2}\left(s, a, w^{1}\right)\right)} d s
$$

Combining these we can show that there exists a positive constant $K_{5}$ such that

$$
\begin{array}{r}
\int_{a(\mathrm{e}, c)}^{\infty} P\left[V\left[f_{1}^{\mathrm{q}}\left(\cdot, a, w^{1}\right)\right] \leqq 4 V\left[f_{2}^{\ell}\left(\cdot, a, w^{1}\right)\right], M^{\mathrm{e}}\left(a, w^{1}\right) \leqq \frac{\delta(a)}{\varepsilon^{\gamma_{2}}}\right. \\
\left.\mid r^{\imath}\left(1, a, w^{1}\right)=a\right] k\left(\varepsilon^{2},(a, 0),(a, 0)\right) g(a) d a \\
\leqq \int_{a(\varepsilon, c)}^{\infty} P\left[\tilde{V}\left(w^{1}\right) \leqq K_{5} a^{-\left(1-2 \gamma_{1}\right)} \varepsilon^{1-2 \gamma_{2}}, M^{\mathrm{\imath}}\left(a, w^{1}\right) \leqq \frac{\delta(a)}{\varepsilon^{\gamma_{2}}}\right. \\
\left.\mid r^{\imath}\left(1, a, w^{1}\right)=a\right] k\left(\varepsilon^{2},(a, 0),(a, 0)\right) g(a) d a \\
\leqq \int_{a(\mathrm{e}, c)}^{\infty} P\left[\tilde{V}\left[w^{1}\right] \leqq K_{5} a^{-\left(1-2 \gamma_{2}\right) \varepsilon^{1-2 \gamma_{2}}}\right. \\
\left.\mid r^{\imath}\left(1, a, w^{1}\right)=a\right] k\left(\varepsilon^{2},(a, 0),(a, 0)\right) g(a) d a
\end{array}
$$

Hence by using same arguments as in the proof of $V$-(10.22) in [6], we can show that there exist positive constants $\gamma_{3}$ and $K_{6}$ such that

$$
B_{1}\left(\varepsilon, c, \gamma_{2}\right) \leqq \int_{a(\varepsilon, c)}^{\infty} \exp \left\{-K_{6}\left(\frac{a}{\delta(a)} \varepsilon^{2 \gamma_{2}-1}\right)^{\gamma_{3}}\right\} k\left(\varepsilon^{2},(a, 0),(a, 0)\right) g(a) d a
$$

which implies that as $\varepsilon \downarrow 0, B_{1}\left(\varepsilon, c, \gamma_{2}\right) \rightarrow 0$. Combining this with (6.19), we obtain that as $\varepsilon \downarrow 0, A_{2}\left(\varepsilon, c, \gamma_{2}\right) \rightarrow 0$. Therefore we complete the proof of following: for every $c>0$,

$$
\int_{a(\varepsilon, c)}^{\infty} E\left[\exp \left\{-\frac{\varepsilon^{2}}{2} V\left[f^{\ell}\left(\cdot, a, w^{1}\right)\right]^{2}\right\} / r^{\ell}\left(1, a, w^{1}\right)=a\right] k\left(\varepsilon^{2},(a, 0),(a, 0)\right) g(a) d a \rightarrow 0
$$

as $\varepsilon \downarrow 0$. Combining this with (6.21) and (6.23), we can complete the proof of Theorem 2.3.
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