
3. DIRECT PRODUCTS WITH FINITE FACTORS

This section contains the fundamental results of the pre-
sent work. They concern priraarj.lv direct decompositions of fi-
nite algebras; as we shall see, however, roost of them also apply
to direct decompositions of arbitrary algebras — under the as-
sumption that some of the factors involved are finite.

The notion of an indecomposable algebra will play an impor-
tant part in our discussion. We define:

Definition 3.1. An algebra

A - < A, + , Got Ot ,..., Ogv...>

is said to be indecomposable H A * {0} and for any subalgebras
B and C of A. A - B * C implies that B - {0} or C « <0>.

Corollary 3.2. For every finite algebra

A - < A, +, Oo, Olf..., Og,...>

there exist indecomposable subalgebras A0> Alf...f Ax,... with
x < v < w such that

Proof: obvious (by induction or by contradiction).

We now give two auxiliary theorems which concern hoiromor-
phisms of finite central subalgebras of arbitrary algebras.
In formulating and proving these theorems we shall use the fa-
miliar notions of the x-th iteration f* of a function f. This
notion is understood to be defined recursively in terms of that
of the composition fg of two functions f and g; by f° we under-
stand the identity function (possibly with the domain restricted
to that of f), and we put

fic+i . f*f for every x < w.

13. These theorems have been established for groups by H. Fitting; cf.
Pitting [l], pp. 19 f.
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Theorem 3.3. Let B be a finite central subalgebra of an
algebra

f
A « < A, + , Oot Oi,..., Og,...>.

If f is a B, B-homomorphism. then there is a subalgebra C of B
such that for some x with 0 < x < u we have

*
B - (f*)*(B) x C.

Proof: The function f maps B upon a subset of B; conse-

quently, for every x,

(fx+1)*(B))Q (f*)*(B).

Hence, since B is finite, we have for some x, with 0 < x < w,

(1) (fx+1)*(BJ - (f*)*(B).
Let
(2) D - <f*)*(B);

and let C be the set of all elements ceB such that f*(c) - 0.
It is easily seen from 2.1 that C and D are central subalgebras

of B. From (1) and (2) it follows that

(3) (f*)*(D) - D.

Since D is finite we conclude that fK is a Dt D-isomorphism;

hence for every deD

f*(d) - 0 implies d - 0.

In view of the definition of C this gives

D A C «{0>.

Consequently, by 1.7 (i) and 2.4 (ii), D x C exists and

(4) D x c £ B.

If b is any element in B, then, by (2), fK(b) is in D, and there-

fore, by (3),
*

(5) f*(b) - f*(d> for some
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Hence, bv 8.1 (i),

(6) d + b1 « 0 where b'eB.

By the definition of C the latter formula gives

(7) b + bf s C.

By (S), (6), and 2.2 (i), (ii),

b - d + (b + b1).

Therefore, by (5) and ( 7 ) ,

b e D x c.

This being true for every element beB, the inclusion symbol in
(4) can be replaced by the equality symbol, and the proof is
complete. ,

Theorem 3.4. Let B be a finite indecomposable central sub-
algebra of an algebra

A • < At +, 00, Olf..., Og,...>;

let f0, flt..., fKf- with x < v < to be B, B-homomorphisms; and
let

f(b) - Z_ fK(b) for beB.

If f is a B, B-isomorphism, then at least one of the functions
fx is a B, B-isomorphism.

Proof^ We start with the following

Lemma. It_ B is a central subalgebra of an algebra

^ • < A, +, 00f Oi,...f 0£,...>,

and if g and h are B, B-homomorphisms such that

b • g(b) + h(b) for every beB,

then

gh(b) - hg(b) for every beB.
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In fact, if beB, then h(b)eB; hence

(1) h(b) - gh(b) + h2 (b).

But we also have

(8) h(b) - h[g(b) + h(b)] - hg(b) + ha(b).

Since all the elements involved rn (1) and (8) are in B,' the
conclusion follows by 8.8 (iii).

We now turn to the main theorem. We shall prove it for
v « 8; the proof can easily be completed by induction.

We put
(1) gK - f-

£fK for x - 0, 1
where f"1 is the inverse of the function f. Clearly g0and gtare
B, B-homomorphisms and

(8) b • g0(b) + gi(b) for every beB.

Hence, bv 3.3, there exist central subalgebras C0 and Ct of B
such that for some x0 and xt with 0 < x0 < wand 0 < xt < w we
have
(3) B - (go*o>*(B) x GO - (giK*)*(B) x ct.

Now assume that neither g0 nor gft is a B, B-isomorphism. Then
go*(B) and g4*(B), and hence also (g0

K.o)*(B) and (g1
lci)*(B), are

proper subsets of B. By 3.1 and (3) this gives

H> (goK°)*(B) - (

We can assume that xs ^ x0. Then (4) implies

(5) go^b) " eiK(b) " 0 for beB and X0 1 it < «.

From t8) we obtain bv induction, using 8.8 (i), (ii) and the
lemma previously established,

(6) Z_ g0
1cgiX~K (b) - b for beB.and X < w.

But, by (5), we have

V"
« 0 for beB and 2K0 < X < CD.
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Therefore, by ( 6 ) ,

This, however, is impossible in view of 3.1. Hence our assump-
tion regarding g0 and g± is wrong, and either g0 or g t is a
B, B-isomorphisra. But, as is easily seen from (1), this conclu-
sion implies that either f0 or f t is a B, B-isomorphism. The
proof is thus complete.

Our f i r s t fundamental result can be referred to as the dou-
ble exchange theorem. It applies to direct products which con-
tain a f i n i t e indecomposable factor. The result will be estab-
lished in 3.5 under the assumption that the factor involved is
a central subalgebra; this restriction, however, wil l be removed
in 3.7. All the remaining fundamental results of this work will
be derived in a rather simple way from 3.5 by means of certain
theorems stated in Section 2. Thus the proof of 3.5 constitutes
a central part of our discussion.

Theorem 3.5. Let B be a f in i t e indecomposable central sub-
algebra of an algebra

-A « < A, +, Oot O l t . . . , Og , . . .> ,

.. with x < v < to be arbi-
trary subalgebras of A such that B x C exists and

p x r* " I ID

Then for some X < v there exist subalgebras X and Y o_f D^ such
that

Dx - XxY and B x C - X x C - B xYx DK x ^_t DK + x + t .

Proof: Let

• n D..(1) A' - B x C

By 1.20, the**e exist A1, DK -homomorphisms fK with x < v such
that

.-I
H<V

(8) a - /L. fK(a) for aeA
1, and fK*(A') « DK for x < v.

By 1.80 and (1), there exists an A1, B-homomorphism g such that
for every element aeA1 we have
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(3) a - g(a) + c'where ceC.

By 1.4 (ii),

<4) g(b) - b and g(c) - 0 for beB and ceC.

Hence, by (2),

b • 2L. gfK(b) for every beB.

Therefore, bv 3.4, at least one of the functions gfK, say gfx,
is a B, B-isomorphism.

Let

(5) X - fX*(B).

Then

(6) g*(X) - B.

Furthermore, g is an X, B-isomorphism, and consequently, bv (4),

(7) x HC - <0}.

It is easily seen that X is a central subalgebra of A', while,
by (1) and 1.L6, C is a subtractive subalgebra of A1. Therefore,
bv 2.5 (ii) and (7), X x c exists and, bv (1), (2), and (5),

(8) X x C £B x C.

Let

(9) DJ - fH*(B) for x < v, and C
f - C HM DJ.

We then have, by (1) and (2),

£ D Di £B x C.(10) B . .x<v

From (1), (2), and (9) it follows by 2.6 (ii) and 2.7 that D{

.a central subalgebra of A1 for x < v. Hence, by 2.4 (iv),
£ is a central subalgebra of A1, and consequently, by

2.3 (i), a subtractive subalgebra of A1. Therefore, by (9),
(10), and 1̂ 18,
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(11) B x C' - n DJ.

(5) and (9) imply that X - D£. We conclude hence by (11) that

X £B x c'.

Consequently,

(18) X x c1 S. B x cf

By (5) and (6), X and B clearly have the same number of elements,
and from (9) we see that Cf is finite. Hence X ,x Cf and B x C1

have the same number of elements, and inclusion (18) can be re-
placed by the corresponding equation. Thus, by (9),

Therefore

B x c £ X x c.

Together with (8) this gives

(18) B x C - X x c.

From (1) it follows by 1.16 that Dx is a subtractive subalgebra
of A1. By (1), (8), and (5), X is a subalgebra of Dx. Hence,
by (1), (18), and 1.18,

(14) Dx - X x Y where Y - C A Dx.

Let

(15) D - f} D, x n_x-i DK+X+1 and D- - Q DJ xf t̂ Di+x + 1.

Then, by (1) and (14),

(16J X x D £ Dx x D - A*.

Furthermore, by (8), (14), and (15), we have for every element
a in A1:

(17) a eY x D if, and only if, fx(a)eY;

and from (14) we obtain by 1.8 (i)
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(18) X HY - <0>.

For any given element b in B, f^ (b) is in X by (6); therefore,
by (17) and (18),

b E Y x D if, and only if, fx(b) = 0.

Since fx is a B, X-isomorphism, this implies that

(19) B A (Y x D) - (0>.

C and D^ being subtraetive subalgebras of A1, we easily see from
(14) and 1.15 that Y is a subtraetive subalgebra of A1. Conse-
quently, by (17) and 1.15, Y x D is a subtractive subalgebra of
A1. Therefore, by (19) and 2.5 (ll)t B * (Y x D) exists and

(20) B x (Y x D) £ A1.

By (1), (2), (9), and (15), Df is a subalgebra of D. Hence, by
(11), (15), and (20), B x D1 exists and

B x Df £=l i «i.
K<V K

Therefore, by (5), (9), and (15),

B x DpS X x D».

Since D1 is clearly finite while B and X have the same number of
elements, this implies that

B x D1 - X x Df.

Consequently,

(21) X & B x Df.£ B x (Y x Dl.

By (14) and (16),

A1 - X x (Y x D).

Hence, by (20) and (21),

(22) A1 « B x (Y x D).
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The conclusion now follows from (1), (18)-(15), and (2£).

Another proof of Theorem 3.5, which has a somewhat more ele-
mentary character, is also available; it does not, in particular,
involve the notion of homomorphism (and hence is independent of
Theorem 3.4), and the properties of isomorphism which are used in
it are all of an obvious nature. This proof, however, is longer
and more involved in details than the original one, and it will
not be given here.

Theorem 8.6 (First exchange theorem). Let B be a finite
subalgebra of an algebra

A - < A, +, 00, Olf..., Og,...>,

and let C as well as D0, Dlf . . .., DK,... with x < v < w be arbi-
trary subalgebras of A such that B * C exists and

" I IB x C " D.<.
K<V K

Then there exist subalgebras D/t DJ,..., D̂ ,... such that

DK £ DK for every x < v, and B * C • B *

Proof: We first assume B to be a central subalfiebra of
B x C. By 3.2 there exist indecomposable subalgebras B0, B!,
Bx,... with x •< n < w such that

(1) B " UTC BK"

We shall prove the theorem by induction with respect to it. If
it - 0, then, by (1) and 1.10, B « <0>. We then put DK - Dx for
x < v, and the conclusion follows by 1.8 (ii). Suppose that
(j, < w, and assume the theorem to hold for TC < ^. If ft • |i + 19
then, by (1),

(2) B x C « kj[ BK x (B^ x C).

Hence, by the inductive premise,

(8) B x c « IJ BH x M DJJ where D£ ^ DK for x < v.

Let

(4) D" '
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Then, by (2) and (3),

(5) B x c « Bu x D" x c - I I D " .
H V K<V-M *

By 3.5 and (5), and in view of the fact that B^ is indecomposable,
there exist for some X < v + 1 two subalgebras X and Y of D£ such
that

(8) Dj[ - X x Y and B x C - X x D» x C - BM x Y x D" x ^ D»+x+1

(5) and (6) imply by 2.18 that B^ a Xj hence, by 3.1, X * {0}.
From (6) we further conclude that

x n DJ; - x and x no;1 • (o>.

Therefore X * v. Let

D£ « Y and D£ « DjJ for x <• v and x # X.

Then, by (1), ( 4 ) , and (6 ) ,

B x c - B x I J D£.

Thus the theorem holds for TC « jj, + 1; and therefore it holds for
every n in (1)—under the assumption that B is a central sub-
algebra of B x C.

. Turning now to the general case, we notice that, by
2.11 (i), 2.6 (ii), and the hypothesis, Bc is a finite central
subalgebra of B x C. Hence, by 2.13,

Bc x C - M [(BC x C) H DK].
*

Consequently, by the first part of the proof, we have

Bc x c - Bc x I J D£ where DJ £ (Bc x C) H DK, for x < v.

Therefore, by 2.14,

B x c « B x 1^1 D£.

This completes the proof*



46 DIRECT DECOMPOSITIONS OP FINITE ALGEBRAIC SYSTEMS

Theorem 3.7 (Double exchange theorem). The conclusion of
Theorem 3.5 holds also in case B is an arbitrary finite indecom-
posable subalgebra of A (and not necessarily a central subalgebra).

Proof: We can assume without loss of generality that

(1) A - B x C - IK<] DK.

If B is a central subalgebra of B x C, then the conclusion
holds by 3.5. Assume that B is not a central subalgebra of
B x C. By 3.6 and (1),

(8) A - B x I J D& where Dfc & Ifc for x < v.

Hence, by (1), 1.16, and 1.18, there are subalgebras D£ such that

(8) DK * D£ x DJJ for x < v.

Consequently, by (1),

• Q DS x U D*-
This implies, bv (2) and 2.17,

(4) B » .

Since B is indecomposable, we conclude that all but one of the
algebras DJJ, say, all except D;[, must be equal to (0}, and there-
fore DJ • DH for x < v and x * X. Hence, if we put X « D£ and
Y • DX, we have by (2) and (3),

(B) A - B x Y x F|DK x P_x_t DI{+X+I and Dx - X x y.

Furthermore, by (4),

(6) B »X.

By (l>, 18), and (5) we obtain:

(7) A - X x y x Q Dx x Q_x_t DK+x*f

(6) implies that X is finite. Consequently, by (1), (7), and
3.6,

(8) A " X x Bf x c1 where B1 &• B and C1 £. C.
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Hence, by (1), 1.16, and 1.18, there are subalgebras B" and C"
such that

<9> B - B1 x B" and C * C1 x C".

Therefore, by '(1), (6), (8), 2.16 (iii), and 8.17,

(10) B « B" x C" .

B being indecomposable, this shows that either B" « {0} or C" «
(0). In the first case we have B a C". By (1), (9), and 1.16,
B x cfl exists and is a subtractive subalgebra of A; therefore,
by 2.19, B is a central subalgebra of B x c". Consequently, by
2.6 (i), (ii), B is a central subalgebra of B x C; this, however,
contradicts our original assumption. Hence we must have C" •
{0>, and therefore, by (9) and (10), and In view of the finite-
ness of B,

B1 - {0} and C « C1.

Consequently, by (8),

(11) A « X x c.

The conclusion follows from (1), (5), and (11).

Theorem 8.8 (Second exchange theorem). Under the assumptions
of Theorem 8.6 there exist subalgebras D£ for x < v such that

B x c " U D* x c-
Proof: by induction, using 8.7.
In connection with the last few theorems it would be inter-

esting to see whether the following general double exchange
theorem holds:

Under the assumptions of Theorem 3.6 there exist subalgebras
and D£ such that

B x C B Di x C - B x

If a proof of this conjecture were at hand, Theorems 8.5-8.8
could clearly be derived from it as immediate consequences.
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"9 (Refinement theorem)?4 Let BQ. Blt..., BK>...
with x < v < (o and C0> Ct,..., Cx, . . . with \ < n < u be subalge-
bras of an algebra

A « < A, + , 00t Oi,..., Cg,...>

such that the algebras BK with x < v-l are finite and"

A - M BK « L I Cx.x<v * \<n A

Then there exist subalgebras BxX and CxX of A such that

U " K • «* = C*X for K < V and

Proof: With the help of 3.8 we easily show by induction
that there exist subalgebras CKx *"

or * < v~l and X < TC such that

(1) A - M M
K<k X<Tl

for i < v.

By considering two successive values for t, we conclude by 2.17
that

(8) BK » y CHX for x < v-l.

Prom (1 ) (wi th i - v-l) i t follows that, fo r every X< "^

exists and is a subalgebra of Cx. We see from the hypothesis and
1.16 that Cx is a subtractive subalgebra of A. Hence, by (1)
and 1.18, there exists a subalgebra Cv->1 X of Cx such that

Substituting this in the formula

A ' Pv B* ' P. °*

and comparing the resulting formula with (1J (for t - v-l), we
conclude by 2.17 that (2) holds also for x - v-l. Hence, by
2.18 (iv), there exist subalgebras BKX of BK such that

14. Theorems 3.9 and 3.11 even when applied to groups cannot be deriv-
ed from the results known in the .literature; the reason is that the sub-
groups B f in 3.9 and C in 3.11 are not assumed to be finite. (Of course,
if these subgroups, and thus also the whole group &, were assumed to be fin-
ite, then the group-theoretical implications of 3.9 and 3.11 would present
rather trivial consequences of the unique factorization theorem for finite

groups.)
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BK " I ' BKX an(* BKX ^ ̂ *X ̂ OF K < V an<^ ^ < 7l*

This completes the proof.

Theorem 3.10 (Unique factorization theorem??8 Every finite
algebra

A - < A, +, 00, Olf...f Og,...>

has, up to isomorphism, just one representation as a direct pro-
'duct of indecomposable subalgebras;

A • Dv A«
(cf. Corollary 8.2). More specifically, if

is another representation of this kind, then v « n and there
exists a permutation qp of the ordinals 0, 1, ..., v-1 such that

v

and

(ii) AK * Bf (K) for x < v.

Proof: Suppose we have defined the values <p(x) for all
K < n in such a way that (i-) holds. By 8.7, there exist for
some X < 7i two subalgebras X and Y of B\ such that

(1) BX • X x T and A - M Bf (1C) x X x Q.̂ t A»+|l+1.

Hence, by ( i ) and S.17, X S A^. Since A^ and Bx are indecompos-
able, we conclude by 8.1 and (1) that X * {0>, and consequently
Y * <0>. Therefore B^ • X. If we put < p ( ^ t ) - X we can thus
write (1) in the form

IsT Theorem 3.10 for groups follows fron the »ain result in Schnidt
[lj. (in Maclagen-Wedderburn [l] the unique factorization theorem for groups
lacks the "exchange" conclusion (i) , while in Renak [l] this conclusion is
stated in somewhat weaker form. )
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A

It is now easy to see how 9 can be defined recursively so as to
satisfy (i). Furthermore, qp is clearly a permutation and there-
fore v « 7i. Finally, by considering (i) with two successive val-
ues for p, we conclude by £.17 that (ii) is also satisfied, and
the proof is complete.

Theorem 8.11 (Cancellation theorem??4 Let B be a finite
subalgebra of an algebra

A -<A, +, Dot Olt..., Og,...>,

and let B1, C, and Cf be arbitrary subalgebras of A such that
B * C exists and

B x C « B1 x Cf.

Then

(i) A - B x C and B a B1 imply C a C1;

(ii) B ~ Bf implies C - C1.

Proof: We shall actually prove a somewhat stronger state-
ment, namely the following

Lemma. Let B be a finite subalgebra of an algebra

A " < A, +, Got Oi,...t Og,.*.>t

and let Bf, C, Cf, and D be arbitrary subalgebras of A such
that B x c x D exists and

B x c x D " Bf x Cf x D.

Then

(i) A - B x C x D and .B * B1 imply C = C1;

( i i ) B ~ Bf implies C s C1.

In fact, suppose that

(D A « B x C x D • B1 x Cf x D and B « Bf.

Bv 3.2, B can be represented in the form
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B

where the subalgebras B* with x < v are finite and indecomposable.
We shall establish the first part of our lemma by induction with
respect to v. If v - 0, then the conclusion follows from 8.17..
Suppose that w < <a, and assume the lemma to hold whenever v £ n.
Let v - TC + 1. By (1), (2), and 8.16 (v), B1 has a representa-
tion

(8) B' - k<J BJ with BK ft B£ for x < v.

The subalgebras Bf are clearly indecomposable. Hence, by (1),
(8), and 3.7, we either have

(4) A « l l BK x B£ x c x D for some X < v,

or else there exist subalgebras X and Y of C1 such that

(6) A - I I B.*Xx C *D - M B' x P.I x y x D and Cf - X x y.
K<V-l K K<V K v

If (4) holds, then, by (1), (8) , and 2.17,

B, - t*BJ .

We then conclude from (8) , using various parts of 2.16, that

D BK
 s I ] Bi x L . B4+x+f-t K H<X K H<V-X-» X-I-AI-*

Consequently, by ( l ) - ( 4 ) and the inductive premise,

(6) C S C1.

If (5) holds, then, by (1), (8), (8), and the inductive premise,

(7) C tt BJ_t x Y.

Furthermore, by (1), (8), (5), and 8.17,

B,_t« X.

Using (8), (5), (7), and the various parts of 8.16, we see that
(6) holds in this case as well. Thus, part (i) of the lemma has
been established. To obtain part (ii) we proceed in an
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analogous way; we use, however, 2.18 instead of 8.17, and various
elementary properties of isomorphism instead of 8.16. Since
Theorem S.ll is but a particular case of our lemma, the proof is
complete.

To conclude this section we want to discuss briefly certain
generalizations of the results obtained in Theorems 3.5-3.11.
In each of these theorems some of the algebras involved have been
assumed to be finite. Actually all these theorems with the ex-
ception of 3.11 Cii), remain valid if we assume only that the
algebras in question satisfy the so-called double chain condition
for central subalgebras — i.e., that they contain no infinite se-
quence of central subalgebras which is strictly increasing or
strictly decreasing. We shall refer to these generalizations as
Theorems 3.5f, 3.6% etc.; in 3.10'1* we state only that the alge-
bra A has, up to isomorphism, at most one (and not just one)
representation as a product of indecomposable factors.

By analyzing the proofs of Theorems 3.5-3.11, we notice
that the condition of finiteness is needed only to enable us to
apply £.11 (i) and 3.2-3.4. As is easily seen, the assumption
that Ac be finite can be replaced in 2.11 (i) by the double
chain condition for central subalgebras of A (in fact, this con-
dition is needed merely for increasing sequences of central sub-
algebras). Similarly we notice that Theorems 3.3 and 3.4 remain
valid if the assumption of the finiteness of B is replaced by
the double chain condition. Having made these observations, we
meet with no difficulties in verifying Theorems 3.5f-3.7f. Cer-
tain complications arise in connection with Theorems 3.81 and
S.llMi); this is due to the fact that Corollary 8.2 can no
longer be applied; these complications, however, are not of a
very serious nature. Consider, for instance, Theorem 3.81.
Prom the restriction imposed on B we conclude that B can be rep-
resented in the form

B - Bf x B"

where Bf is a central subalgebra of B, while no factor of B",
except {0>, is a central subalgebra of B. By an argument sim-
ilar to that applied In the proof of Theorem 3.7 we show that
there exist subalgebras D» of DH for H < * such that

B x C - B' x DJ x C.

The algebra B' is clearly the direct product of indecomposable
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subalgebras, and hence we can complete the proof by reasoning in
the same way as in the proof of Theorem 3.8 (we use, of course,
3.71 instead of 3.7). The difficulties in the proof of Theorem
3.111 (i) can be overcome in a similar wav. The proofs of the
remaining two theorems, 3.91 and 3.10', are analogous to those
of 3.9 and 3.10.18

On the other hand, it is readily seen that Corollary 3.2
and Theorem 3.11 ( i i ) cannot be generalized in the same way as
the other theorems of this section. For instance, we can easily
construct an algebra whose center consists of just one element
and which is isomorphic wi th a proper factor of i tself; obvious-
ly, the conclusions of 3.2 and 3.11 ( i i ) do not hold for such an
algebra.

The generalizations cf Theorems 3.5-3.11 discussed above
apply in particular to those algebras which have a f ini te center
They have various simple and interest ing implications for the
so-called centerless algebras, i.e., for those algebras in which
the center consists of the zero element only. The relation af
central isomorphism between subalgebras of a centerless algebra
obviously reduces to logical ident i ty . Hence it is clear that
our results take on a simple form when applied to this class of al-
gebras. However, the fundamental results for centerless algebra
can be more readily derived f rom certain theorems of Section 2.

In fact, we obtain directly f rom 2.13 the fol lowing corol-
lary:

I Let B be a centerless subalgebra of an algebra

A « < A, +, 00, O t > . . . , Og,...*.

18. It may be interesting to compare Theorems«3.5f-3.II1 in their ap-
plicatiins to groups with related results which are explicitly or implicitly
contained in group-theoretical literature, e.g., in Fitting [l], Qolowin [i],
Korinek [i], Krull [i], Kurosh [l], and Schmidt [l]. Our theorems seem to
give some essentially new results even when applied to groups (with or with-
out operators). One of the reasons is that in 3.5'-3.9f and 3.II1 not the
whole algebras, but only certain subalgebras are assumed to satisfy the
double chain condition. The main results in Pitting [l], Krull [1], and
Schmidt [1] immediately follow from Theorem 3.10*. On the other hand, the
results in Golowin [l], Korinek [1], and Kurosh [l] cannot be derived from
the theorems established in this work. Nevertheless these results can be ex-
tended to arbitrary algebras as well; in the case of Golowin [l] this requires
an extension of the notion of a direct product to infinite systems of subalge-
Jbras. We may add that some of our results, e.g., Theorems 3.9' and 3.101, can
also be extended to Infinite direct products.
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JL£ Cf Do, Dif...f DKf... with x < v < w are arbitrary subalgebras
M A such that B x C exists and

* C " Dx,

then

c • P ( cno K ) .
From this we get in turn the fol lowing theorems:

II (Strict ref inement theorem). Let

A - < A, +, 00, Oi , . . . f Og, . . .

be a centerless algebra and let B0, Blf..., BK>... with
x < v < a) and CQ, Clf..., £x» " ' "

 w* ̂ n ^ < n < u be subalgebras
of A such that

Then

B • I I (BK H C^) for x < v, aM GX • I <l CBKO C^) for X < n.x

III (Strict unicity theorem) . If, under the assumptions
£f II, all the algebras Bv and C^ are indecomposable, then v « w,
and there exists a permutation 9 of the ordinals 0, 1,..., v - 1
such that

BK * C9(ll) for x <; v.

IV (Strict cancellation theorem). Let B be a centerless
subalgebra of an algebra

_A « < A, +, 00, Oftv.... Og,...-.

II c and D are any subalgebras of A^ such that B x C exists and

B x c « B x Df

then

C " D.

The theorems .just stated can be applied in particular to
various algebras discussed in Examples I-IV of Section 2; they
thus contain as special cases most of the results of a related
nature- which can be found in the literature and concern
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centerless groups, rings with unit elements, and lattices.17

In a certain sense Theorems I and IV are the best results
obtainable. In fact, the following result can be established:

V. For every algebra

B - < B, +, Oo, Olf..., Og,...>

the following conditions are equivalent;

(i )* B is centerless;

(ii) B satisfies Theorem I for every "superalgebra" Aj

(iii) B satisfies Theorem IV £or every "superalgebra" A.

On the other hand, Theorems II and III can be extended to a
wider class of algebras. They apply to every algebra A in which
all factors in direct decompositions constitute a Boolean algebia
under inclusion (and Theorem II expresses even a characteristic
property of such algebras). This class of algebras tis rather
comprehensive; it contains, for instance, all centerless alge-
bras and, more generally, every algebra which cannot be mapped
homomorphically on any subalgebra of its center with at least
two different elements. Thus, e.g., the strict unicity theorem
for groups which coincide with their commutator groups18 appears
as a particular case of the generalized Theorem III.

17. We have in mind the results stated in Birkhoff [l]f p. S3, Pitting
[l] p. .29, Golowin [l], p 424, Jacobson [l] , pp. 62 f. and Remak [l], p.304.
Although Theorems II and III are formulated in the text only for finite di-
rect products, they can be extended to infinite products • of. the preceding
footnote. Compare here, Jonsson-Tarski [2] and [3].

18. Cf. Speiser [l], pp. 136 f.


