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Syntactic Preservation Theorems
for Intuitionistic Predicate Logic

Jonathan Fleischmann

Abstract We define notions of homomorphism, submodel, and sandwich of
Kripke models, and we define two syntactic operators analogous to universal and
existential closure. Then we prove an intuitionistic analogue of the generalized
(dual of the) Lyndon-Łoś-Tarski Theorem, which characterizes the sentences
preserved under inverse images of homomorphisms of Kripke models, an intu-
itionistic analogue of the generalized Łoś-Tarski Theorem, which characterizes
the sentences preserved under submodels of Kripke models, and an intuitionistic
analogue of the generalized Keisler Sandwich Theorem, which characterizes the
sentences preserved under sandwiches of Kripke models. We also define several
intuitionistic formula hierarchies analogous to the classical formula hierarchies
∀n(= 50

n) and ∃n(= 60
n), and we show how our generalized syntactic preser-

vation theorems specialize to these hierarchies. Each of these theorems implies
the corresponding classical theorem in the case where the Kripke models force
classical logic.

1 Introduction

1.1 Statement of the Problem In classical model theory, much attention has been
devoted to characterizing the connection between classes of models and their first-
order syntactic descriptions. The most well-known characterization of this sort is
Gödel’s completeness theorem. Other well-known characterizations are the syntactic
preservation theorems of classical model theory. The Łoś-Tarski Theorem states
that a classical theory is axiomatizable by universal sentences if and only if it is
preserved under submodels. The Lyndon-Łoś-Tarski Theorem (sometimes called the
homomorphism preservation theorem) states that a classical theory is axiomatizable
by existential-positive sentences if and only if it is preserved under homomorphisms
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of models. The Chang-Łoś-Suszko Theorem and Keisler Sandwich Theorem state
that a classical theory is axiomatizable by universal-existential sentences if and only
if it is preserved under unions of chains of models if and only if it is preserved under
sandwiches of models. See [4] and [9].

Formally, intuitionistic predicate logic IQC is a proper subsystem of classical
predicate logic CQC. The completeness theorem for intuitionistic predicate logic
states that an intuitionistic theory 1 is axiomatizable by a set of sentences 0 if and
only if 1 is satisfied by all Kripke models of 0. See [5] and [12]. In this paper,
we define notions of homomorphism, submodel, and sandwich of Kripke models for
IQC, and we define two syntactic operators U(·, ·) and E(·) analogous to universal
and existential closure. Then we prove some corresponding generalized syntactic
preservation theorems. The first is an intuitionistic analogue of the generalized (dual
of the) Lyndon-Łoś-Tarski Theorem, which characterizes the sentences preserved
under inverse images of homomorphisms of Kripke models. The second is an intu-
itionistic analogue of the generalized Łoś-Tarski Theorem, which characterizes the
sentences preserved under submodels of Kripke models. The third is an intuitionis-
tic analogue of the generalized Keisler Sandwich Theorem. We define intuitionistic
formula hierarchies Un and En , which are analogous to the classical formula hier-
archies ∀n(= 50

n) and ∃n(= 60
n), and we obtain an intuitionistic analogue of the

Keisler Sandwich Theorem for sentences in these hierarchies. The Un and En for-
mula hierarchies each provide a normal-form theorem for IQC, and they are equiv-
alent over CQC to the ∀n and ∃n hierarchies for n ≥ 0 and n ≥ 1, respectively. We
also define formula hierarchies U*

n and US
n , the first of which is provably equivalent

over Heyting Arithmetic to a variant of the hierarchy introduced by Burr in [3], and
we obtain intuitionistic analogues of the Keisler Sandwich Theorem for sentences in
these hierarchies as well.

1.2 Status of the Problem While preservation theorems have been proven for
intuitionistic propositional logic [14], often in the context of general modal propo-
sitional logic [1], there are few examples of published preservation theorems for
Kripke models and intuitionistic predicate logic. One such theorem is due to
Visser [13]. This theorem states that an intuitionistic theory is axiomatizable by
semi-positive sentences if and only if it is preserved under submodels of Kripke
models obtained by restricting the frame of the original Kripke model. Visser men-
tions several notions of a submodel of a Kripke model, including the notion adopted
in this paper (which is the same as in [6]). A different notion of submodel is used by
Bagheri and Moniri in [2], but they do not prove any preservation theorems.

It is not the case that every formula is equivalent over IQC to a formula in prenex-
normal-form. Thus, it is not obvious how intuitionistic formula hierarchies analo-
gous to ∀n and ∃n should even be defined. Other authors have already given some at-
tention to defining intuitionistic formula hierarchies with suitable normal-form theo-
rems. For the propositional logic case, the authors of [14] define a formula hierarchy
based on implication depth. For the predicate logic case, Burr [3] defines a formula
hierarchy8n over Heyting Arithmetic HA that is analogous to the ∀n hierarchy. The
8n formula hierarchy provides a normal-form theorem for IQC over HA, and it is
equivalent over CQC to the ∀n hierarchy for n = 0 and n ≥ 2. A generalization of
the Burr Hierarchy can be found in [11].
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A Kripke model for IQC can be viewed as a collection of classical models and
(classical) homomorphisms, with intuitionistic truth defined by the usual forcing re-
lation. A classical model is essentially equivalent to a one-node Kripke model with
only the identity homomorphism. In this case, intuitionistic truth in the Kripke model
corresponds exactly with classical truth at the single node. Conversely, if a Kripke
model forces CQC, then intuitionistic truth coincides with classical truth at every
node of the Kripke model, and all of the homomorphisms are (classical) elementary
embeddings. If this Kripke model is rooted, then intuitionistic truth in the Kripke
model coincides with classical truth at the root. Using this “translation,” each of the
preservation theorems in this paper implies the corresponding classical theorem. One
intuitionistic preservation theorem with this property has already appeared in [6].
This theorem is an intuitionistic analogue of the Łoś-Tarski Theorem, and it is in-
cluded in this paper with a different proof (see Corollary 4.12).

1.3 A first-order language We consider a first-order language L to be the set of
all formulas that can be built from a symbol set (relation, function, and constant sym-
bols, and variables) using >, ⊥, ∧, ∨, →, ∃, and ∀. In this paper, we consider only
languages that include = as a binary relation, interpreted as real equality in every
model. Symbols > and ⊥ are both atoms and nullary connectives. Negation ¬ϕ is
short for ϕ → ⊥, and bi-implication ϕ ↔ ψ is short for (ϕ → ψ)∧(ψ → ϕ). A list
of constant symbols or variables t1, . . . , tn is abbreviated as t. If C is an arbitrary set
of constant symbols, then L(C) is the language L extended by all constant symbols
in C . At ⊆ L is the set of atomic formulas in L. Analogously, At(C) ⊆ L(C) is
the set of atomic formulas in L(C), and so on. Fraktur letters, A, B, C . . . , represent
either classical models or Kripke models. If A is a classical model, then the domain
of A is denoted by the corresponding Latin letter A, and L(A) is the language L ex-
tended by a new constant symbol for every element in A. The symbol � denotes clas-
sical satisfaction in a model and is defined for sentences (closed formulas) only. If A
is a classical model, then Th(A) = {ϕ ∈ L(A) : A � ϕ} is the elementary diagram
of A. This notation is convenient, since we can write Th(A) ∩ L for the complete
theory of A over L, we can write Th(A) ∩ At(A) for the positive atomic diagram
of A, and so on. The symbol ` denotes intuitionistic derivability and is defined for
sentences only. If 0 ⊆ L is a set of sentences, then Th(0) = {ϕ ∈ L : 0 ` ϕ} is the
deductive closure of 0 over L. An (intuitionistic) theory is a set of sentences 0 such
that Th(0) = 0.

2 Kripke Models

Let L be a first-order language, and let M(L) be the category of all classical models
for the language L, with all homomorphisms between them. That is, a morphism in
this category is a classical homomorphism in the sense of [9] and [5]. Let A be an
arbitrary small category (in practice, A is often taken to be a small poset category).
A Kripke model A is a functor A : A → M(L). So for every object i ∈ |A|, there
is an associated classical model A(i) = Ai in M(L), and for every arrow f : i → j
in A, there is an associated morphism A( f ) = A f : Ai → A j . The fact that we use
homomorphisms rather than embeddings allows us to interpret the equality predicate
as real equality in each node structure Ai , contrary to [12].

As an alternative to saying that a sentence is intuitionistically true in a Kripke
model, we say that the sentence is forced. Let A : A → M(L) be a Kripke model.
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For every node i ∈ |A| and for every sentence ϕ ∈ L(Ai ), we define the forcing
relation A inductively as follows:

1. i A ϕ ⇔ Ai � ϕ, for all (atomic) sentences ϕ ∈ At(Ai ),
2. i A ϕ ∧ ψ ⇔ i A ϕ and i A ψ ,
3. i A ϕ ∨ ψ ⇔ i A ϕ or i A ψ ,
4. i A ϕ → ψ ⇔ for all f : i → j , if j A ϕ f then j A ψ f ,
5. i A

∀x ϕ(x) ⇔ for all f : i → j and for all a ∈ A j , j A ϕ f (a), and
6. i A

∃x ϕ(x) ⇔ i A ϕ(a) for some a ∈ Ai ,

where ϕ f
∈ L(A j ) is constructed from ϕ ∈ L(Ai ) by replacing all constant symbols

a ∈ Ai in ϕ by (A f )(a) ∈ A j .
A sentence ϕ ∈ L(Ai ) is true at node i ∈ |A| if Ai � ϕ. A sentence ϕ ∈ L(Ai )

is forced at node i ∈ |A| if i A ϕ. A sentence ϕ ∈ L is forced in the Kripke model
A, written A  ϕ, if i A ϕ for all i ∈ |A|. If 0 ⊆ L is a set of sentences, then
A  0 if and only if A  ϕ for all ϕ ∈ 0. It is easy to verify that sentences in
Kripke models are persistent: that is, for all f : i → j in A and for all ϕ ∈ L(Ai ),
if i A ϕ, then j A ϕ f . For the purposes of this paper, we say that a Kripke model
A is rooted if there exists a unique r ∈ |A| such that for all i ∈ |A|, there exists an
f : r → i in A. If A is a rooted Kripke model with root r , then for all sentences
ϕ ∈ L, we have A  ϕ if and only if r A ϕ. If we want to refer to the root node
of a rooted Kripke model explicitly, we will write (A, r) to denote a rooted Kripke
model with root node r .

Definition 2.1 Let A be a Kripke model. Then for all i ∈ |A|, we define
Th(A, i) = {ϕ ∈ L(Ai ) : i A ϕ}.

If (A, r) is a rooted Kripke model, then Th(A, r) = {ϕ ∈ L(Ar ) : (A, r)  ϕ}.
A consistent theory 0 over L is called prime if for all sentences ϕ,ψ ∈ L, we

have 0 ` ϕ∨ψ if and only if 0 ` ϕ or 0 ` ψ . Let C be a set of constant symbols in
L. A consistent theory 0 over L is called C-Henkin if for all sentences ∃x ϕ(x) ∈ L,
we have 0 ` ∃x ϕ(x) if and only if there is a c ∈ C such that 0 ` ϕ(c). A theory is
called C-Henkin prime if it is both C-Henkin and prime. The following two lemmas
lead to a completeness theorem for intuitionistic predicate logic.

Lemma 2.2 Let L be a first-order language, let C be a set of constant symbols not
in L, with |C | ≥ |L|, let ϕ ∈ L be a sentence, and let 0 be a theory over L such
that 0 6` ϕ. Then there is a C-Henkin prime theory 0′ over L(C) such that 0 ⊆ 0′

and 0′
6` ϕ.

Proof See [5], Section 5.3. �

Definition 2.3 Let L be a first-order language, and let X be a set of constant
symbols not in L such that |X | ≥ |L|. Let C ⊆ X such that |X \C | = |X |, and let 0
be a C-Henkin prime theory. Let r be the ordered pair 〈0,C〉. The canonical rooted
Kripke model (A, r) with constants from X and root node r = 〈0,C〉 is defined as
follows:

1. Let A be the poset category with objects all pairs 〈0′,C ′
〉 such that 0′ is a

C ′-Henkin prime theory, 0 ⊆ 0′, C ⊆ C ′
⊆ X , and |X \C ′

| = |X |, and with
〈0′,C ′

〉 � 〈0′′,C ′′
〉 if and only if 0′

⊆ 0′′ and C ′
⊆ C ′′.
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2. For every i = 〈0i ,Ci 〉 ∈ |A|, let Ai be the classical model over L(Ci )
defined by
(a) Ai = (Ci/ ≡), where a ≡ b if and only if 0i ` a = b;
(b) Ai � ϕ if and only if 0i ` ϕ, for all ϕ ∈ At(Ci ).

3. For every f : i → j in A with i = 〈0i ,Ci 〉, let A f : Ai → A j be defined
by A f (cAi ) = cA j for all c ∈ Ci .

Given the canonical rooted Kripke model (A, r), we define the canonical tree Kripke
model (A′, r) with constants from X and root node r = 〈0,C〉 as follows:

1. Let A′ be the poset category with objects all finite sequences 〈i0, i1, . . . , in〉

such that i0 = r , ik ∈ |A|, and ik � ik+1 for 0 ≤ k < n, and with the usual
order by string extension.

2. For every i = 〈i0, i1, . . . , in〉 ∈ |A′
|, let A′

i = Ain .
3. For every f : i → j in A′ with i = 〈i0, . . . , im〉 and j = 〈i0, . . . , im, . . . , in〉

and g : im → in the unique arrow from im to in in A, let A′ f = Ag.

The second half of Definition 2.3 is a special case of the general unraveling con-
struction. Note that if (A′, r) is a canonical tree model, then A′ is a tree poset of
countable height. Also note that every path in A′ is infinite. This has some technical
advantages for the induction proofs in Section 4.

Lemma 2.4 Let L be a first-order language, let C be a set of constant symbols,
and let 0 be a C-Henkin prime theory over L(C). Let (A, r) be a canonical tree
model with r = 〈0,C〉. Then for all i = 〈i0, i1, . . . , in〉 ∈ |A|, with in = 〈0i ,Ci 〉,
we have

i A ϕ ⇔ 0i ` ϕ, for all ϕ ∈ L(Ci ).
In particular, we have

(A, r)  ϕ ⇔ 0 ` ϕ, for all ϕ ∈ L(C).

Proof See [5], Section 5.3. �

Given the fact that IQC is sound for the class of all Kripke models, the Kripke com-
pleteness theorem follows as an easy corollary of Lemma 2.2 and Lemma 2.4.

Theorem 2.5 Let L be a first-order language, and let 0 be a theory over L. Let
ϕ ∈ L be a sentence. The following are equivalent:

1. 0 ` ϕ.
2. For all Kripke models A, if A  0, then A  ϕ.
3. For all canonical tree models A, if A  0, then A  ϕ.

In view of Theorem 2.5, we could essentially restrict our attention to Kripke models
defined over tree posets of countable height. In this paper, however, a Kripke model
will continue to be defined over an arbitrary category, as in the definition at the
beginning of this section. We use canonical tree models to facilitate our main proof
technique, which is induction on the height of nodes in the canonical tree models.
We will always clearly state when a Kripke model is a canonical tree model.

Next we define our relations between Kripke models. We define a Kripke sub-
model as in [6].

Definition 2.6 Let A : A → M(L) and B : B → M(L) be Kripke models. Then
A is a submodel of B, written A ⊆ B, if and only if
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1. A is a subcategory of B,
2. for all i ∈ |A|, the structure Ai is a classical submodel of Bi , and
3. for all f : i → j in A, A f = (B f � Ai ).

We also say that B is an extension of A.

We introduce the following notion of a homomorphism of Kripke models as a gen-
eralization of the Kripke submodel.

Definition 2.7 Let A : A → M(L) and B : B → M(L) be Kripke models. A
homomorphism of Kripke models F : A → B consists of

1. a functor F : A → B, and
2. for all i ∈ |A|, a classical homomorphism Fi : Ai → BFi such that
3. for all f : i → j in A, the following diagram commutes:

A j
F j

−−−−→ BF jxA f
xBF f

Ai
Fi

−−−−→ BFi
If each Fi : Ai → BFi is a classical embedding, we say that F : A → B is a local
embedding of Kripke models. If, in addition, F : A → B is an embedding, we say
that F is an embedding of Kripke models.

In category-theoretic terms, a homomorphism of Kripke models F : A → B is a
natural transformation F : A

�
→ BF . Note that A ⊆ B if and only if there exists

an identity embedding of Kripke models IA : A → B such that IA = idA and
(IA)i = idAi for every i ∈ |A|.

We also define a notion of an elementary submodel of a Kripke model.

Definition 2.8 Let A and B be Kripke models. Then A is an elementary
submodel of B, written A � B, if and only if A ⊆ B and for all i ∈ |A|,
Th(B, i) ∩ L(Ai ) = Th(A, i).

In particular, if (A, r) � (B, r) are rooted Kripke models with A and B sharing their
root node r , then for all ϕ ∈ L(Ar ), (A, r)  ϕ if and only if (B, r)  ϕ.

Finally, we define a sandwich of Kripke models.

Definition 2.9 Let A, B, and C be Kripke models. Then F : 〈A,B,C〉 is a
sandwich if A ⊆ B, A � C, and F : (B � A) → C is a homomorphism of Kripke
models such that F = idA and (Fi � Ai ) = idAi for all i ∈ |A|.

If (B � A) ⊆ C, then we write 〈A,B,C〉 for I(B�A) : 〈A,B,C〉. Note that if
F : 〈A,B,C〉 is a sandwich and F : (B � A) → C is an embedding of Kripke
models, then we may assume up to isomorphism that 〈A,B,C〉 is a sandwich.

3 Formula Classes

In this section, we define the subsets of L for which we prove syntactic preservation
theorems in Section 4. In particular, we define two syntactic operators U(·, ·) and
E(·) that act like universal and existential closure in an intuitionistic setting, and we
use these operators to define formula classes and formula hierarchies for IQC. Each
of these formula hierarchies reduces to the corresponding classical formula hierarchy
∀n or ∃n in the presence of classical logic (for sufficiently large n), in a way that will
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be made precise below. To compare sets of formulas, we introduce the following
definition.

Definition 3.1 Let L be a first-order language. Let 0 ⊆ L be a set of sentences,
and let 8 ⊆ L and 9 ⊆ L be sets of formulas. We say that 8 is equivalent over 0
to 9 if for every ϕ(x) ∈ 8, there is a ψ(x) ∈ 9 such that 0 ` ∀x (ϕ(x) ↔ ψ(x)),
and for every ψ(x) ∈ 9, there is a ϕ(x) ∈ 8 such that 0 ` ∀x (ϕ(x) ↔ ψ(x)). If 8
is equivalent over ∅ to 9, we simply say that 8 is equivalent to 9.

Let L be a first-order language, and let CQC denote the set of all classical tautologies
over L. In this paper, we will assume that all sets of formulas 8 ⊆ L are closed
under proper substitutions of variables for free variables. If 8 ⊆ L is a set of
formulas and A ⊆ {∧,∨,→,∀, ∃}, then A8 is the closure of the formulas in 8
under the connectives in A. We write ¬8 to denote the set of negations of formulas
in 8. That is, ¬8 = {ϕ → ⊥ : ϕ ∈ 8}. Note that ¬8 does not denote the closure
of 8 under negation, and that 8 and ¬8 may be disjoint. Also note that A8 and
¬8 remain closed under proper substitutions of variables for free variables.

Definition 3.2 Let 8 ⊆ L. Let the set E(8) of existential-8 formulas be defined
as E(8) := {∧,∨, ∃}8.

Observe that E(E(8)) = E(8), and if 8 ⊆ 8′ then E(8) ⊆ E(8′).

Definition 3.3 Let 8,9 ⊆ L. Let the set U(8,9) of universal-(8,9) formulas
be the smallest set such that

1. 8 ⊆ U(8,9),
2. ϕ, ϕ′

∈ U(8,9) ⇒ ϕ ∧ ϕ′, ϕ ∨ ϕ′
∈ U(8,9),

3. ψ ∈ 9, ϕ ∈ U(8,9) ⇒ ψ → ϕ ∈ U(8,9), and
4. ϕ ∈ U(8,9) ⇒ ∀x ϕ ∈ U(8,9).

It is easy to prove that U(8,9) is equivalent over CQC to {∧,∨,∀}(8 ∪ ¬9).
Observe that U(U(8,9),9) = U(8,9), and if 8 ⊆ 8′ and 9 ⊆ 9 ′ then
U(8,9) ⊆ U(8′, 9 ′). Also note that U(8,9) remains closed under proper sub-
stitutions of variables for free variables.

Lemma 3.4 U(8,9) is equivalent to U(8, E(9)).

Proof This follows from the following intuitionistic tautologies:
1. ` ((ψ ∧ ψ ′) → ϕ) ↔ (ψ → (ψ ′

→ ϕ)),
2. ` ((ψ ∨ ψ ′) → ϕ) ↔ ((ψ → ϕ) ∧ (ψ ′

→ ϕ)), and
3. ` (∃x ψ(x) → ϕ) ↔ ∀x (ψ(x) → ϕ), where x is not free in ϕ. �

The following formula classes are applications of the operators E(·) and U(·, ·) to
some special subsets of L.

Definition 3.5 Let E+
:= E(At) be the set of existential-positive formulas.

Note that E+ is equivalent over CQC to the set of classical existential-positive for-
mulas ∃

+.

Definition 3.6 Let U−
:= U({⊥},At) be the set of universal-negative formulas.

Note that U− is equivalent over CQC to {∧,∨,∀}(¬ At), which is equivalent over
CQC to ¬∃

+.
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Definition 3.7 Let U := U(At,At) be the set of universal formulas.

Note that U is equivalent over CQC to ∀1. Moreover, the set U defined here is
identical to the set U defined in [6].

Definition 3.8 Let UE+
:= U(E(At),At).

Note that UE+ is equivalent over CQC to {∧,∨,∀}(∃+
∪ ¬∃

+).
There is no prenex-normal-form theorem for intuitionistic predicate logic. In

searching for intuitionistic analogues of the ∀n and ∃n hierarchies, we may expect
to find more than one useful notion. From a model-theoretic point of view, it seems
desirable to obtain intuitionistic formula hierarchies that, in addition to providing a
normal-form theorem, have preservation properties similar to those of the classical
∀n and ∃n hierarchies. Here is one possibility.

Definition 3.9 (Un and En formula hierarchies) Let E0 := {∧,∨} At, and let
U0 be the smallest set such that

1. At ⊆ U0,
2. ϕ, ϕ′

∈ U0 ⇒ ϕ ∧ ϕ′, ϕ ∨ ϕ′
∈ U0, and

3. ψ ∈ At, ϕ ∈ U0 ⇒ ψ → ϕ ∈ U0.
For all n ≥ 1, let En := E(Un−1), and let Un := U(En−1, En−1).

Note that U1 is equivalent to U. Also note that En is equivalent over CQC to ∃n for
all n ≥ 1, and that Un is equivalent over CQC to ∀n for all n ≥ 0. It is easy to prove
by induction on n that Un−1 ⊆ Un and En−1 ⊆ En for all n ≥ 1. Moreover, we
have the following normal-form theorem.

Theorem 3.10
⋃

n<ω Un =
⋃

n<ω En = L.

Proof Apply the following closure properties, which are immediate from the defi-
nitions:

1. At ⊆ E0 ⊆ U0
2. Un−1 ⊆ En
3. En−1 ⊆ Un
4. ϕ, ϕ′

∈ En ⇒ ϕ ∧ ϕ′, ϕ ∨ ϕ′
∈ En

5. ϕ, ϕ′
∈ Un ⇒ ϕ ∧ ϕ′, ϕ ∨ ϕ′

∈ Un
6. ϕ ∈ En ⇒ ∃x ϕ ∈ En
7. ϕ ∈ Un ⇒ ∀x ϕ ∈ Un
8. ψ ∈ En−1, ϕ ∈ Un ⇒ ψ → ϕ ∈ Un �

As an alternative to Definition 3.9, we define another formula hierarchy as follows.

Definition 3.11 (U*
n and E*

n formula hierarchies) Let E*
0 := E0 and U*

0 := E0.
For all n ≥ 1, let E*

n := E(U*
n−1), and let U*

n := U(E*
n−1, E

*
n).

Note that E*
1 = E+ and U*

1 = U1. Also note that E*
n is equivalent over CQC to ∃n

for all n ≥ 2, and that U*
n is equivalent over CQC to ∀n for all n ≥ 1. It is easy to

prove by induction on n that U*
n−1 ⊆ U*

n and E*
n−1 ⊆ E*

n for all n ≥ 1. We also
have ¬ U*

n−1 ⊆ U*
n for all n ≥ 1, and again

⋃
n<ω U*

n =
⋃

n<ω E*
n = L.

The 8n formula hierarchy of Burr [3] can be defined using the U(·, ·) and E(·)
operators as follows: 80 := all quantifier-free formulas, 81 := ∃1, 82 := ∀2, and
8n := U(8n−1 ∪ E(8n−2),8n−1) for all n ≥ 3. Let us define the following variant
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of the Burr Hierarchy: 8∗

0 := all quantifier-free formulas, 8∗

1 := ∀1, 8∗

2 := ∀2,
and 8∗

n := U(8∗

n−1 ∪ E(8∗

n−2),8
∗

n−1) for all n ≥ 3. Then we have the following
theorem.

Theorem 3.12 Let HA< be the theory of Heyting Arithmetic over a first-order
language L containing <. Then U*

n is equivalent over HA< to 8∗
n for all n ≥ 0.

Proof The proof is by induction on n. It can be shown that every quantifier-free for-
mula in L is equivalent over HA< to a formula in {∧,∨} At. Using this fact, it is easy
to see that U*

0, U*
1, and U*

2 are equivalent over HA< to8∗

0,8∗

1, and8∗

2, respectively.
Let n ≥ 3, and suppose that U*

n−2 and U*
n−1 are equivalent over HA< to 8∗

n−2 and
8∗

n−1, respectively. Then, since U*
n is equivalent to U(U*

n−1 ∪ E(U*
n−2),U

*
n−1),

we have that U*
n is equivalent over HA< to U(8∗

n−1 ∪ E(8∗

n−2),8
∗

n−1) := 8∗
n . So

U*
n is equivalent over HA< to 8∗

n for all n ≥ 0. �

It is easy to define other formula hierarchies having similar properties using the
U(·, ·) and E(·) operators. For example, we can define the following hierarchy of
semi-positive formulas.

Definition 3.13 (US
n and ES

n formula hierarchies) Let ES
0 := E0 and US

0 := U0.
For all n ≥ 1, let ES

n := E(US
n−1), and let US

n := U(ES
n−1,At).

Note that US
n = Un ∩ S and ES

n = En ∩ S for all n ≥ 0, where S ⊆ L is the set of
semi-positive formulas in L, as in [13]. Again, note that ES

n is equivalent over CQC
to ∃n for all n ≥ 1 and that US

n is equivalent over CQC to ∀n for all n ≥ 0. In this
case, however, we have

⋃
n<ω US

n =
⋃

n<ω ES
n = S. Note that S is equivalent over

CQC to L.

4 Syntactic Preservation Theorems

In this section, we prove four generalized syntactic preservation theorems. The first
is for sentences in U(8,9) with At ⊆ 9. The second is for sentences in U(8,9)
with At ⊆ 8 and At ⊆ 9. The third is for sentences in U(E(8),9) with At ⊆ 8
and At ⊆ 9. The fourth is for sentences in U(E(8),9) with (At ∪¬ At) ⊆ 8 and
At ⊆ 9. As corollaries of these theorems, we obtain syntactic preservation theorems
for the formula classes U−, U, UE+, and the hierarchies Un , U*

n , and US
n defined

in Section 3. We begin by stating the following well-known result.

Theorem 4.1 Let A be a Kripke model. Then for every i ∈ |A| and for every
sentence ϕ ∈ E+(Ai ),

i A ϕ ⇔ Ai � ϕ.

Proof This follows directly from the definition of forcing. �

The following definition and subsequent lemma are from [12].

Definition 4.2 Let 0 be an intuitionistic theory, and let 6 ⊆ L be a set of sen-
tences. (0,6) is consistent if 0 6`

∨
α<n σα for all {σα}α<n ⊆ 6. The empty

disjunction (the case n = 0) is taken to be ⊥.

Lemma 4.3 Let L be a first-order language, let C be a set of constant symbols not
in L, with |C | ≥ |L|, let 6 ⊆ L be a set of sentences, and let 0 be a theory over L
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such that (0,6) is consistent. Then there is a C-Henkin prime theory 0′ over L(C)
such that 0 ⊆ 0′ and (0′, 6) is consistent.

Proof A straightforward modification of the proof of Lemma 2.2. �

The following lemma is an intuitionistic version of Lemma 3.2.1 in [4]. Like its clas-
sical counterpart, Lemma 4.4 is useful for proving general syntactic preservation the-
orems. If 0 ⊆ 1 are intuitionistic theories over L and 9 ⊆ L is a set of sentences,
we say that 1 is axiomatizable by 9-sentences over 0 if 1 = Th(0 ∪ (1 ∩ 9)). If
0 is a theory over L, then 0c is the set of sentences in L \ 0.

Lemma 4.4 Let 9 ⊆ L be closed under disjunction, and let 0 ⊆ 1 be intuition-
istic theories over L. Let Y be an arbitrary set of constant symbols. The following
are equivalent:

1. 1 is axiomatizable by 9(Y )-sentences over 0.
2. For all canonical tree models (A, r)  0 and (B, s)  1 with constants

from the same set of constant symbols X and root nodes r = 〈0r ,C〉 and
s = 〈1s, D〉 such that C ∩ D = Y , if 1s ∩9(Y ) ⊆ 0r then (A, r)  1.

Proof (1 ⇒ 2) follows from Theorem 2.5.

(2 ⇒ 1) Suppose (2) holds. Let X be a set of constant symbols not in L such that
|X | ≥ |L|, and let (A, r) be a canonical tree model with constants from X and root
node r = 〈0r ,C〉 such that (A, r)  0 ∪ (1 ∩9(Y )).

Claim (1, 0c
r ∩9(Y )) is consistent.

Assume the contrary. Then 1 `
∨
α<n ψα for some {ψα}α<n ⊆ 0c

r ∩ 9(Y ). Since
9 is closed under disjunction,

∨
α<n ψα ∈ 1 ∩ 9(Y ). So 0r `

∨
α<n ψα . Thus,

since 0r is prime, we have 0r ` ψα for some α, where ψα ∈ 0c
r , which is a con-

tradiction. So the claim is proven. Let D ⊆ X be a set of constant symbols such
that |X \ D| = |X |, C ∩ D = Y , and |D| ≥ |L(C)|. By Lemma 4.3, there exists
a canonical tree model (B, s) with constants from X and root node s = 〈1s, D〉

such that 1s ⊇ 1 and (1s, 0
c
r ∩ 9(Y )) is consistent. So 0c

r ∩ 9(Y ) ⊆ 1c
s .

Thus, we have 1s ∩ 9(Y ) ⊆ 0r . So, by (2), (A, r)  1. Thus, by Theorem 2.5,
0 ∪ (1 ∩9(Y )) ` 1. �

In particular, Lemma 4.4 applies when Y = ∅.

Definition 4.5 Let L be a first-order language, and let 8,9 ⊆ L. Let A and
B be Kripke models over L, and let F : A → B be a homomorphism of Kripke
models. We say that F is 8-reflecting, written F : A W8 B, if for all i ∈ |A| and
ϕ ∈ 8(Ai ),

Fi B ϕFi ⇒ i A ϕ,
where ϕFi ∈ L(BFi ) is constructed from ϕ ∈ L(Ai ) by replacing all constant
symbols a ∈ Ai in ϕ by Fi (a) ∈ BFi . We say that F is 9-preserving, written
F : A V9 B, if for all i ∈ |A| and ψ ∈ 9(Ai ),

i A ψ ⇒ Fi B ψFi .

If A ⊆ B, then we write A W8 B for IA : A W8 B, and we write A V9 B for
IA : A V9 B.
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Lemma 4.6 Let 8,9 ⊆ L, and let F : A → B be a homomorphism of Kripke
models such that F : A W8 B and F : A V9 B. Then

1. F : A VE(9) B, and
2. F : A WU(8,9) B.

Proof (1) follows directly from the definition of forcing. We prove (2) by in-
duction on the complexity of ϕ, for all i simultaneously. Let i ∈ |A|, and let
ϕ ∈ U(8,9)(Ai ) be a sentence. Suppose ϕ ∈ 8(Ai ), and Fi B ϕFi . Since
F : A W8 B we have that i A ϕ. The induction steps for ϕ := θ ∧ θ ′ and
ϕ := θ ∨ θ ′ are obvious. Suppose Fi B ψFi → θFi , where ψ ∈ 9(Ai ) and
θ ∈ U(8,9)(Ai ). Let g : i → j be in A. Suppose j A ψg . Since ψg

∈ 9(A j )

and F : A V9 B, we have F j B (ψg)F j . Since F is a homomorphism of
Kripke models, we also have that Fg is in B, and (ψg)F j = (ψFi )Fg . Thus, since
Fi B ψFi → θFi and F j B (ψFi )Fg , we have F j B (θ g)F j . So, by induction
hypothesis, j A θ g . So for all g : i → j in A, if j A ψg then j A θ g . Thus,
i A ψ → θ . Now suppose Fi B

∀x θFi (x), where θ(x) ∈ U(8,9)(Ai ). Let
g : i → j be in A. Let a ∈ A j . Since F is a homomorphism of Kripke models, Fg
is in B, F j (a) ∈ BF j , and (θ g)F j = (θFi )Fg . So F j B (θ g)F j (a). By induction
hypothesis, we have j A θ g(a). So for all g : i → j in A and for all a ∈ A j ,
we have j A θ g(a). Thus, i A

∀x θ(x). This completes the induction on the
complexity of ϕ. �

Let F : A → B be a homomorphism of Kripke models. Then F : A VAt B
by Theorem 4.1, and F : A W{⊥} B trivially. Thus, by Lemma 4.6, we have
F : A VE+ B and F : A WU− B.

The following lemma is our first main result. Used together with Lemma 4.4, it
provides the groundwork for all of the syntactic preservation theorems in this paper.

Lemma 4.7 Let L be a first-order language, and let 8,9 ⊆ L such that At ⊆ 9.
Let X be a set of constant symbols not in L, with |X | ≥ |L|. Let (A, r) and
(B, s) be canonical tree models with constants from X and root nodes r = 〈0r ,Cr 〉

and s = 〈1s, Ds〉 such that Cr ∩ Ds = Y . If 1s ∩ U(8,9)(Y ) ⊆ 0r , then
there exists a homomorphism of Kripke models F : (A, r) → (B, s) such that
F : (A, r) WU(8,9) (B, s) and F : (A, r) V9 (B, s).

Proof Let X be a set of constant symbols not in L such that |X | ≥ |L|. Let
(A, r) and (B, s) be canonical tree models with constants from X and root nodes
r = 〈0r ,Cr 〉 and s = 〈1s, Ds〉 such that Cr ∩ Ds = Y . We denote an arbi-
trary node i ∈ |A| as i = 〈r, i1, . . . , im〉 with im = 〈0i ,Ci 〉 and an arbitrary
node j ∈ |B| as j = 〈s, j1, . . . , jn〉 with jn = 〈1 j , D j 〉. Then for every
i ∈ |A|, Ai is a classical model defined over the language L(Ci ), and for every
j ∈ |B|, B j is a classical model defined over the language L(D j ). Suppose
that 1s ∩ U(8,9)(Y ) ⊆ 0r . We define a homomorphism of Kripke models
F : (A, r) → (B, s) with F : (A, r) WU(8,9) (B, s) and F : (A, r) V9 (B, s),
by induction on the height of nodes in A.

Basis for the induction

Claim 1 (1s ∪ (0r ∩9(Cr )), 0
c
r ∩ U(8,9)(Cr )) is consistent.
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Assume not. Then, by compactness, there are ϕ(xy), ψ(xy) ∈ L, a ∈ Y , and
b ∈ Cr \ Y such that ψ(ab) :=

∧
α ψα(ab) with ψα(ab) ∈ 0r ∩ 9(Cr ) for

all α, ϕ(ab) :=
∨
β ϕβ(ab) with ϕβ(ab) ∈ 0c

r ∩ U(8,9)(Cr ) for all β, and
1s ∪ {ψ(ab)} ` ϕ(ab). So 1s ` ψ(ab) → ϕ(ab). Thus, since b 6∈ L(Ds),
1s ` ∀y (ψ(ay) → ϕ(ay)). Thus, by the definition of U(8, E(9)) and
Lemma 3.4, we have ∀y (ψ(ay) → ϕ(ay)) ∈ 1s ∩ U(8, E(9))(Y ) ⊆ 0r . So
0r ` ∀y (ψ(ay) → ϕ(ay)). Thus, since 0r ` ψ(ab), we have 0r ` ϕ(ab). So,
since 0r is prime, 0r ` ϕβ(ab) for some β, which is a contradiction. So Claim 1 is
proven.

Thus, by Lemma 4.3, there is a node r ′
∈ |B| such that Dr ′ ⊇ Cr ∪ Ds ,

1r ′ ⊇ 1s ∪ (0r ∩ 9(Cr )), and (1r ′ , 0c
r ∩ U(8,9)(Cr )) is consistent. Since

At ⊆ 9, we have 0r ∩ At(Cr ) ⊆ 1r ′ . Thus, Br ′ � Th(Ar ) ∩ At(Cr ) by
Theorem 4.1. So there is a classical homomorphism µ : Ar → Br ′ defined by
µ(a) = aBr ′ for a ∈ Cr . Let Fr = r ′ and let Fr = µ. Then Fr : Ar → BFr is
a classical homomorphism, 1Fr ∩ U(8,9)(Cr ) ⊆ 0r , and 0r ∩ 9(Cr ) ⊆ 1Fr .
For the induction step, let i ∈ |A|, and let j ∈ |A| be any immediate successor of
i . Without loss of generality, we may assume that (C j \ Ci ) ∩ DFi = ∅. Suppose
that Fi : Ai → BFi is a classical homomorphism, 1Fi ∩ U(8,9)(Ci ) ⊆ 0i , and
0i ∩9(Ci ) ⊆ 1Fi .

Induction step

Claim 2 (1Fi ∪ (0 j ∩9(C j )), 0
c
j ∩ U(8,9)(C j )) is consistent.

Assume not. Then, by compactness, there are ϕ(xy), ψ(xy) ∈ L, a ∈ Ci , and
b ∈ C j \ Ci such that ψ(ab) :=

∧
α ψα(ab) with ψα(ab) ∈ 0 j ∩ 9(C j ) for

all α, ϕ(ab) :=
∨
β ϕβ(ab) with ϕβ(ab) ∈ 0c

j ∩ U(8,9)(C j ) for all β, and
1Fi ∪ {ψ(ab)} ` ϕ(ab). So 1Fi ` ψ(ab) → ϕ(ab). Since b 6∈ L(DFi ),
1Fi ` ∀y (ψ(ay) → ϕ(ay)). Thus, by the definition of U(8, E(9)) and
Lemma 3.4, we have ∀y (ψ(ay) → ϕ(ay)) ∈ 1Fi ∩ U(8, E(9))(Ci ) ⊆ 0i
by induction hypothesis. So 0 j ` ∀y (ψ(ay) → ϕ(ay)) by persistence. Thus, since
0 j ` ψ(ab), we have 0 j ` ϕ(ab). So, since 0 j is prime, 0 j ` ϕβ(ab) for some β,
which is a contradiction. So Claim 2 is proven.

Thus, by Lemma 4.3, there is a node j ′ ∈ |B| such that D j ′ ⊇ C j ∪ DFi ,
1 j ′ ⊇ 1Fi ∪ (0 j ∩ 9(C j )), and (1 j ′ , 0

c
j ∩ U(8,9)(C j )) is consistent. Since

At ⊆ 9, we have 0 j ∩ At(C j ) ⊆ 1 j ′ . Thus, B j ′ � Th(A j ) ∩ At(C j ) by
Theorem 4.1. So there is a classical homomorphism µ : A j → B j ′ defined by
µ(a) = aB j ′ for a ∈ C j . Let F j = j ′ and let F j = µ. Then F j : A j → BF j is a
classical homomorphism,1F j ∩U(8,9)(C j ) ⊆ 0 j , and 0 j ∩9(C j ) ⊆ 1F j . Thus,
by induction on the height of nodes in A, there exists a homomorphism of Kripke
models F : (A, r) → (B, s) such that F : A WU(8,9) B and F : A V9 B. �

We are now in a position to prove our most general syntactic preservation theorem,
which is an intuitionistic analogue of Theorem 2 in [10].

Theorem 4.8 Let 0 ⊆ 1 be intuitionistic theories over a first-order language L,
and let 8,9 ⊆ L such that At ⊆ 9. The following are equivalent:

1. 1 is axiomatizable by U(8,9)-sentences over 0.
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2. For all Kripke models A  0 and B  1, if there exists a homomorphism of
Kripke models F : A → B such that F : A W8 B and F : A V9 B, then
A  1.

Proof (1 ⇒ 2) Suppose that 1 is axiomatized by U(8,9)-sentences over 0. Let
A and B be Kripke models such that A  0 and B  1, and let F : A → B be
a homomorphism of Kripke models such that F : A W8 B and F : A V9 B.
Then, by Lemma 4.6, we have F : A WU(8,9) B. Since B  1, it follows that
A  0 ∪ (1 ∩ U(8,9)). So A  1.

(2 ⇒ 1) Suppose that (2) holds. Since U(8,9) is closed under disjunction, we may
apply Lemma 4.4. Let X be a set of constant symbols not in L, with |X | ≥ |L|.
Let (A, r) and (B, s) be canonical tree models with constants from X and root nodes
r = 〈0r ,Cr 〉 and s = 〈1s, Ds〉 such that Cr ∩ Ds = ∅. Suppose that (A, r)  0,
(B, s)  1, and 1s ∩ U(8,9) ⊆ 0r . Then, by Lemma 4.7, there exists a homo-
morphism of Kripke models F : (A, r) → (B, s) such that F : (A, r) W8 (B, s)
and F : (A, r) V9 (B, s). So, by (2), (A, r)  1. Thus, by Lemma 4.4, 1 is
axiomatizable by U(8,9)-sentences over 0. �

The classical Lyndon-Łoś-Tarski Theorem (or the homomorphism preservation the-
orem) states that a theory 1 ⊇ 0 ⊇ CQC is axiomatizable by existential-positive
sentences over 0 if and only if 1 is preserved under homomorphisms of 0-models.
(Note that these are classical homomorphisms in the sense of [9], and need not be
onto.) In dual form, a theory 1 ⊇ 0 ⊇ CQC is axiomatizable by universal-negative
sentences over 0 if and only if for all classical models A � 0 and B � 1, if there
exists a classical homomorphism f : A → B, then A � 1. As a corollary to
Theorem 4.8 we obtain the following direct intuitionistic analogue of the dual of the
Lyndon-Łoś-Tarski Theorem.

Corollary 4.9 Let 0 ⊆ 1 be intuitionistic theories over a first-order language L.
The following are equivalent:

1. 1 is axiomatizable by universal-negative sentences over 0.
2. For all Kripke models A  0 and B  1, if there exists a homomorphism of

Kripke models F : A → B, then A  1.

Proof Immediate from Theorem 4.8 and the comments following Lemma 4.6. �

Next we obtain an intuitionistic analogue of the generalized Łoś-Tarski Theorem,
which is Theorem 3.5.11(i) in [8]. To state the generalized Łoś-Tarski Theorem,
we need to introduce some terminology and notation. A set of formulas is called
regular if it contains all atoms and negated atoms, is closed under ∧ and ∨, and is
closed under proper substitutions of variables for free variables. If 9 ⊆ L is a set of
formulas and M and N are classical models over L such that M ⊆ N, then we write
M V9 N if for all ψ ∈ 9(M), if M � ψ then N � ψ .

The generalized Łoś-Tarski Theorem states that if 0 ⊆ 1 are classical theories
and 9 ⊆ L is regular, then 1 is axiomatizable by (∀¬9)-sentences over 0 if and
only if for all classical models M � 0 and N � 1, if M ⊆ N and M V9 N, then
M � 1. Before we prove an intuitionistic analogue of the generalized Łoś-Tarski
Theorem, we need a lemma.
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Lemma 4.10 Let X be a set of constant symbols not in L, with |X | ≥ |L|.
Let (A, r) and (B, s) be canonical tree models with constants from X, and let
F : (A, r) → (B, s) be a local embedding of Kripke models. Then there exists a
canonical tree model (B′, s) such that (B, s) � (B′, s) and an embedding of Kripke
models F ′

: (A, r) → (B′, s).

Proof Note that if X ⊆ X ′ are sets of constant symbols and (B, s) and (B′, s) are
canonical tree models with constants from X and X ′, respectively, with B and B′

sharing their root node s, then (B, s) � (B′, s). Let X be a set of constant symbols
not in L such that |X | ≥ |L|. Let (A, r) and (B, s) be canonical tree models with
constants from X , and let F : (A, r) → (B, s) be a local embedding of Kripke
models. Choose a sufficiently large set of constant symbols X ′

⊇ X not in L such
that |X ′

| ≥ 2|X |. Let (B′, s) be the canonical tree model with constants from X ′ and
root node s.

We define an embedding of Kripke models F ′
: (A, r) → (B′, s) by induction

on the height of nodes in A. Let F ′r = Fr and F ′
r = Fr . Suppose that F ′i and F ′

i
are defined for some i ∈ |A|, and let 4 ⊆ |A| be the set of all immediate successors
of i . We write F ′i = 〈s, s′

1, . . . , s′
m〉 ∈ |B′

| with s′
m = 〈1′

i , D′

i 〉, and for every j ∈ 4

we write F j = 〈s, s j
1 , . . . , s j

n 〉 ∈ |B| with s j
n = 〈1 j , D j 〉. Since |4| ≤ 2|X |, for

every j ∈ 4 we may choose a set of new constant symbols E j ⊆ X ′
\ X such that

|E j | = |D j \ Di |, E j ∩ Ek = ∅ for all j 6= k, and |X ′
\
⋃

{E j : j ∈ 4}| = |X ′
|. Let

D′

j = D′

i ∪ E j . Then there is an obvious bijection between D j and D′

j . Let 1′

j be
the theory over D′

j isomorphic to 1 j with the isomorphism induced by the bijection
between D j and D′

j . Clearly1′

j is D′

j -Henkin prime. Let F ′ j ∈ |B′
| be the concate-

nation of F ′i with 〈1′

j , D′

j 〉, and let F ′

j be obtained from F j by replacing every ele-
ment in the range of F j by its isomorphic copy in B′

F ′ j . By induction on the height
of nodes in A, we obtain an embedding of Kripke models F ′

: (A, r) → (B′, s). �

The following theorem is a direct intuitionistic analogue of the generalized Łoś-
Tarski Theorem.

Theorem 4.11 Let 0 ⊆ 1 be intuitionistic theories over a first-order language L,
and let 8,9 ⊆ L such that At ⊆ 8 and At ⊆ 9. The following are equivalent:

1. 1 is axiomatizable by U(8,9)-sentences over 0.
2. For all Kripke models A  0 and B  1, if A ⊆ B, A W8 B, and

A V9 B, then A  1.

Proof (1 ⇒ 2) Immediate from Theorem 4.8.

(2 ⇒ 1) Suppose that (2) holds. Let A  0 and B  1 be Kripke models, and let
F : A → B be a homomorphism of Kripke models such that F : A W8 B and
F : A V9 B. Since At ⊆ 8, F is a local embedding by Theorem 4.1. Thus, by
Lemma 4.10, there exists a Kripke model B′ such that B � B′ and an embedding of
Kripke models F ′

: A → B′. So we may assume up to isomorphism that A ⊆ B′,
A W8 B′, and A V9 B′. So, by (2), A  1. Thus, by Theorem 4.8, 1 is
axiomatizable by U(8,9)-sentences over 0. �

The classical Łoś-Tarski Theorem states that a theory 1 ⊇ 0 ⊇ CQC is axiomatiz-
able by universal sentences over 0 if and only if 1 is preserved under 0-submodels.
That is, a theory 1 ⊇ 0 ⊇ CQC is axiomatizable by universal sentences over 0 if
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and only if for all classical models A � 0 and B � 1, if A ⊆ B, then A � 1. As
a corollary to Theorem 4.11 we obtain the following direct intuitionistic analogue of
the Łoś-Tarski Theorem.

Corollary 4.12 Let 0 ⊆ 1 be intuitionistic theories over a first-order language L.
The following are equivalent:

1. 1 is axiomatizable by universal sentences over 0.
2. For all Kripke models A  0 and B  1, if A ⊆ B, then A  1.

Proof Since A ⊆ B implies A WAt B and A VAt B, this is immediate from
Theorem 4.11. �

For an alternate proof of Corollary 4.12, see [6]. In [7], Corollary 4.12 is used to
determine the universal fragment of the intuitionistic theory of a special class of
Kripke models. See [7], Theorem 5.6.

We now turn our attention to proving a generalized Sandwich Theorem. We need
the following extension of Definition 4.5.

Definition 4.13 Let L be a first-order language, and let 9 ⊆ L. Let A and B be
Kripke models over L, let X ⊆ A, and let F : (A � X) → B be a homomorphism
of Kripke models. Then we write F : A VX

9 B if for all i ∈ |X| and ψ ∈ 9(Ai ),

i A ψ ⇒ Fi B ψFi .

If (A � X) ⊆ B, then we write A VX
9 B for I(A�X) : A VX

9 B.
Note that F : A VX

9 B does not mean the same thing as F : (A � X) V9 B,
since the latter means that for all i ∈ |X| and ψ ∈ 9(Ai ), if i (A�X) ψ then
Fi B ψFi .

We also need the following extension of part 1 of Lemma 4.6.

Lemma 4.14 Let9 ⊆ L, let A and B be Kripke models over L, let X ⊆ A, and let
F : (A � X) → B be a homomorphism of Kripke models such that F : A VX

9 B.
Then F : A VX

E(9) B.

Proof This follows directly from the definition of forcing. �

Note that the analogous extension of part 2 of Lemma 4.6 is not true.
The following lemma tells us under what conditions we can build a sandwich from

two canonical tree models. It is analogous (and structurally similar) to Lemma 4.7.

Lemma 4.15 Let L be a first-order language, and let 8 ⊆ L such that At ⊆ 8.
Let X be a set of constant symbols not in L, with |X | ≥ |L|. Let (A, r) and (B, s)
be canonical tree models with constants from X and root nodes r = 〈0r , Xr 〉 and
s = 〈1s, Ys〉. Suppose that (A, r) ⊆ (B, s) and (A, r) WE(8) (B, s). Then there
exists a Kripke model (C, r) and a homomorphism of Kripke models F such that
F : 〈(A, r), (B, s), (C, r)〉 is a sandwich and F : (B, s) VA

8 (C, r).

Proof Let X be a set of constant symbols not in L, with |X | ≥ |L|. Let
(A, r) ⊆ (B, s) be canonical tree models with constants from X and root nodes
r = 〈0r , Xr 〉 and s = 〈1s, Ys〉 such that (A, r) WE(8) (B, s). We first construct
a Kripke model (D, t) and a local embedding G : ((B, s) � A) → (D, t) such
that G : (B, s) VA

8 (D, t) and Th(D,Gi) ∩ L(Ai ) = Th(A, i) for all i ∈ |A|.
We proceed by induction on the height of nodes in A. We denote an arbitrary node
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i ∈ |A| as i = 〈r, i1, . . . , im〉 with im = 〈0i , X i 〉, and an arbitrary node j ∈ |B| as
j = 〈s, j1, . . . , jn〉 with jn = 〈1 j , Y j 〉.

Basis for the induction

Claim 1 (0r ∪ (1r ∩8(Yr )), 0
c
r ) is consistent.

Assume not. Then, by compactness, there are ϕ(xy), ψ(x) ∈ L, a ∈ Xr , and
b ∈ Yr \ Xr such that ϕ(ab) :=

∧
α ϕα(ab) with ϕα(ab) ∈ 1r ∩ 8(Yr ),

ψ(a) :=
∨
β ψβ(a) with ψβ(a) ∈ 0c

r , and 0r ∪ {ϕ(ab)} ` ψ(a). Since
b 6∈ L(Xr ), we have 0r ∪ {∃xϕ(ax)} ` ψ(a). Since ∃xϕ(ax) ∈ 1r ∩ E(8)(Xr )
and (A, r) WE(8) (B, s), we have ∃xϕ(ax) ∈ 0r . So 0r ` ψ(a). Thus, since 0r is
prime, 0r ` ψβ(a) for some β, which is a contradiction. So Claim 1 is proven.

It follows by Lemma 4.3 that there exists a canonical tree model (D, t)
with constants from X and root node t = 〈4t , Z t 〉 such that Z t ⊇ Xr ∪ Yr ,
4t ⊇ 0r ∪ (1r ∩ 8(Yr )), and (4t , 0

c
r ) is consistent. We denote an arbitrary node

i ∈ |D| as i = 〈t, i1, . . . , in〉 with in = 〈4i , Zi 〉. Since 1r ∩ 8(Yr ) ⊆ 4t and
At(Yr ) ⊆ 8(Yr ), we have Dt � Th(Br ) ∩ At(Yr ) by Theorem 4.1. So there is
a classical homomorphism µ : Br → Dt defined by µ(b) = bDt for b ∈ Yr .
Let Gr = t and Gr = µ. Then Gr : Br → DGr is a classical homomorphism,
1r ∩ 8(Yr ) ⊆ 4Gr , and 4Gr ∩ L(Xr ) = 0r . For the induction step, let i ∈ |A|,
and let j ∈ |A| be any immediate successor of i . Suppose that Gi : Bi → DGi is
a classical homomorphism, 1i ∩ 8(Yi ) ⊆ 4Gi , and 4Gi ∩ L(X i ) = 0i . We may
assume up to isomorphism that (Y j \ Yi ) ∩ ZGi = ∅ and (X j \ X i ) ∩ ZGi = ∅.

Induction step

Claim 2 (4Gi ∪ 0 j ∪ (1 j ∩8(Y j )), 0
c
j ) is consistent.

Assume not. Then, by compactness, there are θ(xyz), ϕ(xy), ψ(x) ∈ L, a ∈ X j ,
b ∈ Y j \ X j , and c ∈ ZGi \ Y j such that θ(abc) ∈ 4Gi , ϕ(ab) :=

∧
α ϕα(ab) with

ϕα(ab) ∈ 1 j ∩ 8(Y j ), ψ(a) :=
∨
β ψβ(a) with ψβ(a) ∈ 0c

j , and 0 j ∪ {θ(abc)}
∪ {ϕ(ab)} ` ψ(a). Since c 6∈ L(Y j ) ⊇ L(X j ) and b 6∈ L(X j ), we have
0 j ∪ {∃yz θ(ayz)} ∪ {∃yϕ(ay)} ` ψ(a). Since ∃yz θ(ayz) ∈ 4Gi ∩ L(X j ) = 0i ,
we have ∃yz θ(ayz) ∈ 0 j by persistence. Also, since ∃yϕ(ay) ∈ 1 j ∩ E(8)(X j )
and (A, r) WE(8) (B, s), we have ∃yϕ(ay) ∈ 0 j . So 0 j ` ψ(a). Thus, since 0 j
is prime, we have 0 j ` ψβ(a) for some β, which is a contradiction. So Claim 2 is
proven.

Thus, by Lemma 4.3, there is a node j ′ ∈ |D| such that Z j ′ ⊇ Y j ∪ ZGi ,
4 j ′ ⊇ 4Gi ∪0 j ∪(1 j ∩8(Y j )), and (4 j ′ , 0

c
j ) is consistent. Since1 j ∩8(Y j ) ⊆ 4 j ′

and At(Y j ) ⊆ 8(Y j ), we have D j ′ � Th(B j ) ∩ At(Y j ) by Theorem 4.1. So there
is a classical homomorphism µ : B j → D j ′ defined by µ(b) = bD j ′ for b ∈ Y j .
Let G j = j ′ and let G j = µ. Then G j : B j → DG j is a classical homomorphism,
1 j ∩8(Y j ) ⊆ 4G j , and 4G j ∩ L(X j ) = 0 j . By induction on the height of nodes
in A, there exists a homomorphism of Kripke models G : ((B, s) � A) → (D, t)
such that G : (B, s) VA

8 (D, t) and Th(D,Gi) ∩ L(Ai ) = Th(A, i) for all i ∈ |A|.
Since (A, r) ⊆ (B, s), G : (A, r) → (D, t) is a local embedding of Kripke mod-
els. By a construction similar to the one used in the proof of Lemma 4.10, there
exists a canonical tree model (C, t) such that (D, t) � (C, t) and a homomorphism
of Kripke models F : ((B, s) � A) → (C, t) such that F : (A, r) → (C, t) is an
embedding, Fr = t , and Th(C, Fi) ∩ L(Ai ) = Th(A, i) for all i ∈ |A|. We may
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assume up to isomorphism that t = r and F = idA. So we have (A, r) � (C, r) and
(Fi � Ai ) = idAi for all i ∈ |A|. So F : 〈(A, r), (B, s), (C, r)〉 is a sandwich and
F : (B, s) VA

8 (C, r). �

We use Lemma 4.15 to prove the following generalized Sandwich Theorem, which
is an intuitionistic analogue of Lemma 1 in [10].

Theorem 4.16 Let 0 ⊆ 1 be intuitionistic theories over a first-order language L,
and let 8,9 ⊆ L such that At ⊆ 8 and At ⊆ 9. The following are equivalent:

1. 1 is axiomatizable by U(E(8),9)-sentences over 0.
2. For all Kripke models A  0 and B  1, if there exists a sandwich

F : 〈A,B,C〉 such that A V9 B and F : B VA
8 C, then A  1.

Proof (1 ⇒ 2) Suppose that 1 is axiomatized by U(E(8),9)-sentences over 0.
Let A  0 and B  1 be Kripke models, and suppose there exists a sandwich
F : 〈A,B,C〉 such that A V9 B and F : B VA

8 C. By Theorem 4.11, we need
only show that A WE(8) B. By Lemma 4.14, we have F : B VA

E(8) C. So, since
A � C and F = idA and (Fi � Ai ) = idAi for all i ∈ |A|, we have A WE(8) B.

(2 ⇒ 1) Suppose that (2) holds. Since U(E(8),9) is closed under disjunction, we
may apply Lemma 4.4. Let X be a set of new constant symbols, with |X | ≥ |L|.
Let (A, r)  0 and (B, s)  1 be canonical tree models with constants from X
and root nodes r = 〈0r , Xr 〉 and s = 〈1s, Ys〉 such that Xr ∩ Ys = ∅. Suppose
that 1s ∩ U(E(8),9) ⊆ 0r . Then, by Lemma 4.7, there exists a homomorphism
of Kripke models G : (A, r) → (B, s) such that G : (A, r) WE(8) (B, s) and
G : (A, r) V9 (B, s). Since At ⊆ 8 ⊆ E(8), G is a local embedding. By
Lemma 4.10, there exists a canonical tree model (B′, s) such that (B, s) � (B′, s)
and an embedding of Kripke models G′

: (A, r) → (B′, s). We may assume up to
isomorphism that (A, r) ⊆ (B′, s), (A, r) WE(8) (B

′, s), and (A, r) V9 (B′, s).
By Lemma 4.15, there exists a sandwich F : 〈(A, r), (B′, s), (C, r)〉 such that
F : (B′, s) VA

8 (C, r). So, by (2), (A, r)  1. Thus, by Lemma 4.4, 1 is ax-
iomatizable by U(E(8),9)-sentences over 0. �

If 0 ⊆ 1 are classical theories, then the following are equivalent: (1) 1 is axiomati-
zable by {∧,∨,∀}(∃+

∪ ¬∃
+)-sentences over 0. (2) For all classical models A � 0

and B � 1, if there exists a sandwich of classical models F : 〈A,B,C〉, then
A � 1. Note that our notion of a sandwich of classical models is more general than
that of [4]. As a corollary to Theorem 4.16, we obtain the following intuitionistic
analogue.

Corollary 4.17 Let 0 ⊆ 1 be intuitionistic theories over a first-order language L.
The following are equivalent:

1. 1 is axiomatizable by UE+-sentences over 0.
2. For all Kripke models A  0 and B  1, if there exists a sandwich

F : 〈A,B,C〉, then A  1.

Proof Immediate from Theorem 4.16 and the comments following Lemma 4.6. �
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From Theorem 4.16 and Lemma 4.10, we obtain the following generalized Sandwich
Theorem.

Theorem 4.18 Let 0 ⊆ 1 be intuitionistic theories over a first-order language
L, and let 8,9 ⊆ L such that (At ∪¬ At) ⊆ 8 and At ⊆ 9. The following are
equivalent:

1. 1 is axiomatizable by U(E(8),9)-sentences over 0.
2. For all Kripke models A  0 and B  1, if there exists a sandwich 〈A,B,C〉

such that A V9 B and B VA
8 C, then A  1.

Proof (1 ⇒ 2) Immediate from Theorem 4.16.

(2 ⇒ 1) Suppose that (2) holds. Let A  0 and B  1 be Kripke models, and
let F : 〈A,B,C〉 be a sandwich such that A V9 B and F : B VA

8 C. Since
¬ At ⊆ 8, F is a local embedding. Thus, by Lemma 4.10, there exists a Kripke
model C′ with C � C′ and an embedding of Kripke models F ′

: (B � A) → C′

such that F ′
: 〈A,B,C′

〉 is a sandwich. So we may assume up to isomorphism
that 〈A,B,C′

〉 is a sandwich, and that B VA
8 C′. So, by (2), A  1. Thus, by

Theorem 4.16, 1 is axiomatizable by U(E(8),9)-sentences over 0. �

The classical Keisler Sandwich Theorem can be stated as follows. If 0 ⊆ 1 are
classical theories, then the following are equivalent for all n ≥ 2: (1) 1 is axiom-
atizable by ∀n-sentences over 0; (2) For all classical models A � 0 and B � 1,
if there exists a sandwich of classical models 〈A,B,C〉 such that A V∀n−2 B and
B V∀n−2 C, then A � 1. As a corollary to Theorem 4.18, we obtain the following
intuitionistic analogue of the Keisler Sandwich Theorem for the Un hierarchy.

Corollary 4.19 Let 0 ⊆ 1 be intuitionistic theories over a first-order language L.
The following are equivalent for all n ≥ 2:

1. 1 is axiomatizable by Un-sentences over 0.
2. For all Kripke models A  0 and B  1, if there exists a sandwich 〈A,B,C〉

such that A VUn−2 B and B VA
Un−2

C, then A  1.

Proof Immediate from Definition 3.9, Theorem 4.18, and Lemma 4.6. �

As a corollary to Theorem 4.16 and Theorem 4.18, we obtain the following intuition-
istic analogue of the Keisler Sandwich Theorem for the U*

n hierarchy.

Corollary 4.20 Let 0 ⊆ 1 be intuitionistic theories over a first-order language L.
The following are equivalent for all n ≥ 2:

1. 1 is axiomatizable by U*
n-sentences over 0.

2. For all Kripke models A  0 and B  1, if there exists a sandwich
F : 〈A,B,C〉 such that A VU*

n−1
B and F : B VA

U*
n−2

C, then A  1.

For all n ≥ 3, (1) and (2) are equivalent to the following:
3. For all Kripke models A  0 and B  1, if there exists a sandwich 〈A,B,C〉

such that A VU*
n−1

B and B VA
U*

n−2
C, then A  1.

Proof Immediate from Definition 3.11, Theorem 4.16, Theorem 4.18, and
Lemma 4.6. �

Theorem 4.11 and Theorem 4.18 can also be applied to the US
n hierarchy.
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Corollary 4.21 Let 0 ⊆ 1 be intuitionistic theories over a first-order language L.
The following are equivalent for all n ≥ 1:

1. 1 is axiomatizable by US
n -sentences over 0.

2. For all Kripke models A  0 and B  1, if A ⊆ B and A WES
n−1

B, then
A  1.

For all n ≥ 2, (1) and (2) are equivalent to the following:

3. For all Kripke models A  0 and B  1, if there exists a sandwich 〈A,B,C〉

such that B VA
US

n−2
C, then A  1.

Proof Immediate from Definition 3.13, Theorem 4.11, Theorem 4.18, and
Lemma 4.6. �

Finally, we note that if CQC ⊆ 0, then all of the syntactic preservation theorems in
this section imply the corresponding classical theorems. This is a consequence of the
following lemma.

Lemma 4.22 Let A be a Kripke model over a language L. Then A  CQC if and
only if for all i ∈ |A| and all sentences ϕ ∈ L(Ai ), i A ϕ ⇔ Ai � ϕ.

Proof See [7], Appendix. �

To prove, for example, that Theorem 4.11 implies the generalized Łoś-Tarski Theo-
rem, it suffices to prove the following.

Theorem 4.23 Let0 and1 be theories such that CQC ⊆ 0 ⊆ 1 and let8,9 ⊆ L
such that At ⊆ 8 and At ⊆ 9. Let 2 = {∧,∨}(¬8 ∪ 9). The following are
equivalent:

1. For all Kripke models A  0 and B  1, if A ⊆ B, A W8 B, and
A V9 B, then A  1.

2. For all classical models M � 0 and N � 1, if M ⊆ N and M V2 N, then
M � 1.

Proof (1 ⇒ 2) Let CQC ⊆ 0 ⊆ 1, and suppose that (1) holds. Let M � 0
and N � 1 be classical models such that M ⊆ N and M V2 N. Let (A, r)
and (B, s) be one-node Kripke models with Ar = M and Bs = N, with only the
identity morphisms. Then forcing and truth in these models coincide, and we have
(A, r) W8 (B, s) and (A, r) V9 (B, s). Thus, by (1), (A, r)  1. So M � 1.

(2 ⇒ 1) Let CQC ⊆ 0 ⊆ 1, and suppose that (2) holds. Let A  0 and B  1
be Kripke models such that A ⊆ B, A W8 B, and A V9 B. Since A  CQC
and B  CQC, we have Ai � 0, Bi � 1, and Ai V(¬8∪9) Bi for all i ∈ |A| by
Lemma 4.22. Thus, we have Ai ⊆ Bi and Ai V2 Bi for all i ∈ |A|. Thus, by (2),
Ai � 1 for all i ∈ |A|. So A  1 by Lemma 4.22. �
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5 Conclusion

In conclusion, we have proved four generalized syntactic preservation theorems for
intuitionistic predicate logic: Theorem 4.8, Theorem 4.11, Theorem 4.16, and Theo-
rem 4.18. From these theorems we have obtained as corollaries intuitionistic ana-
logues of the dual of the Lyndon-Łoś-Tarski Theorem (Corollary 4.9), the Łoś-
Tarski Theorem (Corollary 4.12), a sandwich theorem for sentences in UE+ (Corol-
lary 4.17), and the Keisler Sandwich Theorem for sentences in the formula hierar-
chies Un , U*

n , and US
n (Corollary 4.19, Corollary 4.20, and Corollary 4.21, respec-

tively). The formula hierarchies 〈Un, En〉 and 〈U*
n, E

*
n〉 (Definition 3.9 and Defini-

tion 3.11, respectively) each contain all formulas in L and are equivalent over CQC
to 〈∀n, ∃n〉 for 〈n ≥ 0, n ≥ 1〉 and 〈n ≥ 1, n ≥ 2〉, respectively. The formula hier-
archy 〈US

n , E
S
n 〉 (Definition 3.13) contains all semi-positive formulas S ⊆ L and is

equivalent over CQC to 〈∀n, ∃n〉 for 〈n ≥ 0, n ≥ 1〉.
Two theorems that are noticeably lacking in this paper are intuitionistic analogues

of the classical syntactic preservation theorems characterizing the sentences pre-
served under homomorphisms (rather than inverse images of homomorphisms) and
extensions (rather than submodels). In fact, using the definitions adopted in this pa-
per, the only class of sentences that are preserved under homomorphisms of Kripke
models, or even under extensions of Kripke models, is the class of intuitionistic tau-
tologies. To see this, let ϕ ∈ L be any sentence that is not an intuitionistic tautology,
and let (A, r) be a rooted Kripke model such that (A, r)  ϕ. Let (B, s) be a rooted
Kripke model such that (B, s) 6 ϕ. Let (C, t) be the rooted Kripke model formed
by adding a new node t below both r and s, with a corresponding classical model
Ct having only one element of which no predicate is true. Send this element to any
element in Ar and to any element in Bs . Then (A, r) ⊆ (C, t) and (C, t) 6 ϕ. So ϕ
is not preserved under extensions. Since an extension is a special kind of homomor-
phism, ϕ is not preserved under homomorphisms either.
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