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## 1. Introduction and Main Results

In 1995, we proved in [9] that the meromorphic solutions of the system of partial differential equations

$$
\frac{\partial u}{\partial z_{j}}=a_{j}(z)+b_{j}(z) u+c_{j}(z) u^{2}, \quad j=1,2, \ldots, m
$$

(where $a_{j}, b_{j}, c_{j}$ are polynomials on $\mathbb{C}^{m}$ ) are of finite positive order and are pseudoprime. Li and Saleeby [13] characterized entire solutions in $\mathbb{C}^{m}$ of first-order partial differential equations of the form

$$
\frac{\partial u}{\partial z_{j}}=f_{j}(u), \quad j=1,2, \ldots, m
$$

where the $f_{j}$ are meromorphic functions in $\mathbb{C}$. Berenstein and Li [2] studied entire solutions in $\mathbb{C}^{m}$ for first-order partial differential equations of the form

$$
\frac{\partial u}{\partial z_{j}}=p(z) f(u), \quad j=1,2, \ldots, m
$$

where $p$ and $f$ are entire or meromorphic functions in $\mathbb{C}^{m}$ and $\mathbb{C}$, respectively. Li [12] also gave a complete description of entire solutions of the Fermat type partial differential equation

$$
\left(\frac{\partial u}{\partial z_{1}}\right)^{m}+\left(\frac{\partial u}{\partial z_{2}}\right)^{n}=1
$$

In this paper, we study meromorphic solutions of homogeneous linear partial differential equations of the second order in two independent complex variables,

$$
\begin{equation*}
a_{0} \frac{\partial^{2} u}{\partial t^{2}}+2 a_{1} \frac{\partial^{2} u}{\partial t \partial z}+a_{2} \frac{\partial^{2} u}{\partial z^{2}}+a_{3} \frac{\partial u}{\partial t}+a_{4} \frac{\partial u}{\partial z}+a_{6} u=0 \tag{1}
\end{equation*}
$$

here $a_{k}=a_{k}(t, z)$ are holomorphic functions for $(t, z) \in \Sigma$, where $\Sigma$ is a region on $\mathbb{C}^{2}$.

[^0]When $t$ and $z$ are real variables, Hilbert's 19th problem conjectures that if all $a_{k}=a_{k}(t, z)$ are analytic on $t$ and $z$, then any solution $u=u(t, z)$ of an elliptic equation of the form (1) also is analytic on its existing region; this was confirmed by Berns̆teĭn [3] provided one knows that $u \in C^{3}$. Lewy [11], using the solvability of the initial value problem for hyperbolic equations, gave a simple proof by extending $t$ and $z$ to a domain of $\mathbb{C}^{2}$. Petrovskiŭ [14] then extended this result to general nonlinear elliptic systems. It is known also that all regular solutions of linear elliptic equations of the second order have bounded derivatives up to order $k$, provided all coefficients have bounded derivatives up to order $k$.

In this paper, we follow Lewy's idea of studying equation (1) on a region $\Sigma \subseteq$ $\mathbb{C}^{2}$. Let $\mathcal{S}_{(\mathrm{P})}(\Sigma)$ be solutions of (1) satisfying some property (P) on $\Sigma$. It is natural to seek proper properties ( P ) determining the cardinal number of $\mathcal{S}_{(\mathrm{P})}(\Sigma)$. For example, $\mathcal{S}_{\text {hol }}(\Sigma)$ denotes holomorphic solutions of equation (1) on $\Sigma$. Then $\mathcal{S}_{\text {hol }}(\Sigma)$ is a vector space. When $\Sigma=\mathbb{C}^{2}$, equation (1) usually has many entire solutions on $\mathbb{C}^{2}$; that is, $\operatorname{dim} \mathcal{S}_{\mathrm{hol}}\left(\mathbb{C}^{2}\right)>0$. To explain matters clearly, here we examine the following special differential equation:

$$
\begin{equation*}
t^{2} \frac{\partial^{2} u}{\partial t^{2}}-z^{2} \frac{\partial^{2} u}{\partial z^{2}}+t \frac{\partial u}{\partial t}-z \frac{\partial u}{\partial z}+t^{2} u=0 \tag{2}
\end{equation*}
$$

THEOREM 1.1. The differential equation (2) has an entire solution $f(t, z)$ on $\mathbb{C}^{2}$ if and only if $f$ is an entire function expressed by the series

$$
\begin{equation*}
f(t, z)=\sum_{n=0}^{\infty} n!c_{n} J_{n}(t) z^{n} \tag{3}
\end{equation*}
$$

such that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left|c_{n}\right|^{1 / n}=0 \tag{4}
\end{equation*}
$$

where $J_{n}(t)$ is the first kind of Bessel function of order $n$. Moreover, the order $\operatorname{ord}(f)$ of the entire function $f$ satisfies

$$
\rho \leq \operatorname{ord}(f) \leq \max \{1, \rho\}
$$

where

$$
\begin{equation*}
\rho=\limsup _{n \rightarrow \infty} \frac{2 \log n}{\log \left(1 /\left|c_{n}\right|^{1 / n}\right)} \tag{5}
\end{equation*}
$$

By definition, the order of $f$ is defined by

$$
\operatorname{ord}(f)=\limsup _{r \rightarrow \infty} \frac{\log ^{+} \log ^{+} M(r, f)}{\log r}
$$

where

$$
\log ^{+} x= \begin{cases}\log x & \text { if } x \geq 1 \\ 0 & \text { if } x<1\end{cases}
$$

and

$$
M(r, f)=\max _{|t| \leq r,|z| \leq r}|f(t, z)|
$$

Valiron [17] showed that each transcendental entire solution of a homogeneous linear ordinary differential equation with polynomial coefficients is of finite positive
order. However, Theorem 1.1 shows that Valiron's theorem is not true for general partial differential equations. For example, the equation

$$
t^{2} \frac{\partial^{2} u}{\partial t^{2}}-\frac{\partial^{2} u}{\partial z^{2}}+t \frac{\partial u}{\partial t}=0
$$

has an entire solution $\exp \left(t e^{z}\right)$ of infinite order.
If $0<\lambda=\operatorname{ord}(f)<\infty$, we define the type of $f$ by

$$
\operatorname{typ}(f)=\limsup _{r \rightarrow \infty} \frac{\log ^{+} M(r, f)}{r^{\lambda}}
$$

For the type of entire solutions of equation (2) we have an analogue of the LindelöfPringsheim theorem, whose proof is essentially the same as that of determining the type for Taylor series of entire functions of one complex variable.

Theorem 1.2. If $f(t, z)$ is an entire solution of (2) defined by (3) and (4) such that $1<\lambda=\operatorname{ord}(f)<\infty$, then the type $\sigma=\operatorname{typ}(f)$ satisfies

$$
e \lambda \sigma=2^{-\lambda / 2} \limsup _{n \rightarrow \infty} 2 n\left|c_{n}\right|^{\lambda /(2 n)}
$$

Next we introduce some properties $(\mathrm{P})$ on $\mathbb{C}^{2}$ such that the cardinal number of $\mathcal{S}_{(\mathrm{P})}\left(\mathbb{C}^{2}\right)$ is finite. In other words, we give some conditions that determine uniquely meromorphic solutions of (1) on $\mathbb{C}^{2}$. Nevanlinna's four-value theorem states that if two nonconstant meromorphic functions $f$ and $g$ on $\mathbb{C}$ share four distinct values counting multiplicity, then $g$ must be a fractional linear transformation of $f$, which is also called a Möbius transformation of $f$. Brosch [4] proved that if two nonconstant meromorphic functions $f$ and $g$ on $\mathbb{C}$ share three distinct values $c_{1}, c_{2}, c_{3}$ counting multiplicity, if $f$ is a solution of the differential equation

$$
\left(\frac{d w}{d z}\right)^{n}=\sum_{j=0}^{2 n} b_{j}(z) w^{j}:=P(z, w)
$$

such that $b_{0}, b_{1}, \ldots, b_{2 n}\left(b_{2 n} \not \equiv 0\right)$ are small functions of $f$ (grow more slowly than $f$ ), and if $P\left(z, c_{i}\right) \not \equiv 0$ for $i=1,2,3$, then $f=g$.

To state a generalization of Brosch's result to partial differential equations, we abbreviate

$$
u_{t}=\frac{\partial u}{\partial t}, \quad u_{t z}=\frac{\partial^{2} u}{\partial t \partial z}, \quad u_{t t}=\frac{\partial^{2} u}{\partial t^{2}},
$$

and so on, and we set

$$
\begin{aligned}
D u & =a_{0} u_{t}^{2}+2 a_{1} u_{t} u_{z}+a_{2} u_{z}^{2} \quad \text { and } \\
L u & =a_{0} u_{t t}+2 a_{1} u_{t z}+a_{2} u_{z z}+a_{3} u_{t}+a_{4} u_{z} .
\end{aligned}
$$

We make the following assumption.
(A) All coefficients $a_{i}$ in (1) are polynomials, and when $a_{6}=0$ there are no nonconstant polynomials $u$ satisfying the system

$$
\left\{\begin{aligned}
D u & =0, \\
L u & =0 .
\end{aligned}\right.
$$

For technical reasons, here we study only meromorphic functions of finite orders. The order of a meromorphic function of several variables may be defined by using its Nevanlinna characteristic function (see [8; 16]).

Theorem 1.3. Suppose assumption (A) holds. Let $f(t, z)$ be a nonconstant meromorphic solution of (1) such that $\operatorname{ord}(f)<\infty$, and let $g$ be a nonconstant meromorphic function of finite order on $\mathbb{C}^{2}$. If $f$ and $g$ share $0,1, \infty$ counting multiplicity, then one of the following five statements holds:
(a) $g=f$;
(b) $g f=1$;
(c) $a_{6}=0, g f=f+g$;
(d) $a_{6}=0$, and there exist a constant $b \notin\{0,1\}$ and a polynomial $\beta$ such that

$$
f=\frac{1}{b-1}\left(e^{\beta}-1\right), \quad g=\frac{b}{b-1}\left(1-e^{-\beta}\right)
$$

(e) $a_{6} \neq 0, f^{2} g^{2}=3 f g-f-g$.

When $a_{6} \neq 0$, case (b) may occur. For example, consider the differential equation

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial t^{2}}+\frac{\partial^{2} u}{\partial z^{2}}-\frac{\partial u}{\partial t}-u=0 \tag{6}
\end{equation*}
$$

which has an entire solution of order 1:

$$
f(t, z)=e^{t+z}
$$

Let's compare $f$ with the following entire function of order 1 :

$$
g(t, z)=e^{-t-z}
$$

Obviously, $f$ and $g$ share $0,1,-1, \infty$ counting multiplicity, but $g \neq f, g f=1$. Now the differential equation

$$
L u+D u+a_{6}=u_{t t}+u_{z z}-u_{t}+u_{t}^{2}+u_{z}^{2}-1=0
$$

has the nonconstant polynomial solution

$$
u(t, z)=t+z
$$

Condition (A) is meaningful. For example, Theorem 1.1 shows that the differential equation (2) admits many entire solutions of finite order. Furthermore, we can prove that condition (A) when associated with the differential equation (2) holds, thereby obtaining the following result.

Corollary 1.4. Let $f(t, z)$ be a nonconstant meromorphic solution of (2) such that $\operatorname{ord}(f)<\infty$, and let $g$ be a nonconstant meromorphic function of finite order on $\mathbb{C}^{2}$. If $f$ and $g$ share $0,1, \infty$ counting multiplicity, then we have $g=f$ or $g f=1$ or $f^{2} g^{2}=3 f g-f-g$.

Case (b) in Theorem 1.3 may actually occur for $a_{6}=0$. For example, consider the differential equation

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial t^{2}}-\frac{\partial u}{\partial z}=0 \tag{7}
\end{equation*}
$$

which has an entire solution $f(t, z)=e^{t+z}$ of order 1 such that assumption (A) clearly holds. The entire solution $f$ and the function $g=e^{-t-z}$ share $0,1, \infty$ counting multiplicity and also satisfy $g f=1$; this is case (b) in Theorem 1.3.

For a real number $x$, let $[x]$ denote the maximal integer $\leq x$. We give the following result, which is an analogue of Anastassiadis's theorem [1] on uniqueness of entire functions of one variable.

Theorem 1.5. Let $f(t, z)$ and $g(t, z)$ be transcendental entire solutions of (2) such that $\operatorname{ord}(f)<\infty, \operatorname{ord}(g)<\infty$, and

$$
\frac{\partial^{2 j} f}{\partial t^{j} \partial z^{j}}(0,0)=\frac{\partial^{2 j} g}{\partial t^{j} \partial z^{j}}(0,0), \quad j=0,1, \ldots, q,
$$

where

$$
q=\max \{[\operatorname{ord}(f)],[\operatorname{ord}(g)]\}
$$

If there exists a complex number a with $(a, f(0,0)) \neq(0,0)$ such that $f$ and $g$ share a counting multiplicity, then $f=g$.

Theorem 1.3 shows that, when $a_{6}=0$, global solutions of the equation (1) can be quite complicated; however, when $a_{6} \neq 0$, these solutions have normal properties. Our next result also supports this view. Theorem 1.6 extends a theorem [6, Thm. 5.8] on meromorphic solutions of linear ordinary differential equations.

Theorem 1.6. Assume that all $a_{k}$ in (1) are entire functions on $\mathbb{C}^{2}$ that grow more slowly than a meromorphic solution of equations (1) on $\mathbb{C}^{2}$. If $a_{6} \not \equiv 0$, then the deficiency of the solution for each nonzero complex number is zero.

Some notation and remarks related to Theorem 1.6 will be given in Section 7. For example, the so-called telegraph equation

$$
\frac{\partial^{2} u}{\partial t^{2}}-c^{2} \frac{\partial^{2} u}{\partial z^{2}}+2 \alpha \frac{\partial u}{\partial t}+\alpha^{2} u=0
$$

has entire solutions

$$
u(t, z)=e^{-\alpha t}\{f(z+c t)+g(z-c t)\},
$$

where $f$ and $g$ are entire functions on $\mathbb{C}$. If $\alpha \neq 0$, Theorem 1.6 shows that the deficiency of a nonconstant $u(t, z)$ for each nonzero complex number $a$ is zero, which means that the equation

$$
f(z+c t)+g(z-c t)-a e^{\alpha t}=0
$$

has zeros.

## 2. Proof of Theorem 1.1

First of all, we assume that $u=f(t, z)$ is an entire function on $\mathbb{C}^{2}$ satisfying (2). Then we have the Taylor expansion

$$
f(t, z)=\sum_{n=0}^{\infty} w_{n}(t) z^{n}
$$

where

$$
w_{n}(t)=\frac{1}{n!} \frac{\partial^{n} f}{\partial z^{n}}(t, 0)
$$

Since $f(t, z)$ satisfies equation (2), we find

$$
\begin{aligned}
t^{2} \frac{\partial^{2} f}{\partial t^{2}}-z^{2} \frac{\partial^{2} f}{\partial z^{2}}+t & \frac{\partial f}{\partial t}-z \frac{\partial f}{\partial z}+t^{2} u \\
& =\sum_{n=0}^{\infty}\left(t^{2} \frac{d^{2} w_{n}}{d t^{2}}+t \frac{d w_{n}}{d t}+\left(t^{2}-n^{2}\right) w_{n}\right) z^{n}=0
\end{aligned}
$$

that is, the $w_{n}(t)$ are entire solutions of Bessel's differential equations

$$
\begin{equation*}
t^{2} \frac{d^{2} w}{d t^{2}}+t \frac{d w}{d t}+\left(t^{2}-n^{2}\right) w=0, \quad n=0,1, \ldots \tag{8}
\end{equation*}
$$

Because the first kind of Bessel function of order $n$,

$$
J_{n}(t)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \cos (n \theta-t \sin \theta) d \theta
$$

and the second kind of Bessel function (Neumann function) of order $n$,

$$
\begin{aligned}
N_{n}(t)= & \frac{2}{\pi} J_{n}(t)\left(C+\log \frac{t}{2}\right)-\frac{1}{\pi}\left(\frac{t}{2}\right)^{-n} \sum_{k=0}^{n-1} \frac{(n-k-1)!}{k!}\left(\frac{t}{2}\right)^{2 k} \\
& -\frac{1}{\pi}\left(\frac{t}{2}\right)^{n} \sum_{k=0}^{\infty} \frac{(-1)^{k}}{k!(n+k)!}\left(\sum_{m=1}^{k} \frac{1}{m}+\sum_{m=1}^{n+k} \frac{1}{m}\right)\left(\frac{t}{2}\right)^{2 k}
\end{aligned}
$$

are linearly independent solutions of (8), there must exist constants $c_{n}$ and $d_{n}$ such that

$$
w_{n}(t)=n!c_{n} J_{n}(t)+d_{n} N_{n}(t)
$$

This equation easily yields $d_{n}=0$ if we examine the singularity at $t=0$. Thus we obtain the expansion (3).

To prove (4), we next study the limit

$$
\lambda(t)=\limsup _{n \rightarrow \infty}\left(n!\left|c_{n} J_{n}(t)\right|\right)^{1 / n}
$$

By using the Poisson formula

$$
J_{n}(t)=\frac{2}{\sqrt{\pi} \Gamma\left(n+\frac{1}{2}\right)}\left(\frac{t}{2}\right)^{n} \int_{0}^{\pi / 2} \cos (t \cos x) \sin ^{2 n} x d x
$$

and the Stirling formula

$$
\Gamma(z)=e^{-z} z^{z-1 / 2} \sqrt{2 \pi}\left\{1+O\left(\frac{1}{z}\right)\right\}, \quad|\arg z|<\pi
$$

it is easy to show

$$
\lambda(t) \leq \frac{\kappa}{2}|t|
$$

where

$$
\kappa=\underset{n \rightarrow \infty}{\limsup }\left|c_{n}\right|^{1 / n} .
$$

Note that, when $t=1$,

$$
\int_{0}^{\pi / 2} \cos (t \cos x) \sin ^{2 n} x d x \geq \cos 1 \int_{0}^{\pi / 2} \sin ^{2 n} x d x=\frac{\pi(2 n)!}{2\left(2^{n} n!\right)^{2}} \cos 1
$$

We obtain easily

$$
\lambda(1) \geq \frac{\kappa}{2} .
$$

Therefore,

$$
\limsup _{n \rightarrow \infty}\left(n!\left|c_{n} J_{n}(1) z^{n}\right|\right)^{1 / n}=\lambda(1)|z|=\frac{\kappa}{2}|z| .
$$

Since $f(t, z)$ is an entire function (i.e., the series (3) converges for all $(t, z) \in \mathbb{C}^{2}$ ), it follows that $\kappa=0$ and hence (4) is proved.

Conversely, if $f(t, z)$ is an entire function of the form (3) satisfying (4) then it is trivial to check that it also satisfies the partial differential equation (2), since

$$
\begin{aligned}
t^{2} \frac{\partial^{2} f}{\partial t^{2}}-z^{2} \frac{\partial^{2} f}{\partial z^{2}}+ & t \frac{\partial f}{\partial t}-z \frac{\partial f}{\partial z}+t^{2} f \\
& =\sum_{n=0}^{\infty} n!c_{n}\left(t^{2} \frac{d^{2} J_{n}}{d t^{2}}+t \frac{d J_{n}}{d t}+\left(t^{2}-n^{2}\right) J_{n}\right) z^{n}=0
\end{aligned}
$$

if we recall that $J_{n}$ is a solution of (8).
Finally, we prove $\rho \leq \operatorname{ord}(f) \leq \max \{1, \rho\}$. We first show $\rho \leq \operatorname{ord}(f)$. Without loss of generality, we may assume $0<\rho \leq \infty$. Take $\varepsilon$ with $0<\varepsilon<\rho$, and set

$$
k= \begin{cases}\rho-\varepsilon & \text { if } \rho<\infty \\ 1 / \varepsilon & \text { if } \rho=\infty\end{cases}
$$

Then there exists a sequence $n_{j} \rightarrow \infty$ such that

$$
2 n_{j} \log n_{j} \geq k \log \left|c_{n_{j}}\right|^{-1}
$$

Note that

$$
J_{n}(t)=\left(\frac{t}{2}\right)^{n} \sum_{m=0}^{\infty} \frac{(-1)^{m}}{m!(n+m)!}\left(\frac{t}{2}\right)^{2 m}
$$

and so

$$
\frac{\partial^{2 n} f}{\partial t^{n} \partial z^{n}}(0,0)=c_{n}(n!)^{2} J_{n}^{(n)}(0)=\frac{(n!)^{2}}{2^{n}} c_{n}
$$

By using Cauchy's inequality

$$
\left|\frac{\partial^{2 n} f}{\partial t^{n} \partial z^{n}}(0,0)\right| \leq(n!)^{2} r^{-2 n} M(r, f)
$$

which is equivalent to

$$
\begin{equation*}
2^{-n}\left|c_{n}\right| \leq r^{-2 n} M(r, f) \tag{9}
\end{equation*}
$$

we find that

$$
\log M(r, f) \geq \log \left|c_{n}\right|+2 n \log r-n \log 2
$$

Then, when $j$ is large, we have

$$
\begin{aligned}
\log M(r, f) & \geq \log \left|c_{n_{j}}\right|+2 n_{j} \log r-n_{j} \log 2 \\
& >2 n_{j}\left(\log r-\frac{1}{k} \log n_{j}-\frac{1}{2} \log 2\right) .
\end{aligned}
$$

Now take

$$
r_{j}=\sqrt{2}\left(e n_{j}\right)^{1 / k}
$$

If $j$ is large, then

$$
\log M\left(r_{j}, f\right)>\frac{2^{1-k / 2}}{e k} r_{j}^{k}
$$

which means that

$$
\operatorname{ord}(f) \geq \limsup _{j \rightarrow \infty} \frac{\log ^{+} \log ^{+} M\left(r_{j}, f\right)}{\log r_{j}} \geq k
$$

hence, if we let $\varepsilon \rightarrow 0$ then $\operatorname{ord}(f) \geq \rho$ follows.
Next we show another inequality, $\operatorname{ord}(f) \leq \max \{1, \rho\}$. Toward this end, we may assume $\rho<\infty$. For any $\varepsilon>0$ there exists an $n_{0}>1$ such that, when $n \geq n_{0}$,

$$
0 \leq \frac{2 \log n}{\log \left(1 /\left|c_{n}\right|^{1 / n}\right)}<\rho+\varepsilon
$$

that is,

$$
\left|c_{n}\right|<n^{-2 n /(\rho+\varepsilon)}
$$

By using the Poisson formula and noting that

$$
|\cos (t \cos x)| \leq e^{r}
$$

where $r=|t|$, we can obtain the inequality

$$
\begin{equation*}
n!\left|J_{n}(t)\right| \leq \frac{\sqrt{\pi}(2 n)!}{2^{2 n} \Gamma\left(n+\frac{1}{2}\right) n!}\left(\frac{r}{2}\right)^{n} e^{r} \tag{10}
\end{equation*}
$$

Since the Stirling formula easily implies that

$$
\lim _{n \rightarrow \infty} \frac{\sqrt{\pi}(2 n)!}{2^{2 n} \Gamma\left(n+\frac{1}{2}\right) n!}=1
$$

we can choose $n_{0}$ sufficiently large so that when $n \geq n_{0}$ we have

$$
\begin{equation*}
n!\left|J_{n}(t)\right| \leq 2\left(\frac{r}{2}\right)^{n} e^{r} \tag{11}
\end{equation*}
$$

where $r=|t|$. However, when $|t|=r$,

$$
\begin{aligned}
M(r, f) & \leq \sum_{n=0}^{n_{0}-1} n!\left|c_{n} J_{n}(t)\right| r^{n}+2 e^{r} \sum_{n=n_{0}}^{\infty} 2^{-n} n^{-2 n /(\rho+\varepsilon)} r^{2 n} \\
& \leq 2 e^{r}\left\{A r^{2 n_{0}-2}+\sum_{n=n_{0}}^{\infty} n^{-2 n /(\rho+\varepsilon)}\left(\frac{r^{2}}{2}\right)^{n}\right\}
\end{aligned}
$$

Put $m(r)=(2 r)^{\rho+\varepsilon}$. Then

$$
\sum_{n \geq m(r)} n^{-2 n /(\rho+\varepsilon)}\left(\frac{r^{2}}{2}\right)^{n} \leq \sum_{n=0}^{\infty} \frac{1}{8^{n}}=\frac{8}{7}
$$

We also have

$$
\sum_{n_{0} \leq n<m(r)} n^{-2 n /(\rho+\varepsilon)}\left(\frac{r^{2}}{2}\right)^{n} \leq\left(\frac{r^{2}}{2}\right)^{m(r)} \sum_{n=1}^{\infty} n^{-2 n /(\rho+\varepsilon)}=B\left(\frac{r^{2}}{2}\right)^{m(r)} .
$$

Therefore,

$$
\begin{equation*}
M(r, f) \leq 2 e^{r}\left\{A r^{2 n_{0}-2}+B\left(\frac{r^{2}}{2}\right)^{m(r)}+\frac{8}{7}\right\} \tag{12}
\end{equation*}
$$

which means that

$$
\operatorname{ord}(f)=\limsup _{r \rightarrow \infty} \frac{\log ^{+} \log ^{+} M(r, f)}{\log r} \leq \max \{1, \rho\}+\varepsilon
$$

Hence, if we let $\varepsilon \rightarrow 0$ then $\operatorname{ord}(f) \leq \max \{1, \rho\}$ follows.

## 3. Proof of Theorem 1.2

Set

$$
\varrho=2^{-\lambda / 2} \limsup _{n \rightarrow \infty} 2 n\left|c_{n}\right|^{\lambda /(2 n)} .
$$

We first show $\varrho \geq e \lambda \sigma$. To do this, we may assume that $\varrho<\infty$. Then for any $\varepsilon>0$ there exists an $n_{0}>1$ such that, when $n \geq n_{0}$,

$$
2^{-\lambda / 2} 2 n\left|c_{n}\right|^{\lambda /(2 n)}<\varrho+\varepsilon
$$

or, equivalently,

$$
2^{-n}\left|c_{n}\right|<\left(\frac{\varrho+\varepsilon}{2 n}\right)^{2 n / \lambda}
$$

Therefore, when $|t|=r$,

$$
M(r, f) \leq 2 e^{r}\left\{A r^{2 n_{0}-2}+\sum_{n \geq n_{0}}\left(\frac{\varrho+\varepsilon}{2 n}\right)^{2 n / \lambda} r^{2 n}\right\}
$$

Note that, for $a>0$ and $b>0$,

$$
\max _{x>0}\left(\frac{a}{x}\right)^{x / b}=\exp \left(\frac{a}{e b}\right)
$$

Then

$$
\sum_{n_{0} \leq n<(\varrho+\varepsilon) r^{\lambda}}\left(\frac{\varrho+\varepsilon}{2 n}\right)^{2 n / \lambda} r^{2 n} \leq(\varrho+\varepsilon) r^{\lambda} \exp \left(\frac{(\varrho+\varepsilon) r^{\lambda}}{e \lambda}\right),
$$

whereas

$$
\sum_{n \geq(\varrho+\varepsilon) r^{\lambda}}\left(\frac{\varrho+\varepsilon}{2 n}\right)^{2 n / \lambda} r^{2 n} \leq \sum_{n=0}^{\infty} \frac{1}{4^{n / \lambda}}=\frac{4^{1 / \lambda}}{4^{1 / \lambda}-1}=C .
$$

Therefore,

$$
M(r, f) \leq 2 e^{r}\left\{A r^{2 n_{0}-2}+(\varrho+\varepsilon) r^{\lambda} \exp \left(\frac{(\varrho+\varepsilon) r^{\lambda}}{e \lambda}\right)+C\right\}
$$

which easily yields

$$
\sigma \leq \frac{\varrho+\varepsilon}{e \lambda}
$$

that is, $e \lambda \sigma \leq \varrho$ if we let $\varepsilon \rightarrow 0$.
Finally, we show the converse inequality $e \lambda \sigma \geq \varrho$. Now we may assume $\varrho>0$. Take $\varepsilon$ with $0<\varepsilon<\varrho$ and set

$$
\kappa= \begin{cases}\varrho-\varepsilon & \text { if } \varrho<\infty \\ 1 / \varepsilon & \text { if } \varrho=\infty\end{cases}
$$

Then there exists a sequence $n_{j} \rightarrow \infty$ satisfying

$$
2^{-\lambda / 2} 2 n_{j}\left|c_{n_{j}}\right|^{\lambda /\left(2 n_{j}\right)}>\kappa
$$

or, equivalently,

$$
2^{-n_{j}}\left|c_{n_{j}}\right|>\left(\frac{\kappa}{2 n_{j}}\right)^{2 n_{j} / \lambda}
$$

Using Cauchy's inequality (9),

$$
2^{-n}\left|c_{n}\right| \leq r^{-2 n} M(r, f)
$$

for large $j$ we find that

$$
M(r, f) \geq\left(\frac{\kappa}{2 n_{j}} r^{\lambda}\right)^{2 n_{j} / \lambda}
$$

Take

$$
r_{j}^{\lambda}=\frac{2 e n_{j}}{\kappa}
$$

We obtain

$$
M\left(r_{j}, f\right) \geq \exp \left(\frac{\kappa}{e \lambda} r_{j}^{\lambda}\right)
$$

which yields

$$
\sigma \geq \limsup _{j \rightarrow \infty} \frac{\log ^{+} M\left(r_{j}, f\right)}{r_{j}^{\lambda}} \geq \frac{\kappa}{e \lambda} .
$$

Hence $e \lambda \sigma \geq \varrho$ follows if we let $\varepsilon \rightarrow 0$.

## 4. Proof of Theorem 1.3

By [16, Prop. 6.2], there exist two polynomials $\alpha, \beta$ satisfying

$$
\begin{equation*}
\frac{f}{g}=e^{\alpha}, \quad \frac{f-1}{g-1}=e^{\beta} . \tag{13}
\end{equation*}
$$

If $e^{\alpha}=e^{\beta}$, then

$$
\frac{f}{g}=\frac{f-1}{g-1}
$$

and so $g=f$ follows. Conversely, if $g=f$, then $e^{\alpha}=1=e^{\beta}$ follows from (13).

Next we study the case

$$
\begin{equation*}
e^{\alpha} \neq e^{\beta}, \quad g \neq f \tag{14}
\end{equation*}
$$

It is easy to obtain the expressions

$$
\begin{equation*}
f=\frac{e^{\beta}-1}{e^{\gamma}-1} \quad \text { and } \quad g=\frac{e^{\gamma}}{e^{\gamma}-1}\left(1-e^{-\beta}\right) \tag{15}
\end{equation*}
$$

where $\gamma=\beta-\alpha$. Note that

$$
\begin{aligned}
& f_{t}=\left(e^{-\alpha}-e^{-\beta}\right)^{-2}\{ \left.\alpha_{t} e^{-\alpha}-\beta_{t} e^{-\beta}+\gamma_{t} e^{-\alpha-\beta}\right\}, \\
& f_{t t}=\left(e^{-\alpha}-e^{-\beta}\right)^{-3}\left\{\left(\alpha_{t t}+\alpha_{t}^{2}\right) e^{-2 \alpha}+\left(\beta_{t t}+\beta_{t}^{2}\right) e^{-2 \beta}\right. \\
& \quad+\left(\gamma_{t t}-\gamma_{t}^{2}\right) e^{-2 \alpha-\beta}-\left(\gamma_{t t}+\gamma_{t}^{2}\right) e^{-\alpha-2 \beta} \\
&\left.\quad-\left(\alpha_{t t}+\beta_{t t}+2 \alpha_{t} \beta_{t}-\gamma_{t}^{2}\right) e^{-\alpha-\beta}\right\}, \\
& f_{t z}=\left(e^{-\alpha}-e^{-\beta}\right)^{-3}\left\{\left(\alpha_{t z}+\alpha_{t} \alpha_{z}\right) e^{-2 \alpha}+\left(\beta_{t z}+\beta_{t} \beta_{z}\right) e^{-2 \beta}\right. \\
& \quad+\left(\gamma_{t z}-\gamma_{t} \gamma_{z}\right) e^{-2 \alpha-\beta}-\left(\gamma_{t z}+\gamma_{t} \gamma_{z}\right) e^{-\alpha-2 \beta} \\
&\left.\quad\left(\alpha_{t z}+\beta_{t z}+\alpha_{t} \beta_{z}+\alpha_{z} \beta_{t}-\gamma_{t} \gamma_{z}\right) e^{-\alpha-\beta}\right\} .
\end{aligned}
$$

Symmetrically, we can obtain derivatives of $f$ with respect to $z$. Substituting into the differential equation (1) yields

$$
\begin{align*}
0= & \left(L \alpha+D \alpha+a_{6}\right) e^{-2 \alpha}+\left(L \beta+D \beta+a_{6}\right) e^{-2 \beta} \\
& +\left(L \gamma-D \gamma-a_{6}\right) e^{-2 \alpha-\beta}-\left(L \gamma+D \gamma-2 a_{6}\right) e^{-\alpha-2 \beta} \\
& -\left\{L \alpha+L \beta+2 D(\alpha, \beta)-D \gamma+2 a_{6}\right\} e^{-\alpha-\beta}-a_{6} e^{-3 \beta} \tag{16}
\end{align*}
$$

where

$$
D(\alpha, \beta)=a_{0} \alpha_{t} \beta_{t}+a_{1}\left(\alpha_{t} \beta_{z}+\alpha_{z} \beta_{t}\right)+a_{2} \alpha_{z} \beta_{z}
$$

We further distinguish several cases in our study of (14).
Case 1: We claim that the polynomial $\alpha$ is not constant. Otherwise, if $\alpha$ is a constant $c$, then equation (16) becomes

$$
\begin{align*}
0= & -a_{6} e^{-3 \beta}+\left\{L_{1} \beta-e^{-c}\left(L_{1} \beta-3 a_{6}\right)\right\} e^{-2 \beta} \\
& -e^{-c}\left\{L_{2} \beta+5 a_{6}-e^{-c}\left(L_{2} \beta+2 a_{6}\right)\right\} e^{-\beta}+a_{6} e^{-2 c}, \tag{17}
\end{align*}
$$

where

$$
L_{1} \beta=L \beta+D \beta+a_{6}, \quad L_{2} \beta=L \beta-D \beta-3 a_{6}
$$

Observe that $\beta$ is not a constant in this case, for otherwise we could deduce from (15) that $f$ is a constant. If we apply a generalized Borel-Nevanlinna theorem to (17) (cf. [8, Thm. 3.4]), then it follows that the coefficients of exponential functions in (17) all are zero; that is,

$$
a_{6}=0, \quad\left(1-e^{-c}\right) L_{1} \beta=0, \quad\left(1-e^{-c}\right) L_{2} \beta=0
$$

Note that $e^{c} \neq 1$; otherwise, $g=f$ follows from (13), which contradicts (14). Hence we must have

$$
L_{1} \beta=0 \quad \text { and } \quad L_{2} \beta=0
$$

which means that

$$
\begin{equation*}
L \beta-a_{6}=0 \quad \text { and } \quad D \beta+2 a_{6}=0 \tag{18}
\end{equation*}
$$

This is a contradiction, so the claim is proved.
Case 2: We claim that the polynomial $\beta$ is not constant. Otherwise, if $\beta$ is a constant $c$, then equation (16) becomes

$$
\left(1-e^{-c}\right)\left(L_{1} \alpha\right) e^{-2 \alpha}-e^{-c}\left(1-e^{-c}\right)\left(L_{2} \alpha+5 a_{6}\right) e^{-\alpha}+e^{-2 c}\left(1-e^{-c}\right) a_{6}=0
$$

where

$$
L_{1} \alpha=L \alpha+D \alpha+a_{6}, \quad L_{2} \alpha=L \alpha-D \alpha-3 a_{6}
$$

Observe that $\alpha$ is not a constant in this case, for otherwise we could deduce from (15) that $f$ is a constant. If we apply a generalized Borel-Nevanlinna theorem to (19) (cf. [8, Thm. 3.4]), then it follows that the coefficients of exponential functions in (19) all are zero; that is,

$$
\left(1-e^{-c}\right) a_{6}=0, \quad\left(1-e^{-c}\right) L_{1} \alpha=0, \quad\left(1-e^{-c}\right)\left(L_{2} \alpha+5 a_{6}\right)=0
$$

Note that $e^{c} \neq 1$; otherwise, $g=f$ follows from (13), which contradicts (14). Hence we must have

$$
a_{6}=0, \quad L_{1} \alpha=0, \quad L_{2} \alpha=0
$$

which means that

$$
\begin{equation*}
L \alpha-a_{6}=0 \quad \text { and } \quad D \alpha+2 a_{6}=0 \tag{20}
\end{equation*}
$$

This is a contradiction, so the claim is proved.
Case 3: The polynomial $\gamma=\beta-\alpha$ is a constant $c$. Now (16) becomes

$$
\begin{align*}
0= & \left\{L_{1} \alpha+e^{-2 c} L_{1} \alpha-2 e^{-c} L_{1} \alpha\right\} e^{-2 \alpha} \\
& -e^{-c}\left(1-2 e^{-c}+e^{-2 c}\right) a_{6} e^{-3 \alpha} . \tag{21}
\end{align*}
$$

Note that $\alpha$ is not a constant in this case, for otherwise we could deduce from (15) that $f$ is a constant. It follows from (21) that

$$
\left(1-e^{-c}\right)^{2} a_{6}=0 \quad \text { and } \quad\left(1-e^{-c}\right)^{2} L_{1} \alpha=0
$$

Since $e^{\alpha} \neq e^{\beta}$, we have $b=e^{c} \neq 1$ and hence

$$
a_{6}=0 \quad \text { and } \quad L \alpha+D \alpha=0
$$

Thus Theorem 1.3(d) follows from (15).
Case 4: The polynomial $\alpha-2 \beta$ is a constant $c$. Now equation (16) becomes

$$
\begin{align*}
0= & \left(L_{1} \beta\right) e^{-2 \beta}-\left\{e^{-c}\left(3 L_{1} \beta-a_{6}\right)+a_{6}\right\} e^{-3 \beta}-e^{-2 c}\left(L_{1} \beta\right) e^{-5 \beta} \\
& +e^{-c}\left\{\left(2 L_{1} \beta+2 D \beta-a_{6}\right) e^{-c}+L_{2} \beta+5 a_{6}\right\} e^{-4 \beta} \tag{22}
\end{align*}
$$

Note that $\beta$ is not a constant in this case, for otherwise we could deduce from (15) that $f$ is a constant. If we apply a generalized Borel-Nevanlinna theorem to
equation (22) (cf. [8, Thm. 3.4), then it follows that the coefficients of exponential functions in (22) all are zero; that is,

$$
\begin{equation*}
L_{1} \beta=0, \quad\left(1-e^{-c}\right) a_{6}=0, \quad\left(1-e^{-c}\right)\left(2 D \beta-a_{6}\right)=0 \tag{23}
\end{equation*}
$$

If $e^{c} \neq 1$, then (23) implies

$$
L_{1} \beta=0, \quad a_{6}=0, \quad 2 D \beta-a_{6}=0
$$

hence

$$
L \beta=0, \quad D \beta=0
$$

This is in contradiction to (A). It follows that $e^{c}=1$; that is, $e^{\alpha-2 \beta}=1$. Thus we obtain

$$
\frac{f}{g}\left(\frac{g-1}{f-1}\right)^{2}=1
$$

or, equivalently,

$$
g f(g-f)=g-f
$$

hence $g f=1$ follows since $g \neq f$. This is Theorem 1.3(b).
Case 5: The polynomial $\beta-2 \alpha$ is a constant $c$. Now (16) becomes

$$
\begin{align*}
0= & \left(L_{1} \alpha\right) e^{-2 \alpha}-e^{-c}\left(3 L_{1} \alpha-a_{6}\right) e^{-3 \alpha}-e^{-2 c}\left(L_{1} \alpha-3 a_{6}\right) e^{-5 \alpha} \\
& +e^{-c}\left\{\left(2 L_{1} \alpha+2 D \alpha-a_{6}\right) e^{-c}+L_{2} \alpha+2 a_{6}\right\} e^{-4 \alpha}-e^{-3 c} a_{6} e^{-6 \alpha} . \tag{24}
\end{align*}
$$

Note that $\alpha$ is not a constant in this case, for otherwise we could deduce from (15) that $f$ is a constant. If we apply a generalized Borel-Nevanlinna theorem to (24) (cf. [8, Thm. 3.4]), then it follows that the coefficients of exponential functions in (24) all are zero; that is,

$$
a_{6}=0, \quad L_{1} \alpha=0, \quad\left(1-e^{-c}\right) D \alpha=0 .
$$

As in Case 4, we can show that $e^{\beta-2 \alpha}=e^{c}=1$. Therefore,

$$
\left(\frac{g}{f}\right)^{2} \frac{f-1}{g-1}=e^{\beta-2 \alpha}=1
$$

or, equivalently,

$$
g f(g-f)=(g-f)(g+f)
$$

hence $g f=f+g$ follows since $g \neq f$. This is Theorem 1.3(c).
Case 6: The polynomial $3 \beta-2 \alpha$ is a constant $c$. Now equation (16) becomes

$$
\begin{align*}
0= & e^{-3 c}\left(L \gamma-D \gamma-a_{6}\right) e^{8 \gamma}-e^{-3 c}\left(L \gamma+D \gamma-2 a_{6}\right) e^{7 \gamma} \\
& -e^{-2 c}\left\{3 L \gamma-9 D \gamma-a_{6}+e^{-c} a_{6}\right\} e^{6 \gamma} \\
& +e^{-2 c}\left(5 L \gamma-11 D \gamma-2 a_{6}\right) e^{5 \gamma}-e^{-2 c}\left(2 L \gamma-4 D \gamma-a_{6}\right) e^{4 \gamma} \tag{25}
\end{align*}
$$

Observe that $\gamma$ is not a constant in this case, for otherwise we could deduce from (15) that $f$ is a constant. If we apply a generalized Borel-Nevanlinna theorem to equation (25) (cf. [8, Thm. 3.4]), then it follows that the coefficients of exponential functions in (25) all are zero; that is,

$$
\begin{gathered}
L \gamma+D \gamma-2 a_{6}=0, \quad L \gamma-D \gamma-a_{6}=0, \quad 2 L \gamma-4 D \gamma-a_{6}=0 \\
5 L \gamma-11 D \gamma 2 a_{6}=0, \quad 3 L \gamma-9 D \gamma+\left(e^{-c}-1\right) a_{6}=0
\end{gathered}
$$

This means that

$$
a_{6}=0, \quad L \gamma=0, \quad D \gamma=0
$$

when $e^{c} \neq 1$ or $a_{6}=0$, which is a contradiction.
We thus have $e^{c}=1, a_{6}=0$, and hence

$$
\left(\frac{f-1}{g-1}\right)^{3}\left(\frac{g}{f}\right)^{2}=1
$$

which yields Theorem 1.3(e) because $f \neq g$.
Case 7: We rule out the case that $\alpha, \beta, \beta-\alpha, \alpha-2 \beta, 2 \alpha-\beta$, and $3 \beta-2 \alpha$ all are not constant. Otherwise, if we apply a generalized Borel-Nevanlinna theorem to equation (16) (cf. [8, Thm. 3.4]), then it follows that the coefficients of exponential functions in (16) all are zero. In particular, we have

$$
a_{6}=0, \quad L \gamma+D \gamma=0, \quad L \gamma-D \gamma=0
$$

which implies that

$$
\begin{equation*}
a_{6}=0, \quad L \gamma=0, \quad D \gamma=0 \tag{26}
\end{equation*}
$$

This is a contradiction.

## 5. Proof of Theorem 1.5

Let $f$ be defined by (3) and write

$$
\begin{equation*}
g(t, z)=\sum_{n=0}^{\infty} n!b_{n} J_{n}(t) z^{n} \tag{27}
\end{equation*}
$$

Note that

$$
J_{0}(0)=1, \quad J_{n}^{(n)}(0)=2^{-n}
$$

By the assumptions of Theorem 1.5, we have

$$
\begin{equation*}
c_{j}=b_{j}, \quad j=0,1, \ldots, q ; \quad\left(a, c_{0}\right) \neq(0,0) \tag{28}
\end{equation*}
$$

Since $f$ and $g$ share $a$ counting multiplicity (i.e., the zero divisors of both $f-a$ and $g-a$ are the same), it follows that [16, Prop. 6.2] implies the existence of a polynomial $P(t, z)$ on $\mathbb{C}^{2}$ satisfying

$$
\begin{equation*}
\frac{f(t, z)-a}{g(t, z)-a}=e^{P(t, z)} \tag{29}
\end{equation*}
$$

Moreover, either $P(t, z) \equiv 0$ or

$$
\operatorname{deg}(P) \leq \max \{\operatorname{ord}(f), \operatorname{ord}(g)\}
$$

If $P=0$, then $f=g$ follows immediately.
If $P \neq 0$, we claim that $P$ is independent of $z$. In fact, if we write generally

$$
\frac{\partial P}{\partial z}=\rho_{0}+\rho_{1} z+\cdots+\rho_{\lambda-1} z^{\lambda-1}
$$

where $\lambda=\operatorname{deg}(P) \leq q$ and $\rho_{i}=\rho_{i}(t)$ are polynomials of $t$ but $\rho_{\lambda-1}$ is a constant, then by differentiating (29) on $z$ we easily obtain

$$
g \frac{\partial f}{\partial z}-f \frac{\partial g}{\partial z}-a\left(\frac{\partial f}{\partial z}-\frac{\partial g}{\partial z}\right)=\left\{f g-a(f+g)+a^{2}\right\} \frac{\partial P}{\partial z}
$$

Write

$$
\begin{aligned}
g \frac{\partial f}{\partial z}-f \frac{\partial g}{\partial z} & =\sum_{n=0}^{\infty} \alpha_{n}(t) z^{n} \\
\frac{\partial f}{\partial z}-\frac{\partial g}{\partial z} & =\sum_{n=0}^{\infty} \beta_{n}(t) z^{n} \\
f(t, z) g(t, z) & =\sum_{n=0}^{\infty} \gamma_{n}(t) z^{n} \\
f(t, z)+g(t, z) & =\sum_{n=0}^{\infty} \delta_{n}(t) z^{n}
\end{aligned}
$$

here $\alpha_{n}, \beta_{n}, \gamma_{n}, \delta_{n}$ are entire functions of $t$ that satisfy the relations

$$
\begin{aligned}
\alpha_{0}-a \beta_{0} & =\rho_{0}\left(\gamma_{0}-a \delta_{0}+a^{2}\right), \\
\alpha_{1}-a \beta_{1} & =\rho_{0}\left(\gamma_{1}-a \delta_{1}\right)+\rho_{1}\left(\gamma_{0}-a \delta_{0}+a^{2}\right), \\
& \vdots \\
\alpha_{\lambda-1}-a \beta_{\lambda-1} & =\rho_{0}\left(\gamma_{\lambda-1}-a \delta_{\lambda-1}\right)+\cdots+\rho_{\lambda-1}\left(\gamma_{0}-a \delta_{0}+a^{2}\right),
\end{aligned}
$$

and

$$
\alpha_{k}-a \beta_{k}=\rho_{0}\left(\gamma_{k}-a \delta_{k}\right)+\cdots+\rho_{\lambda-1}\left(\gamma_{k-\lambda+1}-a \delta_{k-\lambda+1}\right), \quad k \geq \lambda .
$$

Combining these with (28), we obtain

$$
\begin{aligned}
\alpha_{j} & =0, \quad j=0,1, \ldots, q-1 \\
\beta_{j} & =0, \quad j=0,1, \ldots, q-1, \\
\gamma_{0} & =c_{0} b_{0} J_{0}^{2}=c_{0}^{2} J_{0}^{2}, \\
\delta_{0} & =c_{0} J_{0}+b_{0} J_{0}=2 c_{0} J_{0}
\end{aligned}
$$

hence

$$
\gamma_{0}-a \delta_{0}+a^{2}=\left(c_{0} J_{0}-a\right)^{2} \neq 0
$$

Therefore,

$$
\rho_{0}=\rho_{1}=\cdots=\rho_{\lambda-1}=0
$$

that is, $P(t, z)=P(t)$ is independent of $z$.
Setting $z=0$ in (29), we find

$$
e^{P(t)}=\frac{c_{0} J_{0}(t)-a}{b_{0} J_{0}(t)-a}=1
$$

and hence

$$
\frac{f(t, z)-a}{g(t, z)-a}=1
$$

Thus we obtain $f(t, z) \equiv g(t, z)$.

## 6. Proof of Theorem 1.6

We will use standard notation and terminologies in value distribution theory (see [ $8 ; 10]$ ).

Definition 6.1. A meromorphic function $g$ is said to grow more slowly than another meromorphic function $f$ if their Navanlinna characteristic functions satisfy

$$
\| \quad T(r, g)=o(T(r, f))
$$

where the symbol $\|$ to the left of an expression denotes that the expression holds as $r \rightarrow \infty$ outside of a possible exceptional set $E$ with $\int_{E} d r / r<\infty$.

Let's prove Theorem 1.6. Take a nonzero complex number $a$. Let $f$ be a meromorphic solution of the equation (1) such that all $a_{k}$ grow more slowly than $f$, and note that

$$
\frac{1}{f-a}=-\frac{1}{a}-\frac{1}{a a_{6}(f-a)}\left(a_{0} \frac{\partial^{2} f}{\partial t^{2}}+2 a_{1} \frac{\partial^{2} f}{\partial t \partial z}+a_{2} \frac{\partial^{2} f}{\partial z^{2}}+a_{3} \frac{\partial f}{\partial t}+a_{4} \frac{\partial f}{\partial z}\right)
$$

Then, using the lemma of logarithmic derivative (see [8;10]), it is easy to show that the proximity function satisfies

$$
\| \quad m\left(r, \frac{1}{f-a}\right)=o(T(r, f))
$$

Therefore, the defect of $f$ for $a$ is just

$$
\delta_{f}(a)=\liminf _{r \rightarrow \infty} \frac{m\left(r, \frac{1}{f-a}\right)}{T(r, f)}=0
$$

This completes the proof of Theorem 1.6.
REMARK. Simple calculations show that a nonconstant meromorphic function $f$ on $\mathbb{C}^{2}$ satisfies the estimates

$$
\begin{equation*}
\| \quad T\left(r, \frac{\partial f}{\partial t}\right) \leq(2+o(1)) T(r, f) \tag{30}
\end{equation*}
$$

and

$$
\begin{equation*}
\| \quad T\left(r, \frac{\partial f}{\partial z}\right) \leq(2+o(1)) T(r, f) \tag{31}
\end{equation*}
$$

Conversely, we can prove the following statement.
Theorem 6.2. Assume that all $a_{k}$ in equation (1) are entire functions on $\mathbb{C}^{2}$. If $a_{6} \not \equiv 0$, then each nonconstant meromorphic solution $f$ of (1) satisfies

$$
\| \quad T(r, f) \leq T\left(r, \frac{\partial f}{\partial t}\right)+T\left(r, \frac{\partial f}{\partial z}\right)+\sum_{k} T\left(r, a_{k}\right)+o(T(r, f))
$$

Proof. Without loss of generality, we may assume that

$$
\frac{\partial f}{\partial t} \not \equiv 0 \quad \text { and } \quad \frac{\partial f}{\partial z} \not \equiv 0
$$

Now $f$ satisfies

$$
\begin{aligned}
f= & -a_{6}^{-1} \frac{\partial f}{\partial t}\left(a_{0} \frac{\partial^{2} f}{\partial t^{2}} / \frac{\partial f}{\partial t}+2 a_{1} \frac{\partial^{2} f}{\partial t \partial z} / \frac{\partial f}{\partial t}+a_{3}\right) \\
& -a_{6}^{-1} \frac{\partial f}{\partial z}\left(a_{2} \frac{\partial^{2} f}{\partial z^{2}} / \frac{\partial f}{\partial z}+a_{4}\right)
\end{aligned}
$$

By using the lemma of logarithmic derivative, we easily obtain

$$
\begin{aligned}
\| \quad m(r, f) \leq & m\left(r, \frac{\partial f}{\partial t}\right)+m\left(r, \frac{\partial f}{\partial z}\right)+\sum_{k} T\left(r, a_{k}\right) \\
& +o\left\{T\left(r, \frac{\partial f}{\partial t}\right)\right\}+o\left\{T\left(r, \frac{\partial f}{\partial z}\right)\right\}+O(1)
\end{aligned}
$$

Combining this with (30) and (31) yields

$$
\| \quad m(r, f) \leq m\left(r, \frac{\partial f}{\partial t}\right)+m\left(r, \frac{\partial f}{\partial z}\right)+\sum_{k} T\left(r, a_{k}\right)+o(T(r, f))
$$

Since

$$
N(r, f) \leq N\left(r, \frac{\partial f}{\partial t}\right) \quad \text { and } \quad N(r, f) \leq N\left(r, \frac{\partial f}{\partial z}\right)
$$

the proof of Theorem 6.2 is complete.

## 7. Factorization of Meromorphic Solutions

Given the results due to Valiron [17] and Brownawell [5], we can derive the following theorem.

Theorem 7.1. Assume that all $a_{k}$ in equation (1) are polynomials on $\mathbb{C}^{2}$. Let $f$ be a nonconstant meromorphic function on $\mathbb{C}$, and let $g$ be a nonconstant entire function on $\mathbb{C}^{2}$ such that $u=f \circ g$ is a solution of (1). Then $g$ satisfies a nontrivial algebraic differential equation of the form

$$
\begin{align*}
0= & a_{0} P_{00}(g) \frac{\partial^{2} g}{\partial t^{2}}+2 a_{1} P_{01}(g) \frac{\partial^{2} g}{\partial t \partial z}+a_{2} P_{02}(g) \frac{\partial^{2} g}{\partial z^{2}} \\
& +a_{0} P_{10}(g)\left(\frac{\partial g}{\partial t}\right)^{2}+2 a_{1} P_{11}(g) \frac{\partial g}{\partial t} \frac{\partial g}{\partial z}+a_{2} P_{12}(g)\left(\frac{\partial g}{\partial z}\right)^{2} \\
& +a_{3} P_{20}(g) \frac{\partial g}{\partial t}+a_{4} P_{21}(g) \frac{\partial g}{\partial z}+a_{6} P_{22}(g) \tag{32}
\end{align*}
$$

where the $P_{i j}$ are polynomials.
However, supppose one of the following conditions holds:
(a) $a_{6} \not \equiv 0$;
(b) $g$ is not a solution of the equation

$$
a_{0} \frac{\partial^{2} u}{\partial t^{2}}+2 a_{1} \frac{\partial^{2} u}{\partial t \partial z}+a_{2} \frac{\partial^{2} u}{\partial z^{2}}+a_{3} \frac{\partial u}{\partial t}+a_{4} \frac{\partial u}{\partial z}=0
$$

(c) $g$ is not a solution of the equation

$$
a_{0}\left(\frac{\partial u}{\partial t}\right)^{2}+2 a_{1} \frac{\partial u}{\partial t} \frac{\partial u}{\partial z}+a_{2}\left(\frac{\partial u}{\partial z}\right)^{2}=0
$$

Then $f$ satisfies a nontrivial differential equation of the form

$$
\begin{equation*}
Q_{0}(\zeta) f^{\prime \prime}(\zeta)+Q_{1}(\zeta) f^{\prime}(\zeta)+Q_{2}(\zeta) f(\zeta)=0 \tag{33}
\end{equation*}
$$

where the $Q_{k}(\zeta)$ are polynomials on $\mathbb{C}$. In particular, $f$ is of finite order. Further, if $f$ is a transcendental entire function then the order of $f$ is a positive rational number.

Proof. Because $u=f \circ g$ is a solution of (1), we have

$$
\begin{equation*}
B_{0} f^{\prime \prime} \circ g+B_{1} f^{\prime} \circ g+a_{6} f \circ g=0 \tag{34}
\end{equation*}
$$

where

$$
\begin{aligned}
& B_{0}=a_{0}\left(\frac{\partial g}{\partial t}\right)^{2}+2 a_{1} \frac{\partial g}{\partial t} \frac{\partial g}{\partial z}+a_{2}\left(\frac{\partial g}{\partial z}\right)^{2} \text { and } \\
& B_{1}=a_{0} \frac{\partial^{2} g}{\partial t^{2}}+2 a_{1} \frac{\partial^{2} g}{\partial t \partial z}+a_{2} \frac{\partial^{2} g}{\partial z^{2}}+a_{3} \frac{\partial g}{\partial t}+a_{4} \frac{\partial g}{\partial z}
\end{aligned}
$$

The assumptions of Theorem 7.1 make equation (34) nontrivial. By [5, Thm. 1], $g$ and $f$ satisfy a nontrivial differential equation of the form (32) and (33), respectively. Then, according to a result due to Von Koch-Perron (or see [6]), $f$ is of finite order. Furthermore, if $f$ is a transcendental entire function, then it follows from Valiron's theorem [17] that the order of $f$ is a positive rational number. This completes the proof of Theorem 7.1.

A result due to Steinmetz [15] claims that each meromorphic solution of a linear ordinary differential equation with rational coefficients is pseudo-prime-that is, one of factors in each factorization of the function is not transcendental. However, the functions $f$ and $g$ in Theorem 7.1 may be transcendental. For example, the function $u(t, z)=\exp \left(2 t e^{z}-e^{2 z}\right)$ with $f(\zeta)=e^{\zeta}$ and $g(t, z)=2 t e^{z}-e^{2 z}$ satisfies the equation

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial t^{2}}-2 t \frac{\partial u}{\partial t}+2 \frac{\partial u}{\partial z}=0 \tag{35}
\end{equation*}
$$

but $u(t, z)$ is not pseudo-prime. Hence Steinmetz's theorem cannot be directly extended to the partial differential equations (1). Observe that $g(t, z)$ satisfies the nonlinear differential equation

$$
\frac{\partial^{2} u}{\partial t^{2}}+\left(\frac{\partial u}{\partial t}\right)^{2}-2 t \frac{\partial u}{\partial t}+2 \frac{\partial u}{\partial z}=0
$$

On the other hand, $g(t, z)$ satisfies condition (b) in Theorem 7.1; that is, $g$ is not a solution of (35), and $f$ is of order 1. Therefore, $u(t, z)$ satisfies the conclusions of Theorem 7.1.

## 8. Existence of Entire Solutions

Generally, by Cauchy's existence theorem (or the Cauchy-Kowalewski theorem) we can find local holomorphic solutions of equation (1) (see Section 9), but this theorem does not tell us how to confirm completely the domains of holomorphic solutions. If $\Sigma$ is of the form $D \times \mathbb{C}$ for a domain $D \subseteq \mathbb{C}$, then the following result gives definite domains of holomorphic solutions for a class of differential equations.

Theorem 8.1. Let $D$ be a domain in $\mathbb{C}$, and take $t_{0} \in D$. Assume that $a_{0}=a_{0}(t)$ is independent of $z$ and has no zeros in a disc

$$
\Delta=\Delta_{\rho}=\left\{t \in \mathbb{C}| | t-t_{0} \mid<\rho\right\} \subset D .
$$

Suppose one of the following conditions holds:
(i) equation (1) has the form

$$
\begin{equation*}
a_{0} \frac{\partial^{2} u}{\partial t^{2}}+2 A_{1} z \frac{\partial^{2} u}{\partial t \partial z}+A_{2} z^{2} \frac{\partial^{2} u}{\partial z^{2}}+A_{3} \frac{\partial u}{\partial t}+A_{4} z \frac{\partial u}{\partial z}+A_{6} u=0 \tag{36}
\end{equation*}
$$

where all $A_{k}=A_{k}(t)$ are holomorphic functions for one variable $t \in D$;
(ii) the holomorphic functions $a_{k}$ on $\Sigma=D \times \mathbb{C}$ are independent of the variable $z$.
Then equation (1) has nonconstant holomorphic solutions on $\Delta \times \mathbb{C}$ that satisfy

$$
\operatorname{dim} \mathcal{S}_{\mathrm{hol}}(\Delta \times \mathbb{C})=\infty
$$

In particular, we have the following statement.
Corollary 8.2. Under the conditions of Theorem 8.1 with $D=\mathbb{C}$ and $a_{0}=1$, equation (1) has nonconstant entire solutions $u(t, z)$ on $\mathbb{C}^{2}$.

For example, Laplace's equation

$$
\frac{\partial^{2} u}{\partial t^{2}}+\frac{\partial^{2} u}{\partial z^{2}}=0
$$

Helmholtz's equation

$$
\frac{\partial^{2} u}{\partial t^{2}}+\frac{\partial^{2} u}{\partial z^{2}}+k^{2} u=0
$$

the telegraph equation

$$
\frac{\partial^{2} u}{\partial t^{2}}-c^{2} \frac{\partial^{2} u}{\partial z^{2}}+2 \alpha \frac{\partial u}{\partial t}+2 \beta \frac{\partial u}{\partial z}+\gamma u=0
$$

and Čaplygin's equation

$$
\frac{\partial^{2} u}{\partial t^{2}}-K(t) \frac{\partial^{2} u}{\partial z^{2}}=0
$$

with entire $K(t)$ all have nonconstant entire solutions $u(t, z)$ on $\mathbb{C}^{2}$.

We will first consider the condition (i) in Theorem 8.1. We shall seek analytic solutions to (36) of the form $w(t) z^{n}$ for each integer $n \in \mathbb{Z}$. In other words, we wish to solve $w(t)$ from the associated differential equations
$a_{0} \frac{d^{2} w}{d t^{2}}+\left\{2 n A_{1}+A_{3}\right\} \frac{d w}{d t}+\left\{n(n-1) A_{2}+n A_{4}+A_{6}\right\} w=0, \quad n \in \mathbb{Z}$,
or (equivalently)

$$
\begin{equation*}
\frac{d^{2} w}{d t^{2}}+p_{n} \frac{d w}{d t}+q_{n} w=0, \quad n \in \mathbb{Z} \tag{38}
\end{equation*}
$$

where

$$
p_{n}=\frac{1}{a_{0}}\left\{2 n A_{1}+A_{3}\right\}, \quad q_{n}=\frac{1}{a_{0}}\left\{n(n-1) A_{2}+n A_{4}+A_{6}\right\}
$$

are meromorphic functions on $D$ but are holomorphic on $\Delta$. We have the following basic fact.

Lemma 8.3 (cf. [18]). Equation (38) has a unique solution $w_{n}(t)$ inside the disc $\Delta$. This solution satisfies the initial conditions

$$
w_{n}\left(t_{0}\right)=b_{n} \quad \text { and } \quad \frac{d w_{n}}{d t}\left(t_{0}\right)=b_{n}^{\prime}
$$

where $b_{n}, b_{n}^{\prime}$ are arbitrary constants and $w_{n}(t)$ is single-valued and holomorphic in the disc $\Delta$.

In particular, for any nonnegative integer $n$ taking nonzero constants $b_{n}$ and $b_{n}^{\prime}$, we obtain nonconstant holomorphic solutions $w_{n}(t) z^{n}$ on $\Delta \times \mathbb{C}$. Obviously, the family $\left\{w_{n}(t) z^{n}\right\}_{n \geq 0}$ is linearly independent, so

$$
\operatorname{dim} \mathcal{S}_{\mathrm{hol}}(\Delta \times \mathbb{C})=\infty
$$

For condition (ii) of Theorem 8.1, we may try to find analytic solutions to (36) of the form $w(t) e^{n z}$ for each integer $n \in \mathbb{Z}$; that is, to solve $w(t)$ from the associated differential equations

$$
\begin{equation*}
a_{0} \frac{d^{2} w}{d t^{2}}+\left\{2 n a_{1}+a_{3}\right\} \frac{d w}{d t}+\left\{n^{2} a_{2}+n a_{4}+a_{6}\right\} w=0, \quad n \in \mathbb{Z} \tag{39}
\end{equation*}
$$

Using a similar argument as before, we can obtain nonconstant holomorphic solutions $w_{n}(t) e^{n z}$ on $\Delta \times \mathbb{C}$. The proof of Theorem 8.1 is now complete.

According to the proof of Theorem 8.1, for each $n \in \mathbb{Z}$ equation (36) has solutions $w_{n}(t) z^{n}$, where $w_{n}(t)$ are analytic solutions of equation (37) on $\Delta$. Take a real number $r$ with $0<r<\rho$. Obviously, we may choose constants $c_{n}=c_{n}(r)$ such that, for any compact set $E \subset \mathbb{C}_{*}=\mathbb{C}-\{0\}$, the series

$$
\begin{equation*}
u(t, z)=\sum_{n=-\infty}^{\infty} c_{n} w_{n}(t) z^{n} \tag{40}
\end{equation*}
$$

is uniformly convergent for $t \in \Delta_{r}$ and $z \in E$, so it expresses a holomorphic function on $\Delta_{r} \times \mathbb{C}_{*}$. Now it is trivial to check that $u(t, z)$ satisfies equation (36).

Near a zero of $a_{0}$, we may construct two analytic solutions $w_{n 1}(t) z^{n}$ and $w_{n 2}(t) z^{n}$ of (36) by using the following fact.

Lemma 8.4 (cf. [18]). If $t_{0}$ is a singular point of equation (38) (i.e., if $t_{0}$ is a zero of $a_{0}$ ), then the two linearly independent solutions of (38) in $0<\left|t-t_{0}\right|<\rho$ (where $\rho$ is sufficiently small so that there are no zeros of $a_{0}$ in the annular domain) are

$$
\begin{aligned}
& w_{n 1}(t)=\left(t-t_{0}\right)^{\tau_{1}} \sum_{k=-\infty}^{\infty} \alpha_{k}\left(t-t_{0}\right)^{k} \quad \text { and } \\
& w_{n 2}(t)=\beta w_{n 1}(t) \log \left(t-t_{0}\right)+\left(t-t_{0}\right)^{\tau_{2}} \sum_{k=-\infty}^{\infty} \beta_{k}\left(t-t_{0}\right)^{k}
\end{aligned}
$$

where $\tau_{1}-\tau_{2} \in \mathbb{Z}$.
If we make a transform $z=e^{w}$, then equation (36) becomes

$$
\begin{equation*}
a_{0} \frac{\partial^{2} u}{\partial t^{2}}+2 A_{1} \frac{\partial^{2} u}{\partial t \partial w}+A_{2}\left(\frac{\partial^{2} u}{\partial w^{2}}-\frac{\partial u}{\partial w}\right)+A_{3} \frac{\partial u}{\partial t}+A_{4} \frac{\partial u}{\partial w}+A_{6} u=0 . \tag{41}
\end{equation*}
$$

Thus a solution $w_{n}(t) z^{n}$ of (36) becomes a solution $w_{n}(t) e^{n w}$ of (41).
Assume in general that all $A_{k}$ in (36) are entire functions on $\mathbb{C}^{2}$ with $a_{0}=1$, so we may write

$$
A_{k}(t, z)=\sum_{n=0}^{\infty} A_{k n}(t) z^{n}
$$

Next we try to find solutions to (36) of the form

$$
u(t, z)=\sum_{n=0}^{\infty} w_{n}(t) z^{n}
$$

Recall that equation (36) has the following form:

$$
\begin{aligned}
0= & \sum_{n=0}^{\infty} w_{n}^{\prime \prime} z^{n}+2 \sum_{n=0}^{\infty}\left(\sum_{k=0}^{n} k A_{1, n-k} w_{k}^{\prime}\right) z^{n}+\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n} k(k-1) A_{2, n-k} w_{k}\right) z^{n} \\
& +\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n} A_{3, n-k} w_{k}^{\prime}\right) z^{n}+\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n} k A_{4, n-k} w_{k}\right) z^{n} \\
& +\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n} A_{6, n-k} w_{k}\right) z^{n}
\end{aligned}
$$

hence, it is enough to solve the equations

$$
\begin{aligned}
w_{n}^{\prime \prime} & +\sum_{k=0}^{n}\left(2 k A_{1, n-k}+A_{3, n-k}\right) w_{k}^{\prime} \\
& +\sum_{k=0}^{n}\left(k(k-1) A_{2, n-k}+k A_{4, n-k}+A_{6, n-k}\right) w_{k}=0
\end{aligned}
$$

for all $n \geq 0$. Inductively, we can find entire solutions $w_{n}(t)$ satisfying conditions

$$
w_{n}(0)=b_{n} \quad \text { and } \quad \frac{d w_{n}}{d t}(0)=b_{n}^{\prime}
$$

where $b_{n}$ and $b_{n}^{\prime}$ are arbitrary constants (see Lemma 9.4). Moreover, by choosing proper constants $b_{n}$ and $b_{n}^{\prime}$, we may obtain holomorphic solutions $u(t, z)$.

## 9. Final Notes

Generally, we consider partial differential equations of order $n$ in two independent complex variables

$$
\begin{equation*}
F\left(t, z, u, u_{10}, u_{01}, \ldots, u_{n 0}, \ldots, u_{0 n}\right)=0 \tag{42}
\end{equation*}
$$

where

$$
u_{j k}=\frac{\partial^{j+k} u}{\partial t^{j} \partial z^{k}} \quad \text { and } \quad u_{00}=u
$$

With regard to this equation, Cauchy's problem may be stated as follows: Find a solution $u=u(t, z)$ of (43) such that, for $t=t(\lambda)$ and $z=z(\lambda)$, one has (depending on a parameter $\lambda$ )

$$
\frac{\partial^{j+k} u(t, z)}{\partial t^{j} \partial z^{k}}=u_{j k}(\lambda), \quad j+k \leq n-1
$$

Theorem 9.1 (Cauchy's existence theorem). Take a point

$$
Z_{0}=\left(t^{0}, z^{0}, u^{0}, u_{10}^{0}, u_{01}^{0}, \ldots, u_{n 0}^{0}, \ldots, u_{0 n}^{0}\right) \in \mathbb{C}^{2+(n+1)(n+2) / 2}
$$

Assume that $F$ is holomorphic at the point $Z_{0}$ with $F\left(Z_{0}\right)=0$, and assume that $t(\lambda), z(\lambda)$, and $u_{j k}(\lambda)$ are holomorphic at $\lambda=0$ and satisfy

$$
t(0)=t^{0}, \quad z(0)=z^{0}, \quad u_{j k}(0)=u_{j k}^{0}
$$

If the function $F$ satisfies

$$
\begin{equation*}
\left(\frac{\partial F}{\partial u_{n 0}} d z^{n}-\frac{\partial F}{\partial u_{n-1,1}} d t d z^{n-1}+\cdots+(-1)^{n} \frac{\partial F}{\partial u_{0 n}} d t^{n}\right)_{Z_{0}} \neq 0 \tag{43}
\end{equation*}
$$

then Cauchy's problem has a unique holomorphic solution near $\left(t^{0}, z^{0}\right)$.
If equation (42) can be written in the form

$$
\begin{equation*}
\frac{\partial^{n} u}{\partial t^{n}}=F\left(t, z, u, u_{10}, u_{01}, \ldots, u_{n 0}, \ldots, u_{0 n}\right) \tag{44}
\end{equation*}
$$

such that the function $F$ is independent of $u_{n 0}$, then Cauchy's problem consists of finding the solution of equation (44) that for $t=0$ satisfies the conditions

$$
\begin{equation*}
\frac{\partial^{j} u}{\partial t^{j}}=u_{j}(z), \quad j=0,1, \ldots, n-1 \tag{45}
\end{equation*}
$$

The following theorem of Kowalewski is fundamental in this connection.

Theorem 9.2 (Cauchy-Kowalewski theorem). Assume that $F$ in equation (44) is independent of $u_{n 0}$, and assume that $F$ is holomorphic with respect to all its arguments in a neighborhood of some fixed values (which, for the sake of simplicity, we shall assume to be zero). Let the functions $u_{j}$ as well as all their derivatives up to the $n$th order vanish when $z=0$. Then Cauchy's problem (44) with (45) has one and only one holomorphic solution in a certain neighborhood of the origin.

By using Cauchy's existence theorem (or the Cauchy-Kowalewski theorem), we may study local holomorphic solutions of the homogeneous linear partial differential equations of order $n$ in two independent complex variables

$$
\begin{equation*}
\sum_{j+k \leq n} a_{j k} \frac{\partial^{j+k} u}{\partial t^{j} \partial z^{k}}=0 \tag{46}
\end{equation*}
$$

where $a_{j k}=a_{j k}(t, z)$ are holomorphic functions for $t \in D$ and $z \in \Omega$ and where $D \subseteq \mathbb{C}$ and $\Omega \subseteq \mathbb{C}$ are domains. For this case, condition (43) becomes

$$
\begin{equation*}
\left(a_{n 0} d z^{n}-a_{n-1,1} d t d z^{n-1}+\cdots+(-1)^{n} a_{0 n} d t^{n}\right)_{\left(t^{0}, z^{0}\right)} \neq 0 \tag{47}
\end{equation*}
$$

It is evident that, by the methods and arguments used previously, one can use (46) to derive results similar to Theorems 8.1, 7.1, and 1.6. Their analogues can be stated as follows.

Theorem 9.3. Take $t_{0} \in D$. Assume that $a_{n 0}=a_{n 0}(t)$ is independent of $z$ and has no zeros in a disc

$$
\Delta=\Delta_{\rho}=\left\{t \in \mathbb{C}| | t-t_{0} \mid<\rho\right\} \subset D .
$$

Suppose one of the following conditions holds:
(i) the coefficients of equation (46) have the form

$$
a_{j k}(t, z)=A_{j k}(t) z^{k}
$$

where all $A_{j k}=A_{j k}(t)$ are holomorphic functions for one variable $t \in D$;
(ii) all $a_{j k}$ are independent of the variable $z$.

Then equation (46) has nonconstant holomorphic solutions $u(t, z)$ on $\Delta \times \mathbb{C}$.
Theorem 9.3 can be proved similarly by using the following result for ordinary differential equations of higher orders.

Lemma 9.4 (cf. [6]). Let $p_{1}(t), \ldots, p_{n}(t)$ and $q(t)$ be holomorphic functions on a domain $D \subset \mathbb{C}$. Then, for each $t_{0} \in D$ and $\left(b, b^{\prime}, \ldots, b^{(n-1)}\right) \in \mathbb{C}^{n}$, the ordinary differential equation of order $n$,

$$
\frac{d^{n} w}{d t^{n}}+p_{1}(t) \frac{d^{n-1} w}{d t^{n-1}}+\cdots+p_{n}(t) w=q(t)
$$

has a unique holomorphic solution $w=w(t)$ on D satisfying

$$
w\left(t_{0}\right)=b, w^{\prime}\left(t_{0}\right)=b^{\prime}, \ldots, w^{(n-1)}=b^{(n-1)}
$$

ThEOREM 9.5. Assume that all $a_{j k}$ in (46) are polynomials on $\mathbb{C}^{2}$. Let $f$ be a nonconstant meromorphic function on $\mathbb{C}$, and let $g$ be a nonconstant entire function on $\mathbb{C}^{2}$ such that $u=f \circ g$ is a solution of (46). Suppose one of the following conditions holds:
(a) $a_{00} \not \equiv 0$;
(b) $g$ is not a solution of the equation

$$
\sum_{j+k \leq n} a_{j k} \frac{\partial^{j+k} u}{\partial t^{j} \partial z^{k}}=a_{00} u
$$

(c) $g$ is not a solution of the equation

$$
\sum_{j+k=n} a_{j k}\left(\frac{\partial u}{\partial t}\right)^{j}\left(\frac{\partial u}{\partial z}\right)^{k}=0
$$

Then $f$ satisfies a nontrivial differential equation of the form

$$
\begin{equation*}
Q_{0}(\zeta) f^{(n)}(\zeta)+Q_{1}(\zeta) f^{(n-1)}(\zeta)+\cdots+Q_{n}(\zeta) f(\zeta)=0 \tag{48}
\end{equation*}
$$

where the $Q_{k}(\zeta)$ are polynomials on $\mathbb{C}$. In particular, $f$ is of finite order. Furthermore, if $f$ is a transcendental entire function, then the order of $f$ is a positive rational number.

Moreover, under the conditions of Theorem 9.5, one can prove that $g$ satisfies a rather complicated algebraic differential equation (see e.g. [5]). Finally, we would like to point out that the arguments used in this paper's proofs can easily lead to the following result.

Theorem 9.6. Assume that all $a_{j k}$ in (46) are entire functions on $\mathbb{C}^{2}$ that grow more slowly than a meromorphic solution of equations (46) on $\mathbb{C}^{2}$. If $a_{00} \not \equiv 0$, then the deficiency of the solution for each nonzero complex number is zero.
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