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Compactness of Composition Operators
on the Bloch Space in

Classical Bounded Symmetric Domains

Zehua Zhou & Jihuai Shi

1. Introduction

Let D be a bounded homogeneous domain inCN. The class of all holomorphic
functions with domainD will be denoted byH(D). Let φ be a holomorphic self-
map ofD. Forf ∈H(D), we denote the compositionf B φ byCφf and callCφ
the composition operator induced byφ.

LetK(z, z) be the Bergman kernel function ofD. The Bergman metricHz(u, u)

in D is defined by

Hz(u, u) = 1

2

N∑
l,k=1

∂2 logK(z, z)

∂zl∂z̄k
ulūk,

wherez∈D andu = (u1, . . . , uN)∈CN.
Following Timoney [T], we say thatf ∈H(D) is in the Bloch spaceβ(D) if

‖f ‖β(D) = sup
z∈D

Qf (z) <∞, (1)

where

Qf (z) = sup

{ |Of(z)u|
H

1/2
z (u, u)

: u∈CN − {0}
}

and whereOf(z) = ( ∂f(z)
∂z1

, . . . ,
∂f(z)

∂zN

)
andOf(z)u =∑N

l=1
∂f(z)

∂zl
ul.

LetD be the unit disk inC. Madigan and Matheson [MM] proved thatCφ is
always bounded onβ(D). They also gave the sufficient and necessary conditions
for Cφ to be compact onβ(D).

More recently, Shi and Luo [SL] proved thatCφ is always bounded onβ(D) and
gave a sufficient condition forCφ to be compact onβ(D), whereD is a bounded
homogeneous domain inCN.

By using Cartan’s list, all irreducible bounded symmetric domains are divided
into six types. The first four types of irreducible domains are called the classical
bounded symmetric domains. The other two types, called exceptional domains,
consist of one domain each (a 16- and a 27-dimensional domain).

Received May 7, 2001. Revision received December 4, 2001.
The second author was supported in part by National Natural Science Foundation of China (19871081,

10001030) and LiuHui Center forApplied Mathematics, Nankai University and Tianjin University.

381



382 Zehua Zhou & Jihuai Shi

In what follows,� ⊂ CN denotes a classical bounded symmetric domainRA
(A = I, II, III, IV) (the first four types of irreducible bounded symmetric do-
mains) andφ denotes a holomorphic self-map of�. If U = (ukl)m×n is anm× n
complex matrix, writeu = (u11, . . . , u1n, . . . , um1, . . . , umn) as the corresponding
vector of matrixU andū′ as the conjugate transpose ofu. Note thatC is a positive
constant, not necessarily the same at each occurrence.

In this paper, we will give a sufficient and necessary condition for the compo-
sition operatorCφ to be compact onβ(�).

LetA = (ajk)m×n andB = (blr )p×q . The Kronecker product ofA andB, de-
fined byA× B = C = (cjlkr ), is anmp × nq matrix, wherecjlkr = ajkblr .

It is well known [H] that the classical bounded symmetric domainsRI, RII ,

R III , andRIV can be expressed as follows:

R I(m, n) = {Z : Z is anm× n complex matrix,Im − ZZ̄ ′ > 0}, whereIm is
them×m identity matrix(m ≤ n);

R II (p) = {Z : Z is ap × p symmetric matrixZ = Z ′, Ip − ZZ̄ > 0};
R III (q) = {Z : Z is aq × q antisymmetric matrixZ = −Z ′, Iq + ZZ̄ > 0};
R IV (N ) = {z : z = (z1, . . . , zN), 1+ |zz ′|2 − 2zz̄ ′ > 0, |zz ′| < 1}.

Their respective Bergman metrics may be listed as follows (cf. [Lu]):

H I
z(u, u) = (m+ n)u(Im − ZZ̄ ′)−1× (In − Z̄ ′Z)−1ū′, (2)

whereZ ∈ R I(m, n) andU is anm × n complex matrix,u is the corresponding
vector ofU, andū′ is the conjugate transpose ofu;

H II
z (u, u) = (p +1)u(Ip − ZZ̄)−1× (Ip − Z̄Z)−1ū′, (3)

whereZ ∈ R II (p), U is ap × p symmetric complex matrix, andu is the corre-
sponding vector ofU ;

H III
z (u, u) = 2(q −1)u(Iq + ZZ̄)−1× (Iq + Z̄Z)−1ū′, (4)

whereZ ∈ R III (q) andU is a q × q antisymmetric complex matrix withu the
corresponding vector ofU ; and

H IV
z (u, u) =

2N

(1+ |zz ′|2 − 2zz̄ ′)2
u

×
[
(1+ |zz ′|2 − 2zz̄ ′)IN − 2

(
z

z̄

)′(
1− 2|z|2 zz ′
zz ′ −1

)(
z

z̄

)]
ū′, (5)

wherez∈R IV (N ) andu∈CN.
Our main result is the following theorem.

Theorem. Let � ⊂ CN be a classical bounded symmetric domainRA (A =
I, II, III, IV ) and φ a holomorphic self-map of�. ThenCφ is compact on the
Bloch spaceβ(�) if and only if, for everyε > 0, there exists aδ > 0 such that

Hφ(z)(Jφ(z)u, Jφ(z)u)

Hz(u, u)
< ε (6)

for all u∈CN−{0}wheneverdist(φ(z), ∂�) < δ,whereHz(u, u) is the Bergman
metric of�.



Compactness of Composition Operators on the Bloch Space 383

Remark 1. We haveRI(m, n) = Bn whenm = 1, so the result holds when
� = Bn.
Remark 2. Whenm, n = 1 andRI = D, the Bergman metric of the unit diskD
isHz(u, u) = |u|2/(1− |z|2)2 (z∈D, u∈C). Hence

Hφ(z)(φ
′(z)u, φ ′(z)u)
Hz(u, u)

=
{

1− |z|2
1− |φ(z)|2

}2

|φ ′(z)|2,

whereφ is a holomorphic self-map ofD. Thus, by the preceding theorem we can
also obtain Theorem 2 in [MM].

Remark 3. For the two exceptional domains we conjecture that condition (6) is
also necessary, but their Bergman metrics are very complex. We will not discuss
them here.

2. Some Lemmas

In order to prove our theorem, we need the following lemmas.

Lemma 1 [T, Thm. 2.12]. Let D ⊂ CN be a bounded homogeneous domain.
Then there exists a constantC, depending only onD, such thatHφ(z)(Jφ(z)u,

Jφ(z)u) ≤ CHz(u, u) for eachz ∈D wheneverφ holomorphically mapsD into
itself. HereHz(u, u) denotes the Bergman metric onD, Jφ(z) = ( ∂φl(z)

∂zk

)
1≤l,k≤N

denotes the Jacobian matrix ofφ, andJφ(z)u denotes a vector whoselth com-
ponent is(Jφ(z)u)l =∑N

k=1
∂φl(z)

∂zk
uk, l = 1,2, . . . , N.

Using the Bergman distance inβ(D) and Montel’s theorem, it is easy to prove (by
the definition of compact operators) the following lemma, which is a characteri-
zation of compactness ofCφ expressed in terms of sequential convergence.

Lemma 2 [SL, Lemma 3]. Let D be a bounded homogeneous domain inCN.
ThenCφ is compact onβ(D) if and only if, for any bounded sequence{fk} in β(D)
that converges to0 uniformly on compact subsets ofD, we have‖fk B φ‖β(D)→
0 ask→∞.
Lemma 3 [SL, Thm. 3]. Let φ : D → D be a holomorphic self-map, whereD
is a bounded homogeneous domain inCN. ThenCφ is compact onβ(D) if, for
everyε > 0, there exists aδ > 0 such that

Hφ(z)(Jφ(z)u, Jφ(z)u)

Hz(u, u)
< ε

for all u∈CN − {0} wheneverdist(φ(z), ∂D) < δ.

Proof. For the reader’s convenience, we give the proof of this lemma again. In
order to prove thatCφ is compact onβ(D), by Lemma 2 it is enough to show that,
if {fk} is a bounded sequence inβ(D) that converges to 0 uniformly on compact
subsets ofD, then‖fk B φ‖β(D)→ 0.
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In fact, if we letM = supk‖fk‖β(D) then, for givenε > 0, there exists aδ > 0
such that

Hφ(z)(Jφ(z)u, Jφ(z)u)

Hz(u, u)
<

(
ε

M

)2

(7)

for all u∈CN − {0} whenever dist(φ(z), ∂D) < δ.

Using the chain rule yields

O(fk B φ)(z) = O(fk)(φ(z))Jφ(z).
If u ∈CN − {0} andJφ(z)u = 0 then it follows from the equality just displayed
thatO(fk B φ)(z)u = 0. If u∈CN − {0} andJφ(z)u 6= 0, then

O(fk B φ)(z)u
H

1/2
z (u, u)

= O(fk)(φ(z))Jφ(z)u
H

1/2
φ(z)(Jφ(z)u, Jφ(z)u)

× H
1/2
φ(z)(Jφ(z)u, Jφ(z)u)

H
1/2
z (u, u)

. (8)

It follows from (8) that

QfkBφ(z) = sup

{ |O(fk B φ)(z)u|
H

1/2
z (u, u)

, u∈CN − {0}
}

= sup

{ |O(fk B φ)(z)u|
H

1/2
z (u, u)

, u∈CN − {0}, Jφ(z)u 6= 0

}

≤ Qfk (φ(z)) sup

{[
Hφ(z)(Jφ(z)u, Jφ(z)u)

Hz(u, u)

]1/2

, u∈CN − {0}
}
. (9)

For anyz∈D, if dist(φ(z), ∂D) < δ then, by (7) and (9), we have

QfkBφ(z) ≤ ‖fk‖β(D)
ε

M
≤ M ε

M
= ε. (10)

On the other hand, it is easy to see that

inf {H1/2
w (u, u) : |u| = 1, dist(w, ∂D) ≥ δ} = m > 0.

So if dist(w, ∂D) ≥ δ, then

|O(fk)(w)u|
H

1/2
w (u, u)

≤ |O(fk)(w)||u|
H

1/2
w (u, u)

= |O(fk)(w)|
H

1/2
w (u/|u|, u/|u|) ≤

|O(fk)(w)|
m

. (11)

Our hypothesis is that{fk} converges to 0 uniformly on compact subsets ofD,
and inequality (11) implies thatQfk (w) → 0 uniformly for dist(w, ∂D) ≥ δ as
k→∞. Thus, from (9) and Lemma 1 it follows that, for large enoughk,

QfkBφ(z) ≤ CQfk (φ(z)) < ε (12)

whenever dist(φ(z), ∂D) ≥ δ.
Combining (10) and (12) shows that‖fk B φ‖β(D) = supz∈DQfkBφ(z) < ε as

k→∞. This ends the proof.
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Lemma 4. LetD be a bounded homogeneous domain ofCN, and letT(z, z) de-
note its metric matrix. IfT(0,0) = λIN, whereλ is a constant depending only on
D, then a holomorphic functionf onD is in β(D) if and only if

sup
z∈D

{
Of(z)T −1(z, z)Of(z)′

}
<∞. (13)

If (13)holds, then there exists a constantC depending only onD such that

‖f ‖β(D) ≤ C sup
z∈D

{
Of(z)T −1(z, z)Of(z)′

}
.

Proof. For anya ∈D, let φa ∈Aut(D) with φa(a) = 0. Then

T(a, a) = (Jφa)′(a)T (0,0)(Jφa)(a) = λ(Jφa)′(a)(Jφa)(a),
where(Jφa)′ is the transpose ofJφa. Denoteφ−1

a = ψa; thenψ(0) = a, Jψa =
(Jφa)

−1, and

T −1(a, a) = 1

λ
(Jφa)(a)

−1((Jφa)
′(a))−1= 1

λ
(Jψa)(0)(Jψa)

′(0).

Thus

Of(a)T −1(a, a)(Of(a))′ = 1

λ
Of(a)(Jψa)(0) (Of(a)Jψa(0))′

= 1

λ
|O(f B ψa)(0)|2.

Now the desired result follows from Theorem 3.4(5) in [T].

Lemma 5. LetG(z) = √1− z+√1− λz. If 0< λ < 1 and |z| < 1, then

|G(z)| ≥ √2(1− |z|).
Proof. We writez = x + iy, 1− z = d1e

iθ1, and 1− λz = d2e
iθ2, whered1 =

|1− z|, θ1= arg(1− z), d2 = |1− λz|, andθ2 = arg(1− λz).
It is clear thatθ1= arctan(y/(1− x)), θ2 = arctan(y/(1−λx)),1− x > 0, and

1− λx > 0, so

−π/2 ≤ θ1 ≤ π/2, −π/2 ≤ θ2 ≤ π/2;
furthermore,

−π/2 ≤ (θ1− θ2)/2 ≤ π/2.

Then

G(z) = √1− z+√1− λz = √d1e
i(θ1/2) +√d2e

i(θ2/2)

= (√d1 cos(θ1/2)+√d2 cos(θ2/2)
)+ i(√d1 sin(θ1/2)+√d2 sin(θ2/2)

)
,

|G(z)| =
√
d1+ d2 + 2

√
d1

√
d2 cos((θ1− θ2)/2)

≥ √d1+ d2 =
√|1− z| + |1− λz| ≥ √2(1− |z|).

The proof is complete.
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Lemma 6 [T, Prop. 4.5]. LetD be a bounded homogeneous domain inCN. If f
is a bounded holomorphic function inD, thenf ∈ β(D) and there exists a con-
stantC depending only onD such that

‖f ‖β(D) ≤ C sup
z∈D
|f(z)|.

Lemma 7. LetF(z) = (1− z)/(1− λz). If 0< λ < 1 and|z| ≤ 1, then

|F(z)| < 2.

Proof. Since 0< λ < 1 and|1− λz| ≥ 1− λ|z| ≥ 1− λ > 0, it follows that

|F(z)| =
∣∣∣∣ 1− z
1− λz

∣∣∣∣ = ∣∣∣∣ (1− λz)− (1− λ)z1− λz
∣∣∣∣

=
∣∣∣∣1− z 1− λ

1− λz
∣∣∣∣ ≤ 1+ (1− λ) 1

1− |λz| < 2.

This proof is complete.

It is well known that everym × n (m ≤ n) matrix A may be written asA =
U
(∑m

k=1 λkEkk
)
V, whereU andV arem × m andn × n unitary matrices (re-

spectively),λ1 ≥ · · · ≥ λm ≥ 0, Ekk is anm × n matrix, the element of thekth
row andkth column is 1, and other elements are 0. Hence for everyP ∈RI(m, n),

m ≤ n, there exist anm×m unitary matrixU and ann×n unitary matrixV such
thatP = U(∑m

k=1 λkEkk
)
V, where 1≥ λ1 ≥ · · · ≥ λm ≥ 0.

In [Lu] the author proved the following lemma in Chinese; for the reader’s con-
venience, we give the proof of this lemma again.

Lemma 8. Let

P = U


λ1 0 . . . 0 0 . . . 0
0 λ2 . . . 0 0 . . . 0
...

...
. . .

...
...

...
...

0 0 . . . λm 0 . . . 0

V ∈RI

and write

Q = U



1√
1− λ2

1

0 . . . 0

0
1√

1− λ2
2

. . . 0

...
...

. . .
...

0 0 . . .
1√

1− λ2
m


Ū ′,



Compactness of Composition Operators on the Bloch Space 387

R = V̄ ′



1√
1− λ2

1

0 . . . 0 0 . . . 0

0
1√

1− λ2
2

. . . 0 0 . . . 0

...
...

. . .
...

...
...

...

0 0 . . .
1√

1− λ2
m

0 . . . 0

0(n−m)×m In−m


V,

whereU andV arem × m andn × n unitary matrices(respectively) and λ1 ≥
· · · ≥ λm ≥ 0. For Z ∈RI, denote8(I)

P (Z) = Q(P − Z)(In − P̄ ′Z)−1R−1. Then

(I) 8(I)
P ∈Aut(RI);

(II) (8(I)
P )
−1 = 8(I)

P ;
(III) 8

(I)
P (0) = 0 and8(I)

P (P ) = P ;
(IV) d8(I)

P (Z)|Z=P = −QdZR andd8(I)
P (Z)|Z=0 = −Q−1dZR−1;

(V) 8(I)
P (Z) = Q−1(Im − ZP̄ ′)−1(P − Z)R for Z ∈RI;

(VI) (Im−ZP̄ ′)Q
(
Im−8(I)

P (Z)8
(I)
P (Z)

′)Q̄′(Im−PZ̄ ′) = Im−ZZ̄ ′ forZ ∈RI .

Proof. (V) It is easy to demonstrate thatQ2 − PRP̄ ′ = Im, R2 − P̄ ′Q2P = In,
PR2 = Q2P, and P̄ ′Q2 = R2P̄ ′. In order to show (V) we only need to prove
(P − Z)R2(In − P̄ ′Z) = (Im − ZP̄ ′)Q2(P − Z), that is,PR2 − PR2P̄ ′Z −
ZR2 + ZR2P̄ ′Z = Q2P −Q2Z − ZP̄ ′Q2P + ZP̄ ′Q2Z, but this is an equality.

(VI)

(Im − ZP̄ ′)Q
(
Im −8(I)

P (Z)8
(I)
P (Z)

′)Q̄′(Im − PZ̄ ′)
= (Im − ZP̄ ′)Q2(Im − PP̄ ′)− (P − Z)R2(P̄ ′ − Z̄ ′)
= Q2 −Q2PZ̄ ′ − ZP̄ ′Q2 + ZP̄ ′Q2PZ̄ ′ − PR2P̄ ′

+ PR2Z̄ ′ + ZR2P̄ ′ − ZR2Z̄ ′

= Im − ZZ̄ ′.
(III) It is clear that8(I)

P (P ) = 0. SinceQP = PQ, we have8(I)
P (0) = f

Q−1PR = P.
(IV)

d8
(I)
P (Z)|Z=P = −Q−1(Im − PP̄ ′)−1dZR = −QdZR,

d8
(I)
P (Z)|Z=0 = Q̄′dZP̄ ′P −Q−1dZR

= −Q̄−1dZ(In − P̄ ′P)R = −Q−1dZR−1.

(I), (II) From (VI) we know that8(I)
P is a holomorphic self-map ofRI, so

8 = 8
(I)
P B 8(I)

P is also a holomorphic self-map ofRI . Because8(0) = 0 and
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d8(Z)|Z=0 = dZ, by Schwarz’s lemma we have8(Z) = Z, that is,(8(I)
P )
−1 =

8
(I)
P and8(I)

P ∈Aut(RI). The proof of Lemma 8 is complete.

3. Compactness ofCφ on β(RI ) and β(RII )

SinceRA (A = I, II, III, IV ) are all bounded homogeneous domains, the suffi-
ciency of condition (6) has been proved by Lemma 3. Hence we need only prove
that condition (6) is necessary.

SupposeCφ is compact onβ(RI) and that condition (6) fails. Then there exist
a sequence{Zj } in RI(m, n) with φ(Zj )→ ∂RI asj → ∞, a uj ∈ Cmn − {0},
and anε0 such that

H I
φ(Zj )(Jφ(Z

j )uj, Jφ(Zj )uj )

H I
Zj
(uj, uj )

≥ ε0 (14)

for all j = 1,2, . . . .
Using (14), we will construct a sequence of functions{fj } satisfying the follow-

ing three conditions:

(i) {fj } is a bounded sequence inβ(RI);
(ii) {fj } tends to 0 uniformly on any compact subsets ofRI,

(iii) ‖Cφfj‖β(R I ) 6→ 0 asj →∞.
This sequence will contradict (by Lemma 2) the compactness ofCφ.

We construct the functions according to the following four parts, A–D.

Part A: To construct the sequence of{fj }, we first assume that

φ(Zj ) = rjE11, j = 1,2, . . . ,

whereEkl is anm× nmatrix, the element of thekth row andlth column is 1, and
other elements are 0. It is clear that 0< rj < 1 andrj → 1 asj →∞.

DenoteJφ(Zj )uj = wj = (w
j

11, . . . , w
j

1n, w
j

21, . . . , w
j

2n, . . . , w
j

m1, . . . , w
j
mn).

Using formula (2), we have

H I
φ(Zj )

(wj, wj )

= H I
rjE11

(wj,wj )

= (m+ n)wj


(1− r 2

j )
−1 0 . . . 0

0 1 . . . 0
...

...
...

...

0 0 . . . 1

×

(1− r 2

j )
−1 0 . . . 0

0 1 . . . 0
...

...
...

...

0 0 . . . 1

wj ′

= (m+ n)
[ |wj

11|2
(1− r 2

j )
2
+ 1

1− r 2
j

( n∑
l=2

|wj

1l|2 +
m∑
k=2

|wj

k1|2
)

+
∑

2≤k≤m,2≤l≤n
|wj

kl|2
]
.

Denote
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AI
j =

|wj

11|2
(1− r 2

j )
2
,

B I
j =

1

1− r 2
j

( n∑
l=2

|wj

1l|2 +
m∑
k=2

|wj

k1|2
)
,

C I
j =

∑
2≤k≤m,2≤l≤n

|wj

kl|2;

then
H I
φ(Zj )

(wj, wj ) = (m+ n)(AI
j + B I

j + C I
j ). (15)

We construct the functions according to three different cases as follows.
Case 1.If, for somej,

max(B I
j , C

I
j ) ≤ AI

j, (16)
then set

fj(Z) = log(1− e−a(1−rj )z11)− log(1− z11), (17)

whereZ = (zkl) with 1 ≤ k ≤ m and 1≤ l ≤ n and wherea is any positive
number.

Case 2.If, for somej,
max(AI

j, C
I
j ) ≤ B I

j , (18)
then set

fj(Z) =
( n∑
l=2

e−iθ
j

1l z1l +
m∑
k=2

e−iθ
j

k1zk1

)(
1√

1− e−a(1−rj )z11

− 1√
1− z11

)
, (19)

wherea is any positive number and whereθj1l = argwj

1l andθjk1 = argwj

k1. If

w
j

1l = 0 for somel orwj

k1= 0 for somek, replace the corresponding terme−iθ
j

1l z1l

or e−iθ
j

k1zk1 by 0.
Case 3.If, for somej,

max(AI
j, B

I
j ) ≤ C I

j , (20)
then set

fj(Z)

=
( ∑

2≤k≤m,2≤l≤n
e−iθ

j

kl zkl

)√
1− z11

(
1√

1− e−a(1−rj )z11

− 1√
1− z11

)
, (21)

wherea is any positive number andθjkl = argwj

kl for 2 ≤ k ≤ m and 2≤ l ≤ n.
If wj

kl = 0 for somek or l, replace the corresponding terme−iθ
j

kl zkl by 0.
Now we will prove that the functions defined by (17), (19), and (21) all satisfy

conditions (i), (ii), and (iii).
For the functions defined by (17), it is easy to see that

Ofj(Z) =
(
∂fj

∂z11
(Z), . . . ,

∂fj

∂z1n
(Z), . . . ,

∂fj

∂zm1
(Z), . . . ,

∂fj

∂zmn
(Z)

)
=
(
∂fj

∂z11
(Z), . . . ,0, . . . ,0, . . . ,0, . . . ,0

)
.
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From formula (2), it is easy to know that the metric matrix ofRI(m, n) is

T(Z,Z) = (m+ n)(Im − ZZ̄ ′)−1× (In − Z̄ ′Z)−1,

soT(0,0) = (m+ n)Imn and

T −1(Z,Z) = (m+ n)−1(Im − ZZ̄ ′)× (In − Z̄ ′Z).
Thus

Ofj(Z)T −1(Z,Z)Ofj(Z)′

= (m+ n)−1

∣∣∣∣ ∂fj∂z11
(Z)

∣∣∣∣2(1−
n∑
l=1

|z1l|2
)(

1−
n∑
k=1

|zk1|2
)

= (m+ n)−1

(
1−

n∑
l=1

|z1l|2
)(

1−
n∑
k=1

|zk1|2
)∣∣∣∣ −e−a(1−rj )1− e−a(1−rj )z11

+ 1

1− z11

∣∣∣∣2
≤ (m+ n)−1(1− |z11|2)2

(
2

1− |z11|
)2

≤ 4(m+ n)−1(1+ |z11|)2 ≤ 16(m+ n)−1.

Lemma 4 now gives
‖fj‖β(R I ) ≤ 16C(m+ n)−1.

This proves that the functions (17) satisfy condition (i).
LetE be a compact subset ofR I; then there exists aρ ∈ (0,1) such that

|z11| ≤ ρ (22)

for anyZ = (zkl)∈E. We have

fj(Z) = log(1− e−a(1−rj )z11)− log(1− z11) = log
1− e−a(1−rj )z11

1− z11
.

Since∣∣∣∣1− e−a(1−rj )z11

1− z11
−1

∣∣∣∣ = ∣∣∣∣1− e−a(1−rj )z11−1+ z11

1− z11

∣∣∣∣
=
∣∣∣∣ z11

1− z11

∣∣∣∣|1− e−a(1−rj )| ≤ 1

1− |z11| |1− e
−a(1−rj )|

≤ 1

1− ρ (1− e
−a(1−rj )),

it is clear that 1− e−a(1−rj ) → 0 as j → ∞. Therefore,(1− e−a(1−rj )z11)/

(1− z11) converges to 1 uniformly on a compact subsetE; that is, fj(Z) =
log((1− e−a(1−rj )z11)/(1− z11)) converges to 0 uniformly onE asj → ∞, so
the functions (17) satisfy condition (ii).

Now we prove that‖Cφfj‖β(R I ) 6→ 0. In fact, by (15) and (16),

H I
φ(Zj )

(wj, wj ) = (m+ n)(AI
j + B I

j + C I
j ) ≤ 3(m+ n)AI

j . (23)

Combining (14) and (23) yields
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‖Cφfj‖β(R I )

= ‖fj B φ‖β(R I ) ≥ Qfj Bφ(Zj )

≥ |O(fj B φ)(Z
j )uj|

H
1/2
Zj (u

j, uj )
= |O(fj )(φ(Z

j ))Jφ(Zj )uj|
H

1/2
Zj (u

j, uj )

= |O(fj )(φ(Zj ))Jφ(Zj )uj|
H

1/2
φ(Zj )(Jφ(Z

j )uj, Jφ(Zj )uj )

{
Hφ(Zj )(Jφ(Z

j )uj, Jφ(Zj )uj )

HZj (u
j, uj )

}1/2

≥ √ε0
|O(fj )(rjE11)w

j|
H

1/2
rjE11(w

j,wj )
≥
√

ε0

3(m+ n)

∣∣ ∂fj
∂z11
(rjE11)w

j

11

∣∣
|wj

11|/(1− r 2
j )

=
√

ε0

3(m+ n)(1− r
2
j )

∣∣∣∣ 1

1− rj −
e−a(1−rj )

1− e−a(1−rj )rj

∣∣∣∣
≥
√

ε0

3(m+ n)
(

1− (1− rj )e
−a(1−rj )

1− e−a(1−rj )rj
)
,

and

lim
j→∞

[
1− (1− rj )e

−a(1−rj )

1− e−a(1−rj )rj
]
= a

a +1
6= 0.

This proves that‖Cφfj‖β(R I ) 6→ 0 asj →∞.
For the functions defined by (19), we will prove that{fj } is bounded onRI . In

fact, for anyZ ∈R I(m, n) we have

Im − ZZ̄ ′ =
(
δst −

n∑
k=1

zsk z̄tk

)
1≤s,t≤m

> 0,

In − Z ′Z̄ =
(
δst −

m∑
k=1

zks z̄kt

)
1≤s,t≤n

> 0.

Hence

δ11−
n∑
l=1

z1l z̄1l = 1−
n∑
l=1

|z1l|2 > 0, (24)

δ11−
m∑
k=1

zk1z̄k1= 1−
m∑
k=1

|zk1|2 > 0. (25)

Now (24) and (25) imply

|fj(Z)|

=
∣∣∣∣( n∑

l=2

e−iθ
j

1l z1l +
m∑
k=2

e−iθ
j

k1zk1

)(
1√

1− e−a(1−rj )z11

− 1√
1− z11

)∣∣∣∣
≤
( n∑
l=2

|z1l| +
m∑
k=2

|zk1|
)(∣∣∣∣ 1√

1− e−a(1−rj )z11

∣∣∣∣+ ∣∣∣∣ 1√
1− z11

∣∣∣∣) <
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<

(√
n

( n∑
l=2

|z1l|2
)1/2

+√m
( m∑
k=2

|zk1|2
)1/2)( 1√

1− |z11|
+ 1√

1− |z11|

)

<
(√
n+√m)√1− |z11|2

(
1√

1− |z11|
+ 1√

1− |z11|

)
≤ 4

(√
m+√n). (26)

By Lemma 6, (26) means thatfj ∈ β(RI) and{fj } is bounded onβ(RI).

For the compact subsetE of R I, by (19) we have

fj(Z) =
( n∑
l=2

e−iθ
j

1l z1l +
m∑
k=2

e−iθ
j

k1zk1

)√
1− z11−

√
1− e−a(1−rj )z11√

1− e−a(1−rj )z11

=
( n∑
l=2

e−iθ
j

1l z1l +
m∑
k=2

e−iθ
j

k1zk1

)

× (e−a(1−rj ) −1)z11√
(1− e−a(1−rj )z11)(1− z11)

(√
1− z11+

√
1− e−a(1−rj )z11

) .
Since|z11| < 1 and since 0< λ = e−a(1−rj ) < 1 we have

√|1− e−a(1−rj )z11| ≥√
1− |z11|; from Lemma 5, it then follows that∣∣√1− z11+

√
1− e−a(1−rj )z11

∣∣ ≥ √2(1− |z11|).
By (22), 1− |z11| ≥ 1− ρ > 0; thus

|fj(Z)| ≤ C 1− e−a(1−rj )
(1− |z11|)

√
2(1− |z11|)

≤ C√
2(1− ρ)(1− ρ)

(1− e−a(1−rj )).

It is clear that limj→∞(1− e−a(1−rj )) = 0, so {fj } converges to 0 uniformly on
compact subsetsE of R I; that is, the functions (19) satisfy condition (ii).

Now we prove that‖Cφfj‖β(R I ) 6→ 0. In fact, by (15) and (18),

H I
φ(Zj )

(wj, wj ) = (m+ n)(AI
j + B I

j + C I
j ) ≤ 3(m+ n)B I

j . (27)

Combining (14) and (27) yields

‖Cφfj‖β(R I )

= ‖fj B φ‖β(R I ) ≥ Qfj Bφ(Zj )

≥ |O(fj B φ)(Z
j )uj|

H
1/2
Zj (u, u)

= |O(fj )(φ(Z
j ))Jφ(Zj )uj|

H
1/2
Zj (u, u)

= |O(fj )(φ(Zj ))Jφ(Zj )uj|
H

1/2
φ(Zj )(Jφ(Z

j )uj, Jφ(Zj )uj )

{
Hφ(Zj )(Jφ(Z

j )uj, Jφ(Zj )uj )

HZj (u
j, uj )

}1/2
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≥ √ε0
|O(fj )(rjE11)w

j|
H

1/2
rjE11(w

j,wj )
≥
√

ε0

3(m+ n)

∣∣∣∣ ∑
1≤k≤m,1≤l≤n

∂fj

∂zkl
(rjE11)w

j

kl

∣∣∣∣(
1

1− r 2
j

( n∑
l=2

|wj

1l|2 +
m∑
k=2

|wj

k1|2
))1/2

=
√

ε0

3(m+ n)

√
1− r 2

j

∣∣∣∣ 1√
1− e−a(1−rj )rj

− 1√
1− rj

∣∣∣∣( n∑
l=2

|wj

1l| +
m∑
k=2

|wj

k1|
)

n∑
l=2

|wj

1l|2 +
m∑
k=2

|wj

k1|2

≥
√

ε0

3(m+ n)

∣∣∣∣∣
√

1− rj
1− e−a(1−rj )rj −1

∣∣∣∣∣ =
√

ε0

3(m+ n)

(
1−

√
1− rj

1− e−a(1−rj )rj

)
,

and

lim
j→∞

1− rj
1− e−a(1−rj )rj = lim

r→1

1− r
1− e−a(1−r)r =

1

a +1
.

Thus‖Cφfj‖β(R I ) 6→ 0 asj → ∞, which means that the functions (19) satisfy
condition (iii).

For the functions defined by (21), we will prove that{fj } is bounded onRI . In
fact, for anyz∈R I, from Lemma 7 we have

|fj(Z)| =
∣∣∣∣( ∑

2≤k≤m,2≤l≤n
e−iθ

j

kl zkl

)√
1− z11

(
1√

1− e−a(1−rj )z11

− 1√
1− z11

)∣∣∣∣
≤ C√|1− z11|

(√∣∣∣∣ 1− z11

1− e−a(1−rj )z11

∣∣∣∣+1

)
≤ C(√2+1

) ≤ C. (28)

By Lemma 6, (28) means thatfj ∈ β(RI) and{fj } is bounded onβ(RI).

For the compact subsetE of R I, by (21) we have

fj(Z)

=
( ∑

2≤k≤m,2≤l≤n
e−iθ

j

kl zkl

)√
1− z11

(
1√

1− e−a(1−rj )z11

− 1√
1− z11

)

=
( ∑

2≤k≤m,2≤l≤n
e−iθ

j

kl zkl

)
(e−a(1−rj ) −1)z11√

1− e−a(1−rj )z11
(√

1− z11+
√

1− e−a(1−rj )z11
) .

Since|z11| < 1 and since 0< λ = e−a(1−rj ) < 1, we have
√|1− e−a(1−rj )z11| ≥√

1− |z11|, and from Lemma 5 it follows that∣∣√1− z11+
√

1− e−a(1−rj )z11

∣∣ ≥ √2(1− |z11|).
By (22), 1− |z11| ≥ 1− ρ > 0; thus



394 Zehua Zhou & Jihuai Shi

|fj(Z)| ≤ C 1− e−a(1−rj )√
1− |z11|

√
2(1− |z11|)

≤ C√
2(1− ρ)(1− e

−a(1−rj )).

It is clear that limj→∞(1− e−a(1−rj )) = 0, so{fj } converges to 0 uniformly onE
and therefore the functions defined by (19) satisfy condition (ii).

Now we prove that‖Cφfj‖β(R I ) 6→ 0. In fact, by (15) and (20),

H I
φ(Zj )

(wj, wj ) = (m+ n)(AI
j + B I

j + C I
j ) ≤ 3(m+ n)C I

j . (29)

Combining (14) and (29) yields

‖Cφfj‖β(R I )

= ‖fj B φ‖β(R I ) ≥ Qfj Bφ(Zj )

≥ |O(fj B φ)(Z
j )uj|

H
1/2
Zj (u, u)

= |O(fj )(φ(Z
j ))Jφ(Zj )uj|

H
1/2
Zj (u, u)

= |O(fj )(φ(Zj ))Jφ(Zj )uj|
H

1/2
φ(Zj )(Jφ(Z

j )uj, Jφ(Zj )uj )

{
Hφ(Zj )(Jφ(Z

j )uj, Jφ(Zj )uj )

HZj (u
j, uj )

}1/2

≥ √ε0
|O(fj )(rjE11)w

j|
H

1/2
rjE11(w

j,wj )
≥
√

ε0

3(m+ n)

∣∣∣∣ ∑
1≤k≤m,1≤l≤n

∂fj

∂zkl
(rjE11)w

j

kl

∣∣∣∣( ∑
2≤k≤m,2≤l≤n

|wj

kl|2
)1/2

=
√

ε0

3(m+ n)

√
1− rj

∣∣∣∣ 1√
1− e−a(1−rj )rj

− 1√
1− rj

∣∣∣∣ ∑
2≤k≤m,2≤l≤n

|wj

kl|
( ∑

2≤k≤m,2≤l≤n
|wj

kl|2
)1/2

≥
√

ε0

3(m+ n)
∣∣∣∣
√

1− rj
1− e−a(1−rj )rj −1

∣∣∣∣
=
√

ε0

3(m+ n)

(
1−

√
1− rj

1− e−a(1−rj )rj

)
,

and
lim
j→∞

1− rj
1− e−a(1−rj )rj = lim

r→1

1− r
1− e−a(1−r)r =

1

a +1
.

Consequently,‖Cφfj‖β(R I ) 6→ 0 asj →∞; that is, the functions defined by (21)
satisfy condition (iii).

Part B: We assume that

φ(Zj ) = r(1)j E11+ r(2)j E22,

where 1> r
(1)
j ≥ r(2)j ≥ 0. Sinceφ(Zj ) → ∂RI, we may assume thatr(1)j → 1

andr(2)j → λ0, whereλ0 ≤ 1.
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If λ0 = 1 then, using the same methods as in Part A, we can construct a se-
quence of functions{fj(Z)} satisfying conditions(i)–(iii).

If λ0 < 1 then, by Lemma 8, there exist8I
r(1)
j
E11+r(2)j

E22
∈RI and8I

r(1)
j
E11
∈

R I such that8I
r(1)
j
E11+r(2)j

E22
(r
(1)
j E11+ r(2)j E22) = 0 and8I

r(1)
j
E11
(r
(1)
j E11) = 0 (j =

1,2, . . . ). If we denote9(j)(Z) = (8I
r(1)
j
E11

)−1 B8I
r(1)
j
E11+r(2)j

E22
, then9(j) ∈RI and

9(j)(φ(Zj )) = 9(j)(r
(1)
j E11+ r(2)j E22) = r(1)j E11= rjE11, whererj = r(1)j .

Setgj = fj B 9(j), where{fj } are the functions obtained in Part A. Since
9(j)(Z)∈Aut(RI), it is clear that

H I
φ(Zj )

(wj, wj ) = H I
9j Bφ(Zj )(J9

(j)(φ(Zj ))wj, J9(j)(φ(Zj ))wj )

= H I
rjE11

(vj, vj ), (30)

wherewj = Jφ(Zj )uj andvj = J9(j)(φ(Zj ))wj . It follows from (30) that

|O(gj )(φ(Zj ))wj|
H

1/2
φ(Zj )(w

j, wj )
= |O(fj )(rjE11)J9

(j)(φ(Zj ))wj )|
H

1/2
rjE11(J9

(j)(φ(Zj ))wj, J9(j)(φ(Zj ))wj )

= |O(fj )(rjE11)v
j )|

H
1/2
rjE11(v

j, vj )

and

‖Cφgj‖β(R I )

= ‖gj B φ‖β(R I ) ≥ Qgj Bφ(Z
j )

≥ |O(gj B φ)(Z
j )uj|

H
1/2
Zj (u

j, uj )
= |O(gj )(φ(Z

j ))Jφ(Zj )uj|
H

1/2
Zj (u

j, uj )

= |O(gj )(φ(Zj ))Jφ(Zj )uj|
H

1/2
φ(Zj )(Jφ(Z

j )uj, Jφ(Zj )uj )

{
Hφ(Zj )(Jφ(Z

j )uj, Jφ(Zj )uj )

HZj (u
j, uj )

}1/2

≥ √ε0
|O(gj )(φ(Zj ))wj|
H

1/2
φ(Zj )(w

j, wj )
= √ε0

|O(fj )(rjE11)v
j )|

H
1/2
rjE11(v

j, vj )
. (31)

Now, the discussion in Part A shows that‖Cφgj‖β(R I ) 6→ 0 asj → ∞; that is,
{gj } satisfies condition (iii).

We prove that{gj } is a bounded sequence inβ(RI). In fact, since9(j)(Z) ∈
Aut(R I),

Qgj (Z) = Qfj B9(j)(Z) = Qfj (9(j)(Z))

and so‖gj‖β(R I ) = ‖fj‖β(R I ) is bounded.
Now we prove that{gj } tends to 0 uniformly on a compact subsetE of RI .

If we write 9(j)(Z) = (ψ(j)

lk (Z))1≤l≤m,1≤k≤n then, by the definition of9(j) and
Lemma 8, a direct calculation shows that
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ψ
(j)

11 (Z) = z11+ r(2)j

z12z21

1− r(2)j z22

. (32)

It is easy to show thatψ(j)

11 (Z) converges uniformly toψ11(Z) = z11+ λ0
z12z21

1−λ0z22

onRI(m, n).

Sinceλ0 < 1 andλ0E11+ λ0E22∈ RI, there similarly exists9(Z) ∈Aut(RI)

such that9(λ0E11+λ0E22) = λ0E11, and the first component of9(Z) isψ11(Z).

It is clear thatψ11(Z) is holomorphic onRI . Let M1 = supZ∈E|ψ11(Z)| =
|ψ11(Z0)| for Z0 ∈ E. From9(Z) ∈ Aut(RI) we knowM1 = |ψ11(Z0)| < 1,
so we may chooseM0 > 0 with M1 < M0 < 1. Thus, for j large enough,
|ψ(j)

11 (Z0)| < M0 and from this it follows that

1− |ψ(j)

11 (Z)| > 1−M0 > 0;
by the definition offj(Z), it is easy to see thatgj(Z) = fj B 9(j)(Z) tends to 0
uniformly onE.

Hencegj(Z) satisfies conditions(i)–(iii), and this contradicts the compactness
of Cφ by Lemma 2.

Part C: Assume that

φ(Zj ) =
m∑
k=1

r
(k)
j Ekk, 1> r

(1)
j ≥ r(2)j ≥ · · · ≥ r(m)j ≥ 0.

Just as in Part B, we can construct a sequence of functionsfj(z) that satisfies con-
ditions(i)–(iii).

Part D: In the general situation we haveφ(Zj ) ∈ RI(m, n), so there exist an
m×m unitary matrixPj and ann× n unitary matrixQj such that

Pj(φ(Z
j ))Qj =

m∑
k=1

r
(k)
j Ekk.

We may assume thatPj → P andQj → Q asj →∞ (let Pj = (pklj ) andP =
(pkl); Pj → P means thatpklj → pkl asj → ∞ for any 1≥ k ≥ m and 1≥
l ≥ n). Let ψj(Z) = PjZQj and9(Z) = PZQ for Z ∈ RI(m, n). It is easy to
show thatP is anm×m unitary matrix,Q is ann×n unitary matrix, andψ(j)(Z)

converges uniformly toψ(Z) onR I .

Letgj(Z) = fj(ψ(j)(Z)),where{fj } are the functions obtained in Part C. From
the same disscussion as that of Part B, we know thatgj(Z) satisfies conditions (i)
and (iii). For the compact subsetE ⊂ R I, it is easy to see thatψ(E) is also a com-
pact subset ofR I, so we can choose an open subsetD1 of RI such thatψ(E) ⊂
D1 ⊂ D1 ⊂ RI . Sinceψ(j)(Z) converges uniformly toψ(Z) onRI, it follows
thatψj(E) ⊂ D1 asj →∞. Sincefj(Z) tends to 0 uniformly onD1, we know
gj(Z) = fj(ψ(j)(Z)) tends to 0 uniformly onE ⊂ RI; that is,gj satisfies condi-
tion (iii).



Compactness of Composition Operators on the Bloch Space 397

The last claim follows from the previous discussion. This completes the proof
for β(RI). Forβ(RII ), the proof is the same as that forβ(RI);we omit the details.

4. Compactness ofCφ on β(RIII )

As in the case ofβ(RI), we need only prove that condition (6) is necessary. Sup-
poseCφ is compact onβ(RIII ) and that condition (6) fails. Then there exist a
sequence{Zj } in RIII (q) with φ(Zj ) → ∂RIII asj → ∞, a sequence ofq × q
antisymmetric complex matricesUj 6= 0, and anε0 such that

Hφ(Zj )(Jφ(Z
j )uj, Jφ(Zj )uj )

HZj (u
j, uj )

≥ ε0 (33)

for all j = 1,2, . . . , whereuj is the vector corresponding toUj .
Using (33), we will construct a sequence of functions{fj } satisfying the fol-

lowing three conditions:

(i) {fj } is a bounded sequence inβ(RIII );
(ii) {fj } tends to 0 uniformly on compact subsets ofRIII ;

(iii) ‖Cφfj‖β(R III ) 6→ 0 asj →∞.
This sequence will contradict the compactness ofCφ, by Lemma 2.

To construct the sequence of{fj }, we first assume that

φ(Zj ) = rj(E12− E21), j = 1,2, . . . ,

whereElk is aq × q matrix whose element in thelth row andkth column is 1 and
whose other elements are 0. It is clear that 0< rj < 1 andrj → 1 asj →∞.

Denote

Jφ(Zj )uj = wj = (wj

11, . . . , w
j

1q, . . . , w
j

q1, . . . , w
j
qq),

whereWj is the matrix corresponding to the vectorwj . Using formula (4), we
have

H III
φ(Zj )

(wj, wj )

= H III
rj (E12−E21)

(wj, wj )

= 2(q −1)wj



(1− r 2
j )
−1 0 0 . . . 0

0 (1− r 2
j )
−1 0 . . . 0

0 0 1 . . . . . .
...

...
...

...
...

0 0 0 . . . 1
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×



(1− r 2
j )
−1 0 0 . . . 0

0 (1− r 2
j )
−1 0 . . . 0

0 0 1 . . . . . .
...

...
...

...
...

0 0 0 . . . 1

w
j ′

= 2(q −1)

[
1

(1− r 2
j )

2 (|wj

11|2 + |wj

12|2 + |wj

21|2 + |wj

22|2)

+ 2

1− r 2
j

( q∑
k=3

(|wj

1k|2 + |wj

2k|2)+
q∑
l=3

(|wj

l1|2 + |wj

l2|2)
)

+
∑

3≤k,l≤q
|wj

kl|2
]
. (34)

Sinceφ holomorphically mapsR III into itself, it follows thatφ(Z)∈RIII for each
Z ∈ R III ; namely,φ(Z) is a q × q antisymmetric matrix. If we writeφ(Z) =
(φlk(Z))1≤l,k≤q, thenwj = Jφ(Zj )uj gives

w
j

lk =
q∑

s,t=1

∂φlk(Z
j )

∂zst
u
j
st ,

andφlk(Z) = −φkl(Z) implieswj

lk = −wj

kl for l, k = 1,2, . . . , q, soWj is also
an antisymmetric matrix. Thus (34) becomes

H III
φ(Zj )

(wj, wj ) = 2(q −1)

[
1

(1− r 2
j )

2 |wj

12|2 +
2

1− r 2
j

q∑
k=3

(|wj

2k|2 + |wj

1k|2)

+
∑

3≤k,l≤q
|wj

kl|2
]
. (35)

Denote

AIII
j =

1

(1− r 2
j )

2 |wj

12|2,

B III
j =

2

1− r 2
j

q∑
k=3

(|wj

2k|2 + |wj

1k|2),

C III
j =

∑
3≤k,l≤q

|wj

kl|2;

then
H III
φ(Zj )

(wj, wj ) = 2(q −1)(AIII
j + B III

j + C III
j ). (36)

We construct the functions according to three different cases.
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Case 1.If, for somej,

max(B III
j , C

III
j ) ≤ AIII

j , (37)

then set
fj(Z) = 2 log(1− e−a(1−rj )z12)− log(1− z12), (38)

whereZ ∈R III anda is any positive number.
Case 2.If, for somej,

max(AIII
j , C

III
j ) ≤ B III

j , (39)

then set

fj(Z) = 2
q∑
k=3

(e−iθ
j

1k z1k + e−iθ
j

2k z2k)

(
1√

1− e−a(1−rj )z12

− 1√
1− z12

)
, (40)

whereZ ∈R III anda is any positive number and whereθj1k = argwj

1k andθj2k =
argwj

2k. If wj

1k = 0 orwj

2k = 0 for somek, then replace the corresponding term

e−iθ
j

1k z1k or e−iθ
j

2k z2k by 0.
Case 3.If, for somej,

max(AIII
j , B

III
j ) ≤ C III

j , (41)

then set

fj(Z) =
( ∑

3≤k,l≤q
e−iθ

j

kl zkl

)√
1− z12

(
1√

1− e−a(1−rj )z12

− 1√
1− z12

)
, (42)

whereZ ∈R III , a is any positive number, andθjkl = argwj

kl for 2 ≤ k andl ≤ q.
If wj

kl = 0 for somek or l, replace the corresponding terme−iθ
j

kl zkl by 0.
The proofs that functions defined by (38), (40), and (42) satisfy conditions

(i)–(iii) are similar to that forβ(R I), so we omit the details here.
A simple exercise shows that, for anyZ ∈RIII (q), there exists aq × q unitary

matrixU such that

Z =
{
U ′(λ1(E12− E21)+ · · · + λv(E2v−1,2v − E2v,2v−1))U, q = 2v,

U ′(λ1(E12− E21)+ · · · + λv(E2v−1,2v − E2v,2v−1)+ 0)U, q = 2v +1,

where 1≥ λ1 ≥ · · · ≥ λv ≥ 0. So, using constructions similar to those in Parts B,
C, and D of Section 3 forβ(RI), it is not hard to complete the proof forβ(RIII ).

We omit the details.

5. Compactness ofCφ on β(RIV )

In order to study the compactness of composition operatorsCφ onβ(RIV ),we first
introduce a new domainR IV as follows:

R IV =
{
ζ ∈CN : ζ1= z1+iz2, ζ2 = z1−iz2, ζk =

√
2zk, 3≤ k ≤ N, z∈RIV

}
.

If we define the biholomorphic mapψ = (ψ1, . . . , ψN) : CN → CN by
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ψ1(z) = z1+ iz2, ψ2(z) = z1− iz2, ψk(z) =
√

2zk (k = 3,4, . . . , N ),

thenR IV = ψ(R IV ); that is,R IV is equivalent biholomorphically toRIV .

By the definition ofR IV , we can writeR IV as

R IV =
{
ζ = (ζ1, . . . , ζN)∈CN : 1+ ∣∣ζ1ζ2 + 1

2ζ
2
3 + · · · + 1

2ζ
2
N

∣∣2 − ζζ̄ ′ > 0,

1− ∣∣ζ1ζ2 + 1
2ζ

2
3 + · · · + 1

2ζ
2
N

∣∣2 > 0
}
.

(43)

ForR IV , we have the following proposition.

Proposition 1. If ζ ∈R IV , then|ζ1| < 1 and |ζ2| < 1.

Proof. If |ζ1| = 1, thenζ ∈R IV shows that|ζ|2 < 2, so

|ζ2|2 + |ζ3|2 + · · · + |ζN |2 < 1; (44)

moreover,

1+ ∣∣ζ1ζ2 + 1
2ζ

2
3 + · · · + 1

2ζ
2
N

∣∣2 − ζζ̄ ′
= |ζ1|2|ζ2|2 + 1

2ζ1ζ2(ζ
2
3 + · · · + ζ2

N)+ 1
2ζ1ζ2(ζ

2
3 + · · · + ζ2

N)

+ 1
4|ζ2

3 + · · · + ζ2
N |2 − |ζ2|2 − |ζ3|2 − · · · − |ζN |2

= 1
2ζ1ζ2(ζ

2
3 + · · · + ζ2

N)+ 1
2ζ1ζ2(ζ

2
3 + · · · + ζ2

N)

+ 1
4|ζ2

3 + · · · + ζ2
N |2 − (|ζ3|2 + · · · + |ζN |2)

≤ |ζ2|(|ζ3|2 + · · · + |ζN |2)+ 1
4(|ζ3|2 + · · · + |ζN |2)2 − (|ζ3|2 + · · · + |ζN |2)

<
[√

1− (|ζ3|2 + · · · + |ζN |2)
+ 1

4(|ζ3|2 + · · · + |ζN |2)−1
]
(|ζ3|2 + · · · + |ζN |2). (45)

Let λ = |ζ3|2 + · · · + |ζN |2. It follows from (44) that 0≤ λ < 1. Let g(λ) =√
1− λ+ 1

4λ−1; then, since 0≤ λ < 1,

dg(λ)

dλ
= 1

4

(
1− 2√

1− λ
)
< 0

and sog(λ) is a nonincreasing function. Sinceg(0) = 0 we knowg(λ) ≤ 0;
hence, by (45) we have that

1+ ∣∣ζ1ζ2 + 1
2ζ

2
3 + · · · + 1

2ζ
2
N

∣∣2 − ζζ̄ ′ ≤ 0.

This contradicts the first equality of (43), so|ζ1| 6= 1.
If |ζ1| > 1 then it follows, sinceζ,0∈R IV = ψ(R IV ) andR IV is a domain, that

in R IV there exists a continuous curveζ(t) = (ζ1(t), . . . , ζN(t)), 0 ≤ t ≤ 1, such
that ζ(0) = 0 andζ(1) = ζ. Given ζ1(0) = 0, ζ1(1) = ζ1, and |ζ1| > 1, there
should exist aζ(t0)∈ψ(RN) such thatζ1(t0) = 1, but by our previous discussion
this is impossible. So|ζ1| < 1 and, for the same reason as before,|ζ2| < 1. This
ends the proof.
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Proposition 2. LetH IV
ζ (w,w) be the Bergman metric ofR IV . Then

H IV
2re2
(w,w) = N

(
|w1|2 + 1

(1− 4r 2)2
|w2|2 + 1

1− 4r 2

N∑
k=3

|wk|2
)
,

where0 ≤ r < 1, e2 = (0,1,0, . . . ,0), andw ∈CN.
Proof. Let e1 = (1,0, . . . ,0). By the definition ofψ it is clear that, ifz =
r(e1+ ie2)∈R IV , then 2re2 = ψ(r(e1+ ie2))∈R IV and

Jψ(z) =

[

1 i

1 −i
]

0

0
√

2IN−2

,

Jψ−1(ζ) =




1

2

1

2

1

2i
− 1

2i

 0

0
1√
2
IN−2


.

Let u = Jψ−1w. Sincez = r(e1+ ie2) = r(1, i,0, . . . ,0), a simple calculation
shows that

zz ′ = 0, 1+ |zz ′|2 − 2|z|2 = 1− 4r 2. (46)

If we write u = (u1, u2, . . . , uN), then

u1= w1+ w2

2
, u2 = w1− w2

2i
, uk = 1√

2
wk (3≤ k ≤ N); (47)

u

(
z

z̄

)′(1− 2|z|2 zz ′

zz ′ −1

)(
z

z̄

)
ū′

= u(z ′, z̄ ′)
(

1− 4r 2 0

0 −1

)(
z̄

z

)
ū′

= r(u1, u2, . . . , uN)



1 1

i −i
0 0
...

...

0 0


(

1− 4r 2 0

0 −1

)(
1 −i 0 . . . 0

1 i 0 . . . 0

)
ū′1
ū′2
...

ū′N


= r(u1+ iu2, u1− iu2)

(
1− 4r 2 0

0 −1

)
r

(
u1+ iu2

u1− iu2

)
= r 2(|u1+ iu2|2 − |u1− iu2|2 − 4r 2|u1+ iu2|2). (48)

Using (46), (47), and (48), formula (5) gives
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H IV
2re2
(w,w)

= H IV
ψ(r(e1+ie2))

(w,w)

= H IV
r(e1+ie2)

(Jψ−1(z)w, Jψ−1(z)w) = H IV
z (u, u)

= 2N

(1− 4r 2)2

(
(1− 4r 2)

N∑
k=1

|uk|2

− 2r 2(|u1+ iu2|2 − |u1− iu2|2 − 4r 2|u1+ iu2|2)
)

= 2N

(1− 4r 2)2

(
(1− 4r 2 + 8r 4)(|u1|2 + |u2|2)

+ 8r 2(1− 2r 2) Im(ū1u2)+ (1− 4r 2)

N∑
k=3

|uk|2
)

= 2N

(1− 4r 2)2

(
(1− 4r 2 + 8r 4)

(∣∣∣∣w1+ w2

2

∣∣∣∣2 + ∣∣∣∣w1− w2

2i

∣∣∣∣2)
+ 8r 2(1− 2r 2) Im

(
w1+ w2

2

w1− w2

2i

)

+ (1− 4r 2)

N∑
k=3

∣∣∣∣wk2
∣∣∣∣2)

= N
(
|w1|2 + 1

(1− 4r 2)2
|w2|2 + 1

1− 4r 2

N∑
k=3

|wk|2
)
.

This completes the proof.

Using Lemma 2, it is not hard to prove the following proposition. We omit the
details.

Proposition 3. Cφ is compact onβ(RIV ) if and only ifC8 = CψBφBψ−1 is com-
pact onR IV = ψ(R IV ), where8 = ψ B φ B ψ−1.

Proposition 4. Let u ∈ CN, w = Jψ(ζ)u, z ∈ RIV , ζ = ψ(z), and 8 =
ψ B φ B ψ−1. Then

H IV
8(ζ)(J8(ζ)w, J8(ζ)w)

H IV
ζ (w,w)

= H IV
φ(z)(Jφ(z)u, Jφ(z)u)

H IV
z (u, u)

.

Proof. It is clear that

H IV
8(ζ)(J8(ζ)w, J8(ζ)w)

= H IV
ψBφBψ−1(ζ)

(
J(ψ B φ B ψ−1)(ζ)w, J(ψ B φ B ψ−1)(ζ)w

)
= H IV

ψ(φ(z))

(
Jψ(φ(z))Jφ(z)Jψ−1(ζ)w, Jψ(φ(z))Jφ(z)Jψ−1(ζ)w

)
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= H IV
φ(z)(Jφ(z)Jψ

−1(ζ)w, Jφ(z)Jψ−1(ζ)w)

= H IV
φ(z)(Jφ(z)u, Jφ(z)u),

and

H IV
ζ (w,w) = H IV

ψ(z)(w,w) = H IV
z (Jψ

−1(ζ)w, Jψ−1(ζ)w) = H IV
z (u, u).

The desired result follows.

SinceRIV is equivalent holomorphically toR IV = ψ(R IV ) (by Propositions 3 and
4), we may discuss the domainR IV (N ) instead ofRIV (N ). As with β(RI), we
need only prove that condition (6) is necessary.

Assume for now that condition (6) fails. By Proposition 4, there would then
exist a sequence{ζj } ∈ R IV with 8(ζj )→ ∂R IV asj → ∞, awj ∈ CN − {0},
and anε0 such that

H IV
8(ζj )(J8(ζ

j )wj, Jφ(ζj )wj )

H IV
ζj(w

j, wj )
≥ ε0 (49)

for all j = 1,2, . . . .
Using (49), we will construct a sequence of functions{fj } satisfying the fol-

lowing three conditions:

(i) {fj } is a bounded sequence inβ(R IV );
(ii) {fj } tends to 0 uniformly on compact subsets ofR IV ;

(iii) ‖Cφfj‖β(R IV ) 6→ 0 asj →∞.
This sequence will contradict the compactness ofCφ, by Lemma 2.

To construct the sequence of{fj }, we first assume that

8(ζj ) = 2rj e2, j = 1,2, . . . , (50)

whereek = (0, . . . ,1, . . . ,0), thekth coordinate is 1, and the other coordinates are
0 (for some fixedk, 1≤ k ≤ N).

It is clear that 0< rj <
1
2 andrj → 1

2 asj →∞. DenoteJ8(ζj )wj = vj .
Proposition 2 shows that

H IV
8(ζj )(J8(ζ

j )wj, J8(ζj )wj )

= H IV
2re2
(vj, vj )

= N
(
|vj1|2 +

1

(1− 4r 2)2
|vj2|2 +

1

1− 4r 2

N∑
k=3

|vjk |2
)
.

Denote

AIV
j =

1

1− 4r 2

N∑
k=3

|vjk |2,

B IV
j = |vj1|2,

C IV
j =

1

(1− 4r 2)2
|vj2|2;
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then
H IV
8(ζj )

(vj, vj ) = N(AIV
j + B IV

j + C IV
j ). (51)

We construct the functions according to three different cases.
Case 1.If, for somej,

max(B IV
j , C

IV
j ) ≤ AIV

j , (52)

then set
fj(ζ) = log(1− e−a(1−2rj )ζ2)− log(1− ζ2), (53)

whereζ ∈R IV anda is any positive number.
Case 2.If, for somej,

max(AIV
j , C

IV
j ) ≤ B IV

j , (54)

then set

fj(ζ) = ζ1

√
1− ζ2

(
1√

1− e−a(1−2rj )ζ2

− 1√
1− ζ2

)
, (55)

whereζ ∈R IV anda is any positive number.
Case 3.If, for somej,

max(AIV
j , B

IV
j ) ≤ C IV

j , (56)

then set

fj(ζ) =
( N∑
k=3

e−iθ
j

k
ζk√

2

)(
1√

1− e−a(1−2rj )ζ2

− 1√
1− ζ2

)
, (57)

wherea is any positive number andθjk = argWj

k for k ≥ 2. If Wj

k = 0 for some
k, then replace the corresponding terme−iθ

j

k ζk by 0.
The proofs that the functions defined by (53), (55), and (57) satisfy conditions

(i)–(iii) are similar to the proof forβ(R I); we omit the details.
A simple exercise shows that, for anyζ ∈ R IV , there exists anN × N unitary

matrixU such that
ζ = (λ, µ,0, . . . ,0)U,

where 0≤ λ ≤ µ < 1. So, using the same methods as in Parts B and D of Sec-
tion 3 for β(R I), it is not hard to complete the proof forβ(R IV ) or β(RIV ). We
omit the details.
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