
PARTIAL ORDERINGS ON PERMUTATIONS

BY H.W. BLOCK,1 D. CHHETRY1, Z. FANG1, A.R. SAMPSON1

University of Pittsburgh, Tribhuvan University', University of Science and
Technology of China, and University of Pittsburgh

Results concerning partial orderings defined on permuta-
tions and their applications in statistics are surveyed.

1. Introduction. There are a variety of partial orderings on Sn, the set of
all permutations of {1 , . . . ,n} , which have applications in statistics. These order-
ings have been considered among others by Sobel (1955), Savage (1957), Lehmann
(1966), Yanagimoto and Okamoto (1969), Hajek (1969), Hollander, Proschan, and
Sethuraman (1977), hereafter referred to as HPS, and Schriever (1985), (1987a),
(1987b). These partial orderings have been defined in various ways with different
names and notations. They have been used to define monotone functions on Sn,
and the monotonicity properties of such functions have been used in many ar-
eas including stochastic comparisons of rank order statistics. For example, using a
particular ordering HPS introduced an important class of nondecreasing functions,
called decreasing in transposition (DT) functions, and discussed their importance
in statistics. Recently, Block, Chhetry, Fang, and Sampson (1990), hereafter re-
ferred to as BCFS(a), considered three well-known and one new partial orderings
on Sn through a unified approach and characterized them by four important pos-
itive dependence orderings on bivariate empirical rank distributions.

In addition to partial orderings the notion of metrics on Sn X Sn plays an impor-
tant role in many areas. The metrics arise naturally in a variety of situations, such
as in the analysis of sorting algorithms (Knuth (1973)), in measuring association in
bivariate rank data (Kendall (1970) and Diaconis and Graham (1977)), and in the
study of ranking models (Fligner and Verducci (1986)). Recently, Block, Chhetry,
Fang, and Sampson (1987) considered in a unified fashion three well-known and
two new metrics on Sn X 5n , and discussed their applications.

The main objective of this paper is to survey important results and applications
of partial orderings defined over permutations. In Section 2 we review basic results
concerning five partial orderings. Their applications are considered in Section 3
and Section 4. Also in Section 3 we introduce five classes of nondecreasing or
arrangement increasing functions on Sn and discuss their basic implications.
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Throughout this paper, permutations on Sn are denoted by lower case bold face
letters, such as i, j , r, s, etc., and their components are denoted by the correspond-
ing lower case letters. The permutations ( 1 , . . . , n) and (n, . . . , 1) are denoted by
e and e*, respectively. The composition or product of r = (r( l) , . . .,r(π)) and
s = (s(l), , s(n)) is denoted by r s, where r s = (r(s(l)), , r(s(π))). The
inverse of r is denoted by r" 1 , where r " 1 = (r~ 1 ( l), . . .,r""1(n)). An inversion of
r = (r(l), , r(n)) is a pair (r(fc), r(t)) such that (k - l){r{k) - r(l)) < 0.

2. Partial Orderings On Sn: In order to define several partial orderings on
Sn through a unified approach, BCFS(a) considered the following definition.

DEFINITION 2.1. An interchange of two components i(k) and i(t) of i is said
to be: (1) a correction of type 1 inversion if Δ ^ < 0; (2) a correction of type 2
inversion if Δ ^ < 0 and \i{k) — i(l)\ = 1; (3) a correction of type 3 inversion if

< 0 and \k - l\ = 1, where Δki = (Jfe - /)(i(fc) - i(

Definition 2.1 is used to define three well-known ordering relations for permu-
tations as follows.

DEFINITION 2.2. For t = 1,2,3 a permutation i is said to be better ordered in
bt

the sense of ordering bt than j , denoted by i > j , if i = j or if i is obtainable from

j in a number of steps each of which consists of correcting a type t inversion.

The following ordering relation is described by BCFS(a).

DEFINITION 2.3. A permutation i is said to be better ordered in the sense of
ordering 64 than j , denoted by i > j , if i = j or if i is obtainable from j in a number
of steps each of which consists of correcting a type 2 or type 3 inversion.

One more ordering relation whose application has been considered by Savage
(1957) is as follows.

DEFINITION 2.4. A permutation i is said to be better ordered in the sense of

ordering 60 than j , denoted by i > j , if Y%Li i(k) < Σ]£=i i(&) for all m = 1,..., n.

Each of the above ordering relations is a partial ordering on Sny in the sense
that they are reflexive, transitive, and anti-symmetric. The implications among
these orderings are as follows:

i> *
ί>4 61 60

The above implications are strict (BCFS(a) and Savage (1957)), and the ordering
£>2 neither implies nor is implied by the ordering 63 (Lehmann (1966)).



Partial Orderings 47

For theoretical as well as practical purposes it is natural to seek one-to-one
functions /: Sn —• Sn such that the order relation between /(i) and /(j) would be
easily demonstrable once we know the order relation between i and j . The results
for two such functions are as follows.

THEOREM 2.5. Let i and j be two permutations in Sn. Then

" I- IJ-

i- i r
64 , 64

(c)i>i<=^i'1>t1

(d) i > j «=> ϊ > j , for t = 0,1,2,3,4,

where for an arbitrary permutation r 6 ί n , r = e* r e* and r is known as the
complement of r.

Note that i > j does not necessarily imply that i" 1 > j " " 1 . To see this choose
60

i = (1432) and j = (3241). Consequently the comparison i > j leads to an

ordering different than i > j . One might label this companion ordering i > j .
In the remainder of this section we state several theorems concerning the for-

mulations of the above five orderings. These formulations are easier to handle than
the original definitions. The following theorem characterizes the 60 ordering.

bo

THEOREM 2.6. i > j if and only ifΣk=χ a>ki(k) > £jj=i ctkj(k) for every choice
of a\,..., an provided a\ < < an.

The following theorem which characterizes the 61-ordering is stated in Yanagi-
moto and Okamoto (1969). A simple intuitive proof is given in Metry and Sampson
(1988a).

THEOREM 2.7. For any positive integer m < n, let i(l,ra) < < i(mym) be
the increasing rearrangement of the last m components of i, and j ( l , m) < <

j(m, m) be the increasing rearrangement of the last m components ofj. Then i > j
if and only if i(fc, m) > j(k, m) for any k and m such that 1 < k < m < n.

The following theorem is due to Hajek (1969).

THEOREM 2.8. i > j if and only if the following holds

The following two theorems are due to BCFS(a).
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THEOREM 2.9. i > j if and only if the following holds

THEOREM 2.10. i > j if and only if there exists a permutation r such that

k < I, j(k) < j(£) =^ r(k) < r(ί), i(r(k))

τ(h\ ^ τ(f\ 7*1

An important consequence of Theorem 2.10 is as follows: i > j if and only if

there exists a permutation t such that i > t and t > j or i > t and t > j .

3. Partial Orderings and Monotone Functions. Throughout the paper
a?i,..., xn denote n distinct observations and x^ < < £(n) denote the increas-
ing rearrangement of # i , . . . , xn. Also, y r denotes the vector (y r(i),..., yr(n)) m

i?n, for all y E Rn and r € Sn. Unless otherwise stated we adopt the following
definition of rank orders.

DEFINITION 3.1. The rank order of $ i , . . . , xn is the permutation r in Sn such
that

(Z(l)> ? x{n)) ' Γ = (xl> J xn)

Another definition of rank order mentioned in Savage (1957) is as follows.

DEFINITION 3.2. The rank order of x\,..., xn is the permutation r7 in Sn such
that

. , α n ) -r' = ( z ( i ) , . . . , £ ( n ) )

From the above two definitions it is clear that r' = r" 1 , and in the literature r""1 is
called the antirank of the rank order r. In view of this fact throughout this paper
antiranks may be viewed as the rank orders in the sense of Definition 3.2. In the
above definition when the x values are replaced by the corresponding continuous
random variables we replace r(r ;) by the random vector R (R*) of ranks. We now
present an example of Savage (1957) to show that some results are valid only in
terms of the rank orders of Definition 3.2.

EXAMPLE 3.3. Let Xi,.. .,X n be n independent random variables such that
each Xk has continuous density g(k\)h(x)ek^x, where g and h are nonnegative
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functions and λ > 0. Assume that the possible rank orders r', s', etc. and the
random vector R* of ranks of Xi,.. .,X n are defined as in the Definition 3.2.
Then, Savage (1957, Theorem 3) proved that

(1) r' > s' =* Prob(R* = r') > Prob(R* = s')

We also present an example of Savage (1957) to show that there are situations
where it does not matter which definition of rank orders have been used.

EXAMPLE 3.4. Let Xi,.. .,X n be n independent random variables such that
each Xk has continuous TP2 density f(x; Xk) where λi < < λn. Assume that
the rank orders r, s, etc. and the random vector R of ranks of Xi,.. . ,Xn are
defined as in Definition 3.1. Then, Savage (1957, Corollary 1.1) proved that

(2) r > s =» Prob (R = r) > Prob (R = s)

provided Xr(k) corresponding to these k for which r(fc) φ s(fc) are not all equal.
The result in (2) remains valid even if we replace r, s and R by r;, s' and R*,
respectively, where r', s' and R* are defined in Example 3.3.

In the above examples two ordering relations of Section 2 were used to define
nondecreasing functions in Sn. Such functions are desirable in statistics since their
monotonicity properties may be used to establish important results concerning
rank statistics. For example, Savage (1957) used the monotonicity property (1)
in testing the hypothesis Ho: there exists a c.d.f. F(x) such that Prob (Xk <
x) = Fk(x) = F(x) for k = l , . . . , n against Hi : Xk has density as described
in Example 3.3 for k = 1,.. .,n. Savage (1957, Corollary 1.1) gives a necessary
criterion for a rank test of HQ against Hi to be admissible. For the application of
the monotonicity property in (2) see Savage (1957, Corollary 1.2).

To study the properties and application of a class of monotone functions on
Sn, HPS introduced the notion of DT (decreasing in transposition) functions as
follows.

DEFINITION 3.5. A function / : Sn -» R1 is said to be DT on Sn if r > s =>
/(r) > /(β).

The notion of DT functions on Mn x Nn, where M and N are subsets of it1,
due to HPS, is as follows.

DEFINITION 3.6. Let g : Mn x Nn —> ϋ 1 be a function. Then g is said to be
DT on Mn x Nn if

(a) ff(λ,x) = g(\ r, x r) for all λ e M n , x € Nm and r 6 Sn;

h
(b) r > s => #(A, x r) > #(λ, x s) whenever λi < < λn and xι < < xn.
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HPS in Lemma 2.2 proved that the DT class of functions includes as special
cases other well-known classes of functions, such as Schur convex (concave) func-
tions, TP2-functions, and L-superadditive functions. Also HPS (Section 3) con-
sidered the preservation properties under mixtures, compositions, products and
integral transformations of DT functions, and in their Example 3.10, proved that
many multivariate density functions are DT functions. One of their important
results, which has direct applications in statistics, is as follows.

THEOREM 3.7. Let XL, .. . ,-X"n have joint density function ft(λ,x), where h is
a DT function on Rn x Rn with vector parameter λ. Let R = (i?i,..., Rn) be the
random vector of ranks of Xχy..., Xn and g{\ r) = Prob ̂ (R = r). Then g{\ r)
is a DT function on Rn x Sn.

The above theorem with a slight modification in the definition of rank order
(see HPS) is applicable even when the underlying multivariate density is discrete.

A DT function is essentially a nondecreasing function defined on Sn when the
partial ordering on the domain of the function is b\. Besides the b\ ordering, other
orderings have been employed to define nondecreasing functions on Sn. For exam-
ple, see Savage (1957, Theorem 3, or Example 3.3) for the &o ordering; Lehmann
(1966, Sections 6 and 7); and Hajek (1969, Section 5) for the b<ι ordering; Yanagi-
moto and Okamoto (1969, Section 6) and Boland, El-Neweihi and Proschan (1989)
for the 63 ordering. Some of these results will be considered in the next section.

In view of the above facts the following definition which is a simple extension
of Definition 3.5, seems imperative.

b
DEFINITION 3.8. Let > be a partial ordering on Sn. Then, a function / : Sn -+

R1 is said to be arrangement increasing with respect to 6 on 5 n , denoted AI(6) if

r > s =» /(r) > /(s).

4. Partial Orderings and Dependence Orderings. Several dependence
orderings for bivariate distributions were considered among others by Yanagimoto
and Okamoto (1969), Cambanis, Simons and Stout (1976), Ahmed, Langberg,
Leon and Proschan (1979), Tchen (1980), Karlin and Rinott (1980), Whitt (1982),
Block and Sampson (1988), Schriever (1985), (1987a), Kimeldorf and Sampson
(1987), and Yanagimoto (1990). We describe some of these. Let the bivariate ran-
dom variable (X*1), Y*1)) and (χ(2\γW) have joint c.d.f.'s Hx(x,y) and H2{x,y),
respectively. Denote the corresponding pairs of marginals by Fi(x), G\(y) and
F2(x), G2(y). Denote the supports of X^\ yW, X& and y(2) by D$\ D$\
Dχ> and D^ \ respectively. By convention, we have all the marginal distribu-
tions are strictly increasing on their corresponding supports. The definitions of
our orderings of positive dependence are as follows:

DEFINITION 4.1. (Tchen (1980)): H2 is said to be more concordant than # 1 ,
c

denoted by H2 > # 1 , if
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(i) Fx(x) = F2(x) and Gι(y) = G2(y) for all x, y;

(ii) H2(x,y) > Hτ(x,y) for all x, y.

DEFINITION 4.2. (Schriever (1987a)): H2 is said to be more associated than
α

Hi, denoted by H2 > Hi, if there exist functions

™ x βW - D£2> and φ2 :1?!1) x

such that for all xι, #2 € -̂ 4 and yi, j/2 € i?y -

(i) xι < x2, yι < y2 =» </>i(a:i,yi) < Φi(x2,y2), ^2(^1,^1) < ^2(̂ 2,2/2)

(ii) 0χ(xi,yi) < φι(x2,y2), φ2{x\,y\) > ^2(^2^2) =» ^1 < ^2, yi > ί/2,

(iϋ) ( χ ( 2 \ γ<2>) - (^(jrW,yW) f ^ ( j r d ) , yd))),

where ~ means "distributed as."

DEFINITION 4.3. (Schriever (1985)): H2 is said to be more row regression
rr /-j\

dependent than Hi, denoted by H2 > Hi, if there exists a function φ2 : Dx

} x

D{y] -> D{y] such that

(i) xι < x2, yι < y2 => φ2{xι,yι) < φ2(z2,y2)',

(ϋ)

DEFINITION 4.4. (Schriever (1985)): H2 is said to be more column regression
cr /-.Λ

dependent than H\, denoted by H2 > H\, if there exists a function φι : Dx

 } x
D^ -» i?i2) such that

(i) xι < x2, yι < y2 => <^i(a:i,yi) < φι(x2,y2);

(ii)

The orderings "more concordant" and "more row regression dependent" were
introduced by Yanagimoto and Okamoto (1969) under the additional assumptions
that the distributions of both pairs have the same continuous marginals.

DEFINITION 4.4(A). H2 is said to be more weakly column ordered than Hi,
w—c

denoted by H2 > Hi, if

(i) Fι(x) = F2(x) and GΊ(y) = G2(y) for all x,y;

(ii) EH2[Φ(X)Y] > EHl[φ(X)Y] for aU non-decreasing functions φ.
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w—r
The notion of more weakly row ordered, denoted by > , is analogously defined.
We summarize some of the basic consequences of these orderings below.

THEOREM 4.5.

(1) H2 > F2 G2 if and only if XW and γ( 2 ) are PQD in the sense of Lehmann
(1966).

(2) H2 > F2 - G2 implies χ ( 2 ) and Y^ are associated.

(3) H2 > F2 G2 if and only ifY(2) is positively regression dependent on χ(2) in
the sense of Lehmann (1966), provided F2 and G2 are continuous.

(4) H2 > F2 G2 if and only if X^ is positively regression dependent on Y^2) in
the sense of Lehmann (1966), provided F2 and G2 are continuous.

(5) i?2>#l ^

H2 > Hi.

(6) H-i > Hx =?• H2 > Hlt provided Fi(x) = F2(x) and Gi{y) = G2{y) for all
x,y.

w—rc wr wc

(7) H2>Hλ^H2 > # ! and H2 > Hλ.

PROOF. For the proof of (1) to (4) see Schriever (1985, Proposition 4.1.2). The
proof of (5) is obvious. For the proof of (6) see Schriever (1987a, Proposition 2.1).
The proof of (7) is also obvious.

We adopt the following definition and notation of rank order for n bivariate
observations (Xι, YΊ),..., (Xn, Yn) where we assume that there are no ties among
the x-values and among the y-values.

DEFINITION 4.6. Let ( j( l), . . . , j(n)) be the permutation such that Vj(ι) <
• < Vj(n)- Then, r is said to be the row rank order of (xi, yi), . . . , (arn? Vn) if r is
the rank order of #j

Appropriately interchanging the roles of x's and y's in Definition 4.6 one could
define the column rank order, denoted by s, of (a?i,yi),.. .,(xn>yn) Note that

Let H denote the empirical rank distribution based on (XL, Yi),..., (Xn-> Yn)<>
i.e., H is the c.d.f. of a bivariate discrete random vector (R,S) putting mass n " 1

at the points (r(l), 1), . . . , (r(n), n) (or equivalently (1, θ( l )) , . . . , (n, s(n)) where r
and s are the row and column rank orders of (Xi,YΊ),.. ,,(Xn,Yn). To compare,
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according to a positive dependence ordering, two bivariate c.d.f.'s Hi and H2 based
upon samples of size n from each, it is natural to compare H\ and H2y where Hi
and H2 are empirical rank distributions based on samples of size n from H\ and
#2? respectively. For k = 1,2, let s ^ and r(*) correspondingly denote the column
and row rank order of the sample from Hk- With this notation, BCFS(a) proved
essentially the following theorem.

THEOREM 4.7.

(1) HΛHx* S<2) > βW * r<2) > r(1).

r«; H2 > HX o s(2) > si1) o r(2) > pW.

W Jϊ > Jϊ (2) > i1) (2) > ί1)

^ H2 Y HX <* s(2) > BM O (rί2))"1 >

^ Jϊ2 " > ' J i ^ r(2) > rί1) ^ (si2))"1 >

PROOF. See Theorems 3.6, 3.7, and 3.8 of BCFS(a) for the proof of parts (1)

through (4). Parts (5) and (6) are obvious proofs.

BCFS(a) also proved that K2 > Hi if and only if there exist an empirical
rr Λ cr Λ

rank distribution I P such that ΛΓ2 ^ -ff* ^ Γ̂i or there exists an empirical rank
cr Λ rr Λ

distribution if* such that #2 > H* > H\.
We close this section by mentioning an important result of Yanagimoto and

Okamoto (1969). For this we need the following definition of Yanagimoto and
Okamoto.

DEFINITION 4.8. Let r and s correspondingly denote the row and column rank

orders of (Xi, YΊ),..., (Xnj Yn). A statistic T is said to be a rank statistic if there

exists a function / (or equivalently g) from Sn to R1 such that

Moreover, T is said to be AI with respect to the ordering 63 if / preserves the 63

ordering.

THEOREM 4.9. Assume that Hi and H2 have continuous marginals with

Fι(x) = F2(x) and Gι(y) = G2(y). If (a) H2 > Hx and (b) the rank statistic

T is AI with respect to the ordering b3, then T is stochastically not smaller under

H2 than under Hi, i.e.,
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ProbH2{T > c) > ProbHl(T > c) for allc.

PROOF. See Yanagimoto and Okamoto (1969, Theorem 6.1).

Lehmann (1966) considered the rank statistic T((XL, Yi,.. . ,Xn, Yn)) = Σjj=i
A(k)B(s(k)) = fif(s), where A and B are nondecreasing. It follows that g £ AI(ί>3).
Hence, T is AI with respect to the ordering 63. Theorem 4 of Lehmann (1966),
therefore, follows from Theorem 4.9.
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