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#### Abstract

. A brief review of the Bennett and Hoeffding inequalities is presented, as they apply to independent random variables, for the purpose of identifying the point where independence is actually utilized. On the basis of an observation, it follows that the inequalities remain in force whenever the expectation of a certain product is bounded by the product of the expectations of the factors involved. This requirement is satisfied, for example, when the underlying random variables are negatively associated. By a counterexample, it is demonstrated that the inequalities need not hold for positively associated random variables. Next, a Hoeffding-type inequality is established for a strong mixing sequence of random variables. The paper is concluded with the utilization of the Hoeffding inequality in order to construct a minimum distance estimate of the probability measure governing a sequence of negatively associated random variables.


1. Introduction and Summary. Let $X_{1}, X_{2}, \ldots$ be (real-valued) random variables (r.v.) defined on the underlying probability space ( $\Omega, \mathcal{A}, P$ ), and set $S_{n}$ for the sum of the first $n$ r.v.'s, $\sum_{i=1}^{n} X_{i}$, and $\bar{S}_{n}$ for $S_{n} / n$. The problem of providing exponential bounds for the probabilities $P\left(\left|S_{n}\right| \geq\right.$ $\varepsilon)(\varepsilon>0)$ is of paramount importance, both in Probability and Statistics. From a statistical viewpoint, such inequalities can be used, among other things, for the purpose of providing rates of convergence (both in the probability sense and almost surely) for estimates of various quantities. Especially so in a nonparametric setting, where the advantages of a parametric structure are not available to the investigator.

In Section 2, a brief review is presented of the Bennett and the Hoeffding inequalities in the framework of independent r.v.'s, primarily for the purpose of isolating the point, where independence is utilized. This point is inequality (2.12) stated as a corollary to two propositions. In the following section, it is shown that inequality (2.12) is, indeed, satisfied for r.v.'s which are negatively associated. As a consequence of it, such r.v.'s satisfy the Bennett and Hoeffding inequalities. It is then shown, by means of a counterexample, that positively associated r.v.'s need not, in general, satisfy the Hoeffding inequality. This conclusion is an easy consequence of a result for positively
associated r.v.'s stated as Proposition 3.1. In the following section, Section 4, a Hoeffding-type inequality is established for a specific mode of mixing sequences of r.v.'s, the so-called $\alpha$-mixing or strong mixing. This is done in Theorem 4.1 after two auxiliary results are stated as lemmas. The paper is closed with some statistical applications of the Hoeffding inequality for $\alpha$-mixing and negatively associated r.v.'s.

In this paper, all limits are taken as $n \rightarrow \infty$; this fact will not be mentioned explicitly in order to avoid unnecessary repetitions.
2. Bennett and Hoeffding Inequalities. Exponential probability bounds for sums of r.v. are very useful in many probabilistic derivations, and particularly so in many aspects of parametric as well as nonparametric statistical inference. Bennett (1962) provided various forms of such bounds in the framework of independent r.v.'s (see Proposition 2.1) and so did Hoeffding (1963) by way of a different method (see Proposition 2.2). These inequalities are Bernstein-type inequalities, and Bennett's derivations follow the pattern of the original proof of Bernstein's inequality.

Following the steps of the proofs of the above mentioned inequalities, the reader may see that there is essentially only one instance, where independence of the underlying r.v.'s is used. On the basis of this observation, it follows, in effect, that the same bounds hold true in all cases, where such an inequality may be claimed. For the purpose of clarifying this point, we present a brief outline of the basic steps involved in the proofs, and point out explicitly where independence is employed. We start out with one form of Bennett's inequalities.

Proposition 2.1 (Bennett (1962), page 34). Let $X_{1}, \ldots, X_{n}$ be independent r.v.'s almost surely (a.s.) bounded, $\left|X_{i}\right| \leq C_{i}$ a.s. $i=1, \ldots, n$, and, without loss of generality, assume them to be centered at their expectations. Set $\sigma_{i}^{2}=\sigma^{2}\left(X_{i}\right)=\mathcal{E} X_{i}^{2}, s_{n}^{2}=\sum_{i=1}^{n} \sigma_{i}^{2}=\sigma^{2}\left(S_{n}\right)$, where $S_{n}=\sum_{i=1}^{n} X_{i}$. Finally, let $C_{0}=\max \left\{C_{i} ; i=1, \ldots, n\right\}$. Then, for every $t>0$ :

$$
\begin{equation*}
P\left(S_{n} \geq s_{n} t\right) \leq \exp \left[-t^{2} /\left(2+\frac{2}{3} \cdot \frac{C_{0} t}{s_{n}}\right)\right] \tag{2.1}
\end{equation*}
$$

and also:

$$
\begin{equation*}
P\left(\left|S_{n}\right| \geq s_{n} t\right) \leq 2 \exp \left[-t^{2} /\left(2+\frac{2}{3} \cdot \frac{C_{0} t}{s_{n}}\right)\right] \tag{2.2}
\end{equation*}
$$

Proof. (brief outline). For any $c>0$, use Markov inequality to obtain:

$$
\begin{equation*}
P\left(S_{n} \geq s_{n} t\right) \leq \exp \left(-c s_{n} t\right) \mathcal{E} \exp \left(c S_{n}\right)=\exp \left(-c s_{n} t\right) \mathcal{E} \prod_{i=1}^{n} \exp \left(c X_{i}\right) \tag{2.3}
\end{equation*}
$$

Expanding $\exp \left(c X_{i}\right)$ according to Taylor's formula, taking expectations, and using suitable inequalities involving moments and the function $\exp t$, one has:

$$
\mathcal{E} \exp \left(c X_{i}\right) \leq \exp \left[\frac{c^{2} \sigma_{i}^{2}}{2} F_{i}(c)\right], \text { where } F_{i}(c)=\sum_{r=2}^{\infty}\left(c^{r-2} \mathcal{E}\left|X_{i}\right|^{r} / \frac{1}{2} r!\sigma_{i}^{2}\right)
$$

for $i=1 \ldots, n$. At this point, suppose (as Bernstein did) that, for $i=$ $1, \ldots, n$ :

$$
\mathcal{E}\left|X_{i}\right|^{r} \leq \frac{1}{2} \sigma_{i}^{2} W_{n}^{r-2} r!, \quad r \geq 2, \quad W_{n}=C_{0} / 3
$$

Actually, it is easily seen that these inequalities are satisfied here, and then: $F_{i}(c) \leq\left(1-c W_{n}\right)^{-1}$, provided $c W_{n}<1$. In addition to satisfying this last inequality, $c$ is also chosen so that:

$$
\left(1-c W_{n}\right)^{-1} \leq M_{n}, \text { where } \mathrm{M}_{n}=W_{n} s_{n}^{-1} t+1=\frac{C_{0} t}{3 s_{n}}+1
$$

Then:

$$
\begin{equation*}
\mathcal{E} \exp \left(c X_{i}\right) \leq \exp \left(\frac{c^{2} \sigma_{i}^{2}}{2} M_{n}\right), \quad i=1, \ldots, n \tag{2.4}
\end{equation*}
$$

It is at this point where independence of the $X_{i}{ }^{\prime} s$ is used in order to obtain, by means of (2.3) and (2.4):

$$
\begin{align*}
P\left(S_{n} \geq s_{n} t\right) & \leq \exp \left(-c s_{n} t\right) \mathcal{E} \prod_{i=1}^{n} \exp \left(c X_{i}\right)  \tag{2.5}\\
& =\exp \left(-c s_{n} t\right) \prod_{i=1}^{n} \mathcal{E} \exp \left(c X_{i}\right) \leq \exp \left(\frac{c^{2} s_{n}^{2}}{2} M_{n}-c s_{n} t\right)
\end{align*}
$$

The proof is then completed by minimizing (with respect to $c$ ) the right-hand side in (2.5).
Remark 2.1. To be sure, independence of the $X_{i}$ 's also enters the picture, if one wishes to interpret $s_{n}^{2}$ as $\sigma^{2}\left(\sum_{i=1}^{n} X_{i}\right)$ rather than as $\sum_{i=1}^{n} \sigma^{2}\left(X_{i}\right)$. However, this does not interfere with the proof. The critical point in establishing the inequalities is relation (2.12) below. In all that follows, $s_{n}^{2}$ will stand for the sum of the variances.

Now consider one of the inequalities obtained by Hoeffding.
Proposition 2.2. (Theorem 2 in Hoeffding (1963)). Let $X_{1}, \ldots, X_{n}$ be independent r.v.'s such that $a_{i} \leq X_{i} \leq b_{i}, i=1, \ldots, n$. Set $\mu_{i}=\mathcal{E} X_{i}, i=$ $1, \ldots, n$ and $\mu=n^{-1} \sum_{i=1}^{n} \mu_{i}$. Then, for every $t>0$ :

$$
\begin{equation*}
P(\bar{X}-\mu \geq t) \leq \exp \left[-2 n^{2} t^{2} / \sum_{i=1}^{n}\left(b_{i}-a_{i}\right)^{2}\right] \tag{2.6}
\end{equation*}
$$

and also:

$$
\begin{equation*}
P(|\bar{X}-\mu| \geq t) \leq 2 \exp \left[-2 n^{2} t^{2} / \sum_{i=1}^{n}\left(b_{i}-a_{i}\right)^{2}\right] \tag{2.7}
\end{equation*}
$$

Proof. (brief outline). A brief outline of the proof is presented for the purpose of pointing out the only instance where independence is used. The approach is different from that used by Bennett, and is based on convexity properties. To this end, for any arbitrary but fixed $c \in \Re$, the function $g(x)=e^{c x}$ is convex (in $\left.x \in \Re\right)$. Therefore, for each $i=1, \ldots, n$ :

$$
\begin{equation*}
\mathcal{E} \exp \left(c X_{i}\right) \leq \frac{b_{i}-\mu_{i}}{b_{i}-a_{i}} \exp \left(c a_{i}\right)+\frac{\mu_{i}-a_{i}}{b_{i}-a_{i}} \exp \left(c b_{i}\right) \tag{2.8}
\end{equation*}
$$

and:

$$
\mathcal{E} \exp \left[c\left(X_{i}-\mu_{i}\right)\right] \leq \exp \left[-c\left(\mu_{i}-a_{i}\right)\right] \exp \left(c a_{i}\right)
$$

$$
\begin{aligned}
& \quad \cdot \exp \left\{\ell n\left[\frac{b_{i}-\mu_{i}}{b_{i}-a_{i}} \exp \left(c a_{i}\right)+\frac{\mu_{i}-a_{i}}{b_{i}-a_{i}} \exp \left(c b_{i}\right)\right]\right\} \\
& =\exp \left[-k p+\ln \left(1-p+p e^{-k}\right)\right]=\exp [L(k)],
\end{aligned}
$$

where: $k=c\left(b_{i}-a_{i}\right), p=\frac{\mu_{i}-a_{i}}{b_{i}-a_{i}}$ (so that $1-p=\frac{b_{i}-\mu_{i}}{b_{i}-a_{i}}$ ), and $L(k)=$ $-k p+\ln \left(1-p+p c^{k}\right)$. It follows that: $L(0)=L^{\prime}(0)=0$, and $L^{\prime \prime}(k)=$ $u(1-u), \quad 0 \leq u \leq \frac{(1-p) e^{-k}}{(1-p) e^{k}+p} \leq 1$, so that $L^{\prime \prime}(u) \leq 1 / 4$. Expand $L(k)$ according to Taylor's formula up to terms involving the second derivative, and use the above results to obtain: $L(k) \leq \frac{k^{2}}{8} \leq c^{2}\left(b_{i}-a_{i}\right)^{2} / 8$. Therefore:

$$
\begin{equation*}
\mathcal{E} \exp \left[c\left(X_{i}-\mu_{i}\right)\right] \leq \exp \left[c^{2}\left(b_{i}-a_{i}\right)^{2} / 8\right], \quad i=1, \ldots, n \tag{2.9}
\end{equation*}
$$

The Markov inequality yields, for $c>0$ :

$$
\begin{equation*}
P(\bar{X}-\mu \geq t) \leq \exp (-c n t) \mathcal{E} \prod_{i=1}^{n} \exp \left[c\left(X_{i}-\mu_{i}\right)\right] \tag{2.10}
\end{equation*}
$$

Once again, it is at this point where independence is employed in order to get, by means of (2.9) and (2.10):

$$
\begin{align*}
P(\bar{X}-\mu \geq t) & \leq \exp (-c n t) \mathcal{E} \prod_{i=1}^{n} \exp \left[c\left(X_{i}-\mu_{i}\right)\right] \\
& =\exp (-c n t) \prod_{i=1}^{n} \mathcal{E} \exp \left[c\left(X_{i}-\mu_{i}\right)\right]  \tag{2.11}\\
& \leq \exp \left[\frac{c^{2}}{8} \sum_{i=1}^{n}\left(b_{i}-a_{i}\right)^{2}-c n t\right]
\end{align*}
$$

The desired result then follows by minimizing (with respect to $c$ ) the right hand side in (2.11).

From (2.5) and (2.11), the following result follows.

Corollary 2.1. In Propositions 2.1 and 2.2, consider the assumptions made there except for the independence assumption of the r.v.'s $X_{1}, \ldots, X_{n}$, which is replaced by the requirement that:

$$
\begin{equation*}
\mathcal{E} \prod_{i=1}^{n} \exp \left( \pm c X_{i}\right) \leq \prod_{i=1}^{n} \mathcal{E} \exp \left( \pm c X_{i}\right), \quad c>0 \tag{2.12}
\end{equation*}
$$

Then the conclusions hold true.
An important case, where inequality (2.12) is satisfied, is the case of negatively associated r.v.'s to be considered in the next section.

For the sake of a comparison of Bennett and Hoeffding inequalities, suppose that $\left|X_{i}\right| \leq C, i=1, \ldots, n$, and in (2.2), replace $t$ by $n t / s_{n}$. Then inequalities (2.2) and (2.7) become, respectively:

$$
\begin{align*}
& P\left(\left|\bar{S}_{n}\right| \geq t\right) \leq 2 \exp \left(-\frac{3 n^{2} t^{2}}{6 s_{n}^{2}+2 C n t}\right)  \tag{2.13}\\
& P\left(\left|\bar{S}_{n}\right| \geq t\right) \leq 2 \exp \left(-\frac{n t^{2}}{2 C^{2}}\right) \tag{2.14}
\end{align*}
$$

It follows that, if $t<3 C-\frac{3 s_{n}^{2}}{n C}$, then Bennett's bound is sharper than Hoeffding's bound. In particular, suppose that $X_{i}, i=1, \ldots, n$ have the same second moment $\sigma^{2}$. Then $3 C-\frac{3 s_{n}^{2}}{n C}=3\left(C-\frac{\sigma^{2}}{C}\right)>0$, and Bennett's bound is sharper than Hoeffding's bound, provided $t<3\left(C-\frac{\sigma^{2}}{C}\right)$. Of course, the sharpness of the bounds is reversed for $t>3 C-\frac{3 s_{n}^{2}}{n C}$, or $t>3\left(C-\frac{\sigma^{2}}{C}\right)$ for the case of equal variances. In practice, it is more convenient to employ the Hoeffding inequality. An inequality similar to the ones discussed here, albeit in a different context, was obtained by Blackwell and Freedman (1973). Indeed, much of David Blackwell's work is permeated by inequalities; especially that portion of it referring to dynamic programming (see, for example, Blackwell (1962), (1965)).
3. Associated Random Variables. The concept of negative association has been introduced by Joag-Dev and Proschan (1983) and has found significant applications in systems reliability, statistics, and may also be appropriate to model certain biosystems and ecosystems. For the definition of the concept, consider the set $\{1, \ldots, m\}$, and for any subset $A$ of it, let $\Re^{A}$ denote the cartesian product of $|A|$ copies of $\Re$, where $|A|$ stands for the cardinality of $A$. Then:

Definition 3.1. The r.v.'s $Y_{1}, \ldots, Y_{m}$ are said to be negatively associated (NA, for short), if for every nonempty proper subset $A$ of $\{1, \ldots, m\}$, and
for every $G: \Re^{A} \rightarrow \Re$ and $H: \Re^{A^{c}} \rightarrow \Re$, which are nondecreasing in each coordinate, the remaining $m-1$ kept fixed and such that $\mathcal{E} G^{2}\left(Y_{i}, i \in A\right)<\infty$ and $\mathcal{E} H^{2}\left(Y_{i}, i \in A^{c}\right)<\infty$, it holds:

$$
\operatorname{Cov}\left(G\left(Y_{i}, i \in A\right), H\left(Y_{i}, i \in A^{c}\right)\right) \leq 0
$$

Remark 3.1. Coordinatewise nondecreasingness of $G$ implies, of course, that, if: $x_{i_{1}}<x_{i_{1}}^{\prime}, \ldots, x_{i_{k}}<x_{i_{k}}^{\prime}$ and $x_{j_{1}}, \ldots, x_{j_{\ell}}(k+\ell=m)$ remain fixed, then $G\left(x_{i_{1}}, \ldots, x_{i_{k}}, x_{j_{1}}, \ldots, x_{k_{\ell}}\right) \leq G\left(x_{i_{1}}^{\prime}, \ldots, x_{i_{k}}^{\prime}, x_{j_{1}}, \ldots, x_{k_{\ell}}\right)$. In particular, $G$ is nondecreasing along the main diagonal.

For NA r.v.'s, inequality (2.12) holds; that is:
Proposition 3.1. If the r.v.'s $Y_{1}, \ldots, Y_{m}$ are $N A$, then:

$$
\begin{equation*}
\mathcal{E} \prod_{i=1}^{m} \exp \left( \pm c Y_{i}\right) \leq \prod_{i=1}^{m} \mathcal{E} \exp \left( \pm c Y_{i}\right), \quad c>0 \tag{3.1}
\end{equation*}
$$

and therefore inequalities (2.1), (2.2) and (2.6), (2.7) hold true.
Proof. That inequality (3.1) holds true with the positive sign is a consequence of property $P_{6}$ in Joag-Dev and Proschan (1983), due to the fact that $\exp \left(c Y_{i}\right), i=1, \ldots, m$ are NA. However, if $Y_{i}, i=1, \ldots, m$ are NA, then so are the r.v.'s $-Y_{i}, i=1, \ldots, m$. This is so because, if $G(\cdot)$ and $H(\cdot)$ are nondecreasing (in the sense of Definition 3.1), then so are the functions $-G(-\cdot)$ and $-H(-\cdot)$, and $\operatorname{Cov}(-G,-H)=\operatorname{Cov}(G, H)$. It follows that the r.v.'s $-c Y_{i}, i=1, \ldots, m$ and $\exp \left(-c Y_{i}\right), i=1, \ldots, m$ are also NA, and therefore property $P_{6}$ applies again and yields the desired result.

If negative association is replaced by positive association (or just association as originally termed by Esary et al (1967)), then the Hoeffding inequality need not be true, in general. This is illustrated by means of a counterexample discussed below (communicated to me by Hong Zhou), after the definition of positive association is given, and an auxiliary result is obtained.

Definition 3.2. The r.v.'s $Y_{1}, \ldots, Y_{m}$ are said to be positively associated (PA, for short), if for every nonempty proper subsets $A$ and $B$ of $\{1, \ldots, m\}$, and for every $G: \Re^{A} \rightarrow \Re$ and $H: \Re^{B} \rightarrow \Re$, which are nondecreasing in each coordinate, the remaining $m-1$ kept fixed and such that $\mathcal{E} G^{2}\left(Y_{i}, i \in A\right)<\infty$ and $\mathcal{E} H^{2}\left(Y_{i}, i \in B\right)<\infty$, it holds:

$$
\begin{equation*}
\operatorname{Cov}\left(G\left(Y_{i}, i \in A\right), H\left(Y_{i}, i \in B\right)\right) \geq 0 \tag{3.2}
\end{equation*}
$$

Infinitely many r.v.'s are said to be PA, if any finite subset is a set of PA r.v.'s.

By property $P_{3}$ in Esary et al (1967), the set consisting of a single r.v. is associated. This property generalizes as follows. The essence of this result was also communicated to me by Hong Zhou.

Proposition 3.2. For any r.v. $X$ and any $n$, the set consisting of $n$ r.v.'s, all identical to $X, X, \ldots, X$ is a set of PA r.v.'s.

Proof. For any $G$ and $H$ as in Definition 3.2, $m=n$ and $Y_{1}=\ldots=Y_{n}=X$, inequality (3.2) must be established. Set $g(X)=G(X, \ldots, X), h(X)=$ $H(X, \ldots, X)$. By Lemma 3 in Lehmann (1966) (whose proof is attributed to Hoeffding) and $\boldsymbol{X}=(X, \ldots, X)$ :

$$
\begin{align*}
\operatorname{Cov}(G(\boldsymbol{X}), H(\boldsymbol{X}))=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} & \{P[G(\boldsymbol{X})>u, H(\boldsymbol{X})>v]  \tag{3.3}\\
& -P[G(\boldsymbol{X})>u] P[H(\boldsymbol{X})>v]\} d u d v
\end{align*}
$$

However, with $(\Omega, \mathcal{A}, P)$ being the underlying probability space:

$$
\begin{aligned}
{[G(X)>u] } & =\{\omega \in \Omega ; G(X(\omega))>u\}=\{\omega \in \Omega ; g(X(\omega))>u\} \\
& =\{\omega \in \Omega ; X(\omega)>\inf \{y \in \Re ; g(y)>u\}\}
\end{aligned}
$$

and likewise:

$$
[H(X)>v]=\{\omega \in \Omega ; X(\omega)>\inf \{y \in \Re ; h(y)>v\}\}
$$

Therefore:

$$
\begin{aligned}
{[G(X)>u, H(X)>v] } & =\{\omega \in \Omega ; X(\omega)>\inf \{y \in \Re ; g(y)>u\}\} \\
& \cap\{\omega \in \Omega ; X(\omega)>\inf \{y \in \Re ; h(y)>v\}\}
\end{aligned}
$$

and hence:

$$
[G(X)>u, H(X)>v]=\{\omega \in \Omega ; X(\omega)>\inf \{y \in \Re ; g(y)>u\}\}
$$

if

$$
\inf \{y \in \Re ; g(y)>u\}>\inf \{y \in \Re ; h(y)>v\}=[G(X)>u]
$$

and:

$$
H[G(X)>u, H(X)>v]=\{\omega \in \Omega ; X(\omega)>\inf \{y \in \Re ; h(y)>v\}\}
$$

if

$$
\inf \{y \in \Re ; g(y)>u\}>\inf \{y \in \Re ; h(y)>v\}=[H(X)>v]
$$

Then, for all $u$ and $v$ in $\Re$, the integrand in (3.3) is equal either to $P[G(X)>u] \cdot P[H(X) \leq v]$ or to $P[H(X)>v] P[G(X) \leq u]$, and therefore $\operatorname{Cov}(G(X), H(X)) \geq 0$, as was to be seen.

Counterexample. (for which the inequalities do not hold). Let $X$ be a r.v. such that: $|X| \leq C, \mathcal{E} X=0$ and $\mathcal{E} X^{2}=1$ (for example, $P(X=-1)=$ $P(X=1)=1 / 2$ ), and consider the Hoeffding inequality (for example, in the
form (2.14)). Inequality (2.14) becomes here: $P(|X| \geq t) \leq 2 \exp \left(-\frac{n t^{2}}{2 C^{2}}\right)$. Letting $n \rightarrow \infty$, we get $P(|X| \geq t)=0$, which contradicts the assumption $\mathcal{E} X^{2}=1$. Next, consider the Bennett inequality in the form (2.13), for example, which presently becomes: $P(|X| \geq t) \leq 2 \exp \left(-\frac{3 n t^{2}}{6+2 C t}\right)$. The right-hand side, however, tends to 0 , as $n \rightarrow \infty$, and this leads to a contradiction as before.
4. Mixing Random Variables. The concept of mixing encompasses a large class of stochastic processes and provides an intuitive way of expressing dependence among the r.v.'s involved, which, however, grows weaker as blocks of r.v.'s keep increasing their distancing. This dependence can be formulated in various ways, and is expressed by means of mixing coefficients. Presently, we restrict ourselves to the so-called $\alpha$-mixing (or strong mixing, introduced by Rosenblatt (1956)), which seems to be the most popular mode of mixing.
Definition 4.1. Let $X_{n}, n=1,2, \ldots$ be defined on the probability space ( $\Omega, \mathcal{A}, P$ ), and for $1 \leq i<j \leq \infty$, let $\mathcal{F}_{i}^{j}$ be the $\sigma$-field induced by the r.v.'s $X_{n}, n=i, i+1, \ldots, j$. The sequence $\left\{X_{n}\right\}, n \geq 1$, is said to be $\alpha$-mixing (or strong mixing) with mixing coefficients $\alpha(n)$, if:

$$
\sup \left\{|P(A \cap B)-P(A) P(B)| ; A \in \mathcal{F}_{1}^{k}, B \in \mathcal{F}_{k+n}^{\infty}, k \geq 1\right\} \leq \alpha(n) \downarrow 0
$$

the sup over $k$ may be omitted when the underlying sequence is (strictly) stationary.

Strong mixing sequences of r.v.'s span a wide range. Most Markov processes commonly used are $\alpha$-mixing, and so is (under suitable conditions) the general linear model employed in time series analysis. For a brief review of various modes of mixing, their relationships and basic results, the interested reader is referred to Roussas and Ioannides (1987). For linear time series models, the references Withers (1981), Pham and Tran (1985), and Athreya and Pantula (1986) are of special interest. The probabilistic literature on mixing is very extensive. However, what is of special interest, from a statistical viewpoint, are exponential probability inequalities. Presently, we focus to such an inequality, whose derivation is given in considerable detail. This is done in Theorem 4.1 below. A version of it may also be found in Roussas and Ioannides (1988).

The proof of the main result hinges on the following two lemmas.
Lemma 4.1. Let $Y_{1}, Y_{2}, \ldots$ be r.v.'s centered at their expectations, bounded by $M$, say, and forming an $\alpha$-mixing (but not necessarily stationary) sequence with mixing coefficients $\alpha(n)$ such that $\sum_{n=1}^{\infty} \alpha(n)=\alpha^{*}<\infty$. Then:

$$
\begin{equation*}
\mathcal{E}\left(\sum_{i=1}^{n} Y_{i}\right)^{2} \leq\left(1+8 \alpha^{*}\right) M^{2} n \tag{4.1}
\end{equation*}
$$

Proof. The fact that the $Y_{n}{ }^{\prime} s$ are bounded by $M$, that $Y_{i}$ is $\mathcal{F}_{1}^{i}$-measurable and $Y_{j}$ is $\mathcal{F}_{j}^{\infty}$-measurable imply that:

$$
\left|\operatorname{Cov}\left(Y_{i}, Y_{j}\right)\right| \leq 4 M^{2} \alpha(j-i)
$$

(see, for example, Theorem 7.1 in Roussas and Ioannides (1987)). Therefore:
$\mathcal{E}\left(\sum_{i=1}^{n} Y_{i}\right)^{2}=\sum_{i=1}^{n} \mathcal{E} Y_{i}^{2}+2 \sum_{1 \leq i<j \leq n} \mathcal{E}\left(Y_{i} Y_{j}\right) \leq n M^{2}+8 M^{2} \sum_{1 \leq i<j \leq n} \alpha(j-i)$.
Since $\sum_{1 \leq i<j \leq n} \alpha(j-i)=\sum_{j=1}^{n-1}(n-j) \alpha(j) \leq n \sum_{i=1}^{n} \alpha(j) \leq n \alpha^{*}$, the result follows.

Lemma 4.2. Let $Y_{1}, Y_{2}, \ldots$ be as in Lemma 4.1, and let $\xi$ and $\eta$ be r.v.'s such that $\xi$ is $\mathcal{F}_{1}^{k}$-measurable, $\eta$ is $\mathcal{F}_{k+n}^{\infty}$-measurable, $|\eta| \leq M_{0}$ and $\mathcal{E}|\xi|^{p}<$ $\infty$ for some $p>1$. Then:

$$
\begin{equation*}
|\mathcal{E}(\xi \eta)-(\mathcal{E} \xi)(\mathcal{E} \eta)| \leq 6 M_{0} \alpha^{1 / q}(n)\|\xi\|_{p} \tag{4.2}
\end{equation*}
$$

where $\|\xi\|_{p}=\mathcal{E}^{1 / p}|\xi|^{p}$ and $\frac{1}{q}=1-\frac{1}{p}$.
Proof. See Lemma 2.1 in Davydov (1968).
For the formulation of the theorem in this section, some additional notation is needed. To this effect, let $\nu=\nu(n)$ be a sequence of positive integers tending to $\infty$ along with $n$, and let $\mu=\mu(n)$ be defined by $\mu=\left[\frac{n}{2 \nu}\right]$, where $[x]$ denotes the integral part of $x$. Thus, $\mu$ is the largest positive integer for which $2 \mu \nu \leq n$ and $n / 2 \mu \nu$ tends to 1 as $n \rightarrow \infty$.

Theorem 4.1. Let $X_{1}, X_{2}, \ldots$ be a sequence of r.v.'s centered at their expectations, bounded by $M$, say, and forming an $\alpha$-mixing (but not necessarily stationary) sequence with mixing coefficients $\alpha(n)$ such that $\sum_{n=1}^{\infty} \alpha(n)$ $=\alpha^{*}<\infty$. Set $\bar{S}_{n}=n^{-1} \sum_{i=1}^{n} Y_{i}$, and let $\mu$ and $\nu$ be as above. Then for all $n \geq 1$ (all $\mu \geq 2$ and all $\nu$ ):

$$
\begin{equation*}
P\left(\left|\bar{S}_{n}\right| \geq \varepsilon_{n}\right) \leq K_{1}\left\{1+6 e^{1 / 2}[\alpha(\nu)]^{1 / \mu}\right\}^{\mu} \exp \left(-K_{2} n \varepsilon_{n}^{2}\right) \tag{4.3}
\end{equation*}
$$

where $0<\varepsilon_{n} \leq K_{3} / \nu$. Here $K_{1}$ is a sufficiently large constant $(\geq 6), K_{2}=$ $1 / 4 e M^{2}\left(1+8 \alpha^{*}\right), K_{3}=M\left(1+8 \alpha^{*}\right) / 2$, and $\alpha^{*}=\sum_{n=1}^{\infty} \alpha(n)$.
Remark 4.1. If $\lim \sup \left\{1+6 e^{1 / 2}[\alpha(\nu)]^{1 / \mu}\right\}^{\mu}<\infty$, inequality (4.2) is a Hoeffding-type inequality. It also provides rates of convergence of $\bar{S}_{n}$ for a suitable choice of $\varepsilon_{n}$, subject to the side condition $\varepsilon_{n} \leq C_{3} / \nu$.

Proof of Theorem 4.1. For $i=1, \ldots, \mu$, set: $U_{i}=Y_{2(i-1) \nu+1}+\cdots+$ $Y_{(2 i-1) \nu}, V_{i}=Y_{(2 i-1) \nu+1}+\cdots+Y_{2 i \nu}$, and $W_{\mu}=Y_{2 \nu \mu+1}+\cdots+Y_{n}$. Also, set: $U_{\mu}^{*}=U_{1}+\cdots+U_{\mu}, V_{\mu}^{*}=V_{1}+\cdots+V_{\mu}$. Then, for $i=1, \ldots, \mu$ :

$$
\left|U_{i}\right| \leq \nu M,\left|V_{i}\right| \leq \nu M,\left|W_{\mu}\right| \leq \nu M, \text { and } S_{n}=U_{\mu}^{*}+V_{\mu}^{*}+W_{\mu}
$$

From (4.2), we get:

$$
\begin{equation*}
\mathcal{E}(\xi \eta) \leq(\mathcal{E} \xi)(\mathcal{E} \eta)+6 M_{0} \alpha^{1 / q}(n)\|\xi\|_{p} \tag{4.4}
\end{equation*}
$$

Set $\bar{U}_{\mu}^{*}=U_{\mu}^{*} / n$ and let $\lambda>0$. Then:

$$
\mathcal{E} e^{\lambda \bar{U}_{\mu}^{*}}=\mathcal{E}\left(e^{\frac{\lambda}{n} U_{\mu-1}^{*}} \cdot e^{\frac{\lambda}{n} U_{\mu}}\right) \text { with }\left|\frac{\lambda}{n} U_{\mu}\right| \leq \frac{\lambda \nu M}{n}, \text { so that } e^{\frac{\lambda}{n} U_{\mu}} \leq e^{\lambda \nu M / n}
$$

Set $\xi=e^{\frac{\lambda}{n} U_{\mu-1}^{*}}$ and $\eta=e^{\frac{\lambda}{n} U_{\mu}}$. Then $\xi$ is $\mathcal{F}_{1}^{(2 \mu-3) \nu}$-measurable, $\eta$ is $\mathcal{F}_{2(\mu-1) \nu+1}^{\infty}$-measurable, and these two $\sigma$-fields are separated by $\nu+1$ r.v.'s. Then (4.4) yields:

$$
\begin{align*}
& \mathcal{E}\left(e^{\lambda U_{\mu-1}^{*} / n} e^{\lambda U_{\mu} / n}\right) \leq \mathcal{E} e^{\lambda U_{\mu-1}^{*} / n} \cdot \mathcal{E} e^{\lambda U_{\mu} / n}+6 e^{\lambda \nu M / n} \alpha^{1 / q}(\nu) \mathcal{E}^{1 / p} e^{\lambda p U_{\mu-1}^{*} / n}  \tag{4.5}\\
& \leq \mathcal{E}^{1 / p} e^{\lambda p U_{\mu-1}^{*} / n} \cdot \mathcal{E} e^{\lambda U_{\mu} / n}+6 e^{\lambda \nu M / n} \alpha^{1 / q}(\nu) \mathcal{E}^{1 / p} e^{\lambda p U_{\mu-1}^{*} / n} \\
&=\mathcal{E}^{1 / p} e^{\lambda p U_{\mu-1}^{*} / n}\left[\mathcal{E} e^{\lambda U_{\mu} / n}+6 e^{\lambda \nu M / n} \alpha^{1 / q}(\nu)\right]
\end{align*}
$$

Now apply the inequality $e^{t} \leq 1+t+t^{2}\left(|t| \leq \frac{1}{2}\right)$ for $t=\frac{\lambda U_{\mu}}{n}$ to obtain: $e^{\lambda U_{\mu} / n} \leq 1+\left(\lambda U_{\mu} / n\right)+\left(\lambda U_{\mu} / n\right)^{2}$, with $\left|\lambda U_{\mu} / n\right| \leq 1 / 2$ which is implied by $\lambda \leq n /(2 \nu M)$. Since $\mathcal{E} U_{\mu}=0$, we have: $\mathcal{E} e^{\lambda U_{\mu} / n} \leq 1+\mathcal{E}\left(\frac{\lambda U_{\mu}}{n}\right)^{2}, \lambda \leq \frac{n}{2 \nu M}$. Next, apply the inequality $1+t \leq e^{t}(t \geq 0)$ with $t=\mathcal{E}\left(\lambda U_{\mu} / n\right)^{2}$ to obtain:

$$
1+\mathcal{E}\left(\frac{\lambda U_{\mu}}{n}\right)^{2} \leq e^{\mathcal{E}\left(\lambda U_{\mu} / n\right)^{2}}, \quad \lambda \leq n / 2 \nu M
$$

so that

$$
\begin{equation*}
\mathcal{E} e^{\lambda U_{\mu} / n} \leq e^{\mathcal{E}\left(\lambda U_{\mu} / n\right)^{2}}, \quad \lambda \leq n / 2 \nu M \tag{4.6}
\end{equation*}
$$

By Lemma 4.1:

$$
\mathcal{E}\left(\frac{\lambda U_{\mu}}{n}\right)^{2}=\frac{\lambda^{2}}{n^{2}} \mathcal{E} U_{\mu}^{2} \leq \frac{C \lambda^{2} M^{2} \nu}{n^{2}}, \text { with } C=1+8 \alpha^{*}
$$

Then (4.6) gives $\mathcal{E} e^{\lambda U_{\mu} / n} \leq e^{C \lambda^{2} M^{2} \nu / n^{2}}, \lambda \leq n / 2 \nu M$, and therefore inequality (4.5) becomes, for $\lambda \leq n / 2 \nu M$ :

$$
\begin{aligned}
\mathcal{E} e^{\lambda \bar{U}_{\mu}^{*}} & \leq \mathcal{E}^{1 / p} e^{\lambda p \bar{U}_{\mu-1}^{*}}\left[e^{C \lambda^{2} M^{2} \nu / n^{2}}+6 \alpha^{1 / q}(\nu) e^{\lambda \nu M / n}\right] \\
& =\mathcal{E}^{1 / p} e^{\lambda p \bar{U}_{\mu-1}^{*}} \cdot e^{C \lambda^{2} M^{2} \nu / n^{2}}\left[1+6 \alpha^{1 / q}(\nu) e^{\frac{\lambda \nu M}{n}-\frac{C \lambda^{2} M^{2} \nu}{n^{2}}}\right] \\
& \leq \mathcal{E}^{1 / p} e^{\lambda p \bar{U}_{\mu-1}^{*}} \cdot e^{C \lambda^{2} M^{2} \nu / n^{2}}\left[1+6 \alpha^{1 / q}(\nu) e^{\lambda \nu M / n}\right] \\
& \leq \mathcal{E}^{1 / p} e^{\lambda p \bar{U}_{\mu-1}^{*}} \cdot e^{C \lambda^{2} M^{2} \nu / n^{2}}\left[1+6 \alpha^{1 / q}(\nu) e^{1 / 2}\right]
\end{aligned}
$$

since $\lambda \leq n / 2 \nu M$ is equivalent to $\frac{\lambda \nu M}{n} \leq \frac{1}{2}$. So:

$$
\begin{equation*}
\mathcal{E} e^{\lambda \bar{U}_{\mu}^{*}} \leq\left[1+6 e^{1 / 2} \alpha^{1 / q}(\nu)\right] e^{C \lambda^{2} M^{2} \nu / n^{2}} \cdot \mathcal{E}^{1 / p} e^{\lambda p \bar{U}_{\mu-1}^{*}}, \lambda \leq n / 2 \nu M \tag{4.7}
\end{equation*}
$$

Set $\lambda p=\lambda_{1}$ and apply (4.7) to obtain, for $\lambda_{1} \leq n / 2 \nu M$ :

$$
\mathcal{E} e^{\lambda_{1} \bar{U}_{\mu-1}^{*}} \leq\left[1+6 e^{1 / 2} \alpha^{1 / q}(\nu)\right] e^{C \lambda_{1}^{2} M^{2} \nu / n^{2}} \cdot \mathcal{E}^{1 / p} e^{\lambda_{1} p \bar{U}_{\mu-2}^{*}}
$$

so that:

$$
\mathcal{E}^{1 / p} e^{\lambda_{1} p \bar{U}_{\mu-1}^{*}} \leq\left[1+6 e^{1 / 2} \alpha^{1 / q}(\nu)\right]^{1 / p} \cdot e^{C \lambda_{1}^{2} M^{2} \nu / n^{2} p} \cdot \mathcal{E}^{1 / p^{2}} e^{\lambda_{1} p \bar{U}_{\mu-2}^{*}}
$$

and hence:

$$
\begin{gather*}
\mathcal{E} e^{\lambda \bar{U}_{\mu}^{*}} \leq\left[1+6 e^{1 / 2} \alpha^{1 / q}(\nu)\right]^{1+\frac{1}{p}} e^{\frac{C \lambda^{2} M^{2} \nu}{n^{2}}+\frac{C \lambda_{1}^{2} M^{2} \nu}{n^{2} p}} \cdot \mathcal{E}^{1 / p^{2}} e^{\lambda_{1} p \bar{U}_{\mu-2}^{*}}  \tag{4.8}\\
\lambda_{1} \leq n / 2 \nu M
\end{gather*}
$$

From $\lambda_{1}=\lambda_{p}$, we have $\lambda_{1}^{2}=\lambda^{2} p^{2}$ and $\frac{C \lambda^{2} M^{2} \nu}{n^{2}}+\frac{C \lambda_{1}^{2} M^{2} \nu}{n^{2} p}=\frac{C \lambda^{2} M^{2} \nu}{n^{2}}(1+p)$, and $\lambda_{1} \leq n / 2 \nu M$ is equivalent to $\lambda \leq n / 2 \nu p M$. Therefore (4.8) becomes:

$$
\begin{gather*}
\mathcal{E} e^{\lambda \bar{U}_{\mu}^{*}} \leq\left[1+6 e^{1 / 2} \alpha^{1 / q}(\nu)\right]^{1+\frac{1}{p}} e^{\frac{C \lambda^{2} M^{2} \nu}{n^{2}}(1+p)} \cdot \mathcal{E}^{1 / p^{2}} e^{\lambda_{1} p \bar{U}_{\mu-2}^{*}}  \tag{4.9}\\
\lambda \leq n / 2 \nu p M
\end{gather*}
$$

Next, set $\lambda_{2}=\lambda_{1} p$ and work as above in order to obtain:

$$
\begin{gather*}
\mathcal{E} e^{\lambda \bar{U}_{\mu}^{*}} \leq\left[1+6 e^{1 / 2} \alpha^{1 / q}(\nu)\right]^{1+\frac{1}{p}+\frac{1}{p^{2}}} \cdot e^{\frac{C \lambda^{2} M^{2} \nu}{n^{2}}\left(1+p+p^{2}\right)} \cdot \mathcal{E}^{1 / p^{3}} e^{\lambda_{2} p \bar{U}_{\mu-3}^{*}},  \tag{4.10}\\
\lambda \leq n / 2 \nu p^{2} M
\end{gather*}
$$

Continuing in this manner, we obtain after $\mu-1$ iterations:

$$
\begin{gather*}
\mathcal{E} e^{\lambda \bar{U}_{\mu}^{*}} \leq\left[1+6 e^{1 / 2} \alpha^{1 / q}(\nu)\right]^{1+\frac{1}{p}+\frac{1}{p^{2}}+\cdots+\frac{1}{p^{\mu-2}}} \cdot e^{\frac{C \lambda^{2} M^{2} \nu}{n^{2}}\left(1+p+p^{2}+\cdots+p^{\mu-2}\right)}  \tag{4.11}\\
\cdot \mathcal{E}^{1 / p^{\mu-1}} e^{\lambda p^{\mu-1} \bar{U}_{1}}, \quad \lambda \leq n / 2 \nu p^{\mu-2} M
\end{gather*}
$$

However,

$$
\lambda p^{\mu-1} \bar{U}_{1}=\frac{\lambda p^{\mu-1}}{n} U_{1} \text { and } \mathcal{E} e^{\lambda p^{\mu-1} \bar{U}_{1}}=\mathcal{E} e^{\frac{\lambda p^{\mu-1}}{n} U_{1}} \leq e^{\mathcal{E}\left(\lambda p^{\mu-1} U_{1} / n\right)^{2}}
$$

(by (4.6)), provided $\lambda \leq n / 2 \nu p^{\mu-1} M$, and furthermore: $\mathcal{E}\left(\frac{\lambda p^{\mu-1}}{n} U_{1}\right)^{2} \leq$ $\frac{C \lambda^{2} p^{2(\mu-1)} M^{2} \nu}{n^{2}}$. Then:
$\mathcal{E} e^{\lambda p^{\mu-1} \bar{U}_{1}} \leq e^{C \lambda^{2} p^{2(\mu-1)} M^{2} \nu / n^{2}}$, so that $\mathcal{E}^{1 / p^{\mu-1}} e^{\lambda p^{\mu-1} \bar{U}_{1}} \leq e^{C \lambda^{2} p^{\mu-1} M^{2} \nu / n^{2}}$,
and therefore (4.11) becomes:

$$
\begin{gather*}
\mathcal{E} e^{\lambda \bar{U}_{\mu}^{*}} \leq\left[1+6 e^{1 / 2} \alpha^{1 / q}(\nu)\right]^{1+\frac{1}{p}+\frac{1}{p^{2}}+\cdots+\frac{1}{p^{\mu-2}}} \cdot e^{\frac{C \lambda^{2} M^{2} \nu}{n^{2}}\left(1+p+p^{2}+\cdots+p^{\mu-1}\right)},  \tag{4.12}\\
\lambda \leq n / 2 \nu p^{\mu-1} M .
\end{gather*}
$$

Now

$$
1+\frac{1}{p}+\frac{1}{p^{2}}+\cdots+\frac{1}{p^{\mu-2}}<1+\frac{1}{p}+\frac{1}{p^{2}}+\cdots=\frac{p}{p-1}=q
$$

and

$$
1+p+p^{2}+\cdots+p^{\mu-1}=\frac{1-p^{\mu}}{1-p}=\frac{p^{\mu}-1}{p-1}<\frac{p^{\mu}}{p-1}
$$

Therefore (4.12) becomes:

$$
\begin{equation*}
\mathcal{E} e^{\lambda \bar{U}_{\mu}^{*}} \leq\left[1+6 e^{1 / 2} \alpha^{1 / q}(\nu)\right]^{q} e^{\frac{C \lambda^{2} M^{2} \nu}{n^{2}} \cdot \frac{p^{\mu}}{p-1}}, \quad \lambda \leq n / 2 \nu p^{\mu-1} M \tag{4.13}
\end{equation*}
$$

At this point, take $p=1+\frac{1}{\mu-1}=\frac{\mu}{\mu-1}$, so that $q=\mu$. Also,

$$
\frac{p^{\mu}}{p-1}=(\mu-1)\left(\frac{\mu}{\mu-1}\right)^{\mu}<\frac{\mu}{\left(1-\frac{1}{\mu}\right)^{\mu}}<2 e \mu \quad(\text { for all } \mu \geq 2) .
$$

Furthermore:

$$
\frac{n}{2 \nu p^{\mu-1} M}=\frac{n}{2 M \nu\left(1+\frac{1}{\mu-1}\right)^{\mu-1}}>\frac{n}{2 M \nu \cdot 2 e}=\frac{n}{4 M e \nu} \quad(\text { for all } \mu \geq 2)
$$

Therefore the inequality $\lambda \leq \frac{n}{2 \nu p^{\mu-1} M}$ is implied by $\lambda \leq \frac{n}{4 M e \nu}$. Also, $2 \nu \mu \leq n$ is equivalent to $\frac{\nu \mu}{n} \leq \frac{1}{2}$. On the basis of these observations, and for all $\mu \geq 2$, (4.13) becomes:

$$
\begin{equation*}
\mathcal{E} e^{\lambda \bar{U}_{\mu}^{*}} \leq\left[1+6 e^{1 / 2} \alpha^{1 / \mu}(\nu)\right]^{\mu} e^{\left(C e M^{2}\right) \lambda^{2} / n}, \quad \lambda \leq \frac{n}{4 M e \nu} \tag{4.14}
\end{equation*}
$$

At this point, observe that (4.14) is, clearly, true if $\bar{U}_{\mu}^{*}$ is replaced by either $\bar{V}_{\mu}^{*}=V_{\mu}^{*} / n$ or by $\bar{W}_{\mu}=W_{\mu} / n$, and proceed to applying Markov inequality to obtain:

$$
\begin{aligned}
P\left(\bar{U}_{\mu}^{*} \geq \varepsilon_{n}\right) & =P\left(e^{\lambda \bar{U}_{\mu}^{*}} \geq e^{\lambda \varepsilon_{n}}\right) \leq e^{-\lambda \varepsilon_{n}}\left[1+6 e^{1 / 2} \alpha^{1 / \mu}(\nu)\right]^{\mu} e^{\rho \lambda^{2} / n} \\
& =\left[1+6 e^{1 / 2} \alpha^{1 / \mu}(\nu)\right]^{\mu} e^{\rho \frac{\lambda^{2}}{n}-\lambda \varepsilon_{n}}, \quad \text { where } \rho=C e M^{2}
\end{aligned}
$$

The function $g(\lambda)=\rho \frac{\lambda^{2}}{n}-\lambda \varepsilon_{n}$ is minimized for $\lambda_{0}=\frac{n \varepsilon_{n}}{2 \rho}$ and the minimum is $g\left(\lambda_{0}\right)=-\frac{n \varepsilon_{n}^{2}}{4 \rho}$. Also, it must be checked that the side condition $\lambda \leq \frac{n}{4 M e \nu}$ is satisfied by $\lambda_{0}$. This happens, if $\varepsilon_{n}<C M / 2 \nu$. Thus:

$$
P\left(\bar{U}_{\mu}^{*} \geq \varepsilon_{n}\right) \leq\left[1+6 e^{1 / 2} \alpha^{1 / \mu}(\nu)\right]^{\mu} e^{-K_{2} n \varepsilon_{n}^{2}}, \quad 0<\varepsilon_{n} \leq K_{3} / \nu
$$

where $K_{2}=1 / 4 e M^{2}\left(1+8 \alpha^{*}\right)$ and $K_{3}=M\left(1+8 \alpha^{*}\right) / 2$. Since the same inequality, clearly, holds when $\bar{U}_{\mu}^{*}$ is replaced by $-\bar{U}_{\mu}^{*}$, we have:

$$
P\left(\left|\bar{U}_{\mu}^{*}\right| \geq \varepsilon_{n}\right) \leq 2\left[1+6 e^{1 / 2} \alpha^{1 / \mu}(\nu)\right]^{\mu} e^{-K_{2} n \varepsilon_{n}^{2}}, \quad \varepsilon_{n} \leq K_{3} / \nu
$$

Applying this inequality to $\left|\bar{V}_{\mu}^{*}\right|$ and $\left|\bar{W}_{\mu}\right|$, and utilizing the expression $\bar{S}_{n}=$ $\bar{U}_{\mu}^{*}+\bar{V}_{\mu}^{*}+\bar{W}_{\mu}$, we have:

$$
P\left(\left|\bar{S}_{n}\right| \geq \varepsilon_{n}\right) \leq 6\left[1+2 e^{1 / 2} \alpha^{1 / \mu}(\nu)\right]^{\mu} e^{-K_{2} n \varepsilon_{n}^{2}}, \quad 0<\varepsilon_{n} \leq K_{3} / \nu
$$

This inequality is true for all $n \geq 1$, and all $\mu \geq 2$ and $\nu \geq 1$ for which $2 \mu \nu \leq n$. Replacing the number 6 by a potentially larger constant $K_{1}$ to take care of the finitely many exceptional $n^{\prime} s, \mu^{\prime} s$ and $\nu^{\prime} s$, we have the inequality

$$
P\left(\left|\bar{S}_{n}\right| \geq \varepsilon_{n}\right) \leq K_{1}\left[1+2 e^{1 / 2} \alpha^{1 / \mu}(\nu)\right]^{\mu} e^{-K_{2} n \varepsilon_{n}^{2}}, \quad 0<\varepsilon_{n} \leq K_{3} / \nu
$$

holding for all $n$ (all $\mu \geq 2$ and all $\nu$ ).
5. Some Applications. In the framework of nonparametric curve estimation under $\alpha$-mixing, there is an abundance of results available. Some
contributions by this author and his collaborators are results on the asymptotic normality of kernel estimates of a probability density function (p.d.f.) with applications to hazard rate (Roussas (1990a), Roussas and Tran(1992)); asymptotic normality of kernel regression estimates, both in the fixed design and stochastic design cases (Roussas (1990b), Roussas et al (1992)); and uniform strong estimation with rates for d.f.'s, p.d.f.'s and hazard rates (Cai and Roussas (1992)). Similar results have also been obtained for NA r.v.'s in a random field framework (Roussas (1993), (1995)), as well as asymptotic normality again for random fields (Roussas (1994)).

In this section, the Hoeffding inequality for NA r.v.'s is used in order to obtain minimum distance estimates in the fashion of Yatracos (1985). To this effect, let $\mathcal{P}$ be a family of probability measures on $(\Omega, \mathcal{A})$, and for each $P \in \mathcal{P}$, let $X_{1}, \ldots, X_{n}$ be N.A. r.v.'s. The objective is to construct a minimum distance estimate $\hat{P}_{n}$ of $P$ on the basis of $X_{1}, \ldots, X_{n}$. In $\mathcal{P}$, consider the total variation distance $d$ defined by:

$$
\begin{equation*}
d(P, Q)=\|P-Q\|=2 \sup \{|P(A)-Q(A)| ; A \in \mathcal{A}\}, \quad P, Q \in \mathcal{P} \tag{5.1}
\end{equation*}
$$

and suppose that the space ( $\mathcal{P}, d$ ) is totally bounded; that is, for any $a>0$, there exists a finite number of balls, $N(a)$ say, centered at some points in $\mathcal{P}$ and having radius $a$, whose union is $\mathcal{P}$. If $N(a)$ is the most economic number of balls as just described, then the function $\log _{2} N(a)$ is called Kolmogorov's entropy of the space $(\mathcal{P}, d)$. At this point, it is assumed that $\mathcal{P}$ is dominated by a measure $\mu$, and let $\mathcal{F}_{N(a)}$ be the collection of sets defined by:

$$
\left\{\omega \in \Omega ; \frac{d P_{i}}{d \mu}(\omega)>\frac{d P_{j}}{d \mu}(\omega), \quad 1 \leq i<j \leq N(a)\right\}
$$

where $P_{i}, i=1, \ldots, N(a)$ are the centers of the balls of radius $a$ which cover $\mathcal{P}$. Then it can be shown (see Yatracos (1985)) that, for any $P$ and $Q$ in $\mathcal{P}$ :

$$
\begin{equation*}
\|P-Q\| \leq 4 a+2 \max \left\{|P(A)-Q(A)| ; A \in \mathcal{F}_{N(a)}\right\} \tag{5.2}
\end{equation*}
$$

At this point, allow the radius $a$ to depend on the number $n$ of the r.v.'s available, and set $N_{n}$ for $N\left(a_{n}\right)$. Then let $\mu_{n}$ be the empirical measure on $\mathcal{A}$ defined in terms of the r.v.'s $X_{1}, \ldots, X_{n}$; that is: $\mu_{n}(A)=n^{-1} \sum_{i=1}^{n} I_{A}\left(X_{i}\right)$, and estimate the unknown measure $P$ governing the $X_{i}^{\prime} s$ by the minimum distance measure $\hat{P}_{n}$, defined to be that measure among the $P_{i}, i=$ $1, \ldots, N_{n}$, which minimizes the quantities:

$$
\max \left\{\left|\mu_{n}(A)-P_{i}(A)\right| ; A \in \mathcal{F}_{N_{n}}, \quad i=1, \ldots, N_{n}\right\} .
$$

More formally, $\hat{P}_{n}$ is defined by:

$$
\begin{aligned}
& \max \left\{\left|\mu_{n}(A)-\hat{P}_{n}(A)\right| ; A \in \mathcal{F}_{n}\right\} \\
& \quad=\min \left[\max \left\{\left|\mu_{n}(A)-P_{i}(A)\right| ; A \in \mathcal{F}_{N_{n}}\right\}, \quad i=1, \ldots, N_{n}\right]
\end{aligned}
$$

Then the following result may be established.
Theorem 5.1. In the notation introduced above, under the assumptions made, and under the additional condition that $a_{n}$ is proportional to $\left(\log _{2} N_{n} / n\right)^{1 / 2}$, it holds that, for every $\varepsilon>0$, there exists $b(\varepsilon)>0$ such that:

$$
\sup \left\{P\left[\left\|\hat{P}_{n}-P\right\| \geq b(\varepsilon) a_{n}\right] ; P \in \mathcal{P}\right\}<\varepsilon \text { for all } n
$$

Proof. By setting $Y_{i}=I_{A}\left(X_{i}\right)$, the r.v.'s $Y_{i}-\mathcal{E} Y_{i}=Y_{i}-P(A), i=1, \ldots, n$ are NA, and $\bar{S}_{n}(A)=n^{-1} \sum_{i=1}^{n}\left(Y_{i}-\mathcal{E} Y_{i}\right)=\mu_{n}(A)-P(A)$. From (5.1) and (5.2), it follows by means of the triangular inequality:

$$
\begin{equation*}
\left\|\hat{P}_{n}-P\right\| \leq 5 a_{n}+4 \max \left\{\left|\mu_{n}(A)-P(A)\right| ; A \in \mathcal{F}_{N_{n}}\right\} \tag{5.3}
\end{equation*}
$$

Apply inequality (2.14) (with $C=1$ ) to $\bar{S}_{n}(A)$, take into consideration inequality (5.3), and the fact that the cardinality of $\mathcal{F}_{N_{n}}$ is bounded by $N_{n}^{2}$ in order to obtain, for $\varepsilon_{n}>0$ and all $n$ :

$$
\begin{equation*}
P\left(\left\|\hat{P}_{n}-P\right\| \geq \varepsilon_{n}\right) \leq 2 N_{n}^{2} \exp \left[-n\left(\varepsilon_{n}-5 a_{n}\right)^{2} / 32\right] \tag{5.4}
\end{equation*}
$$

and the right-hand side in (5.4) is independent of $P \in \mathcal{P}$. Be selecting $\varepsilon_{n}$ proportional to $\left(\log _{2} N_{n} / n\right)^{1 / 2}$, it is seen that the right-hand side of (5.4) is $<\varepsilon$ for all $n$.

The theorem just proved can be established when total boundedness of $(\mathcal{P}, d)$ is replaced by the assumption that $\mathcal{P}$ is the countable union of such spaces. Also, one may discuss a regression-type estimation problem. These matters, however, will not be pursued here. In closing, it should be mentioned that the concept of minimum distance method was introduced by Wolfowitz (1957).
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