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1. Let $f(x, y)$ be a polynomial of degree $d$ and we consider the polynomial function $f: \mathbf{C}^{2} \rightarrow \mathbf{C}$. Let $\Sigma(f)$ be the critical values. The restriction

$$
f: \mathbf{C}^{2}-f^{-1}(\Sigma) \rightarrow \mathbf{C}-\Sigma
$$

is not necessarily a locally trivial fibration. We say that $\tau \in \mathbf{C}$ is a regular value at infinaty of the function $f: \mathbf{C}^{2} \rightarrow \mathbf{C}$ if there exist positive numbers $R$ and $\varepsilon$ so that the restriction of $f, f: f^{-1}\left(D_{\varepsilon}(\tau)\right)-B_{R}^{4} \rightarrow D_{\varepsilon}(\tau)$, is a trivial fibration over the disc $D_{\varepsilon}(\tau)$ where $D_{\varepsilon}(\tau)=\{\eta \in \mathbf{C} ;|\eta-\tau| \leq \varepsilon\}$ and $B_{R}^{4}=\left\{(x, y) ;|x|^{2}+|y|^{2} \leq R\right\}$. Otherwise $\tau$ is a called a critical value at infinity. We denote the set of the critical values at infinity by $\Sigma_{\infty}$. It is known that $\Sigma_{\infty}$ is finite ([23], [2]). The purpose of this note is to give an estimation on the number of critical values at infinity. The detail will be published elsewhere ([12]).

We first consider the canonical projective compactification $\mathbf{C}^{2} \subset \mathbf{P}^{2}$. We denote the homogeneous coordinates of $\mathbf{P}^{2}$ by $X, Y, Z$ so that $x=X / Z$ and $y=Y / Z$ Let $L_{\infty}$ be the line at infinity: $L_{\infty}=\{Z=0\}$. Write

$$
f(x, y)=f_{0}+f_{1}(x, y)+\cdots+f_{d}(x, y)
$$

where $f_{i}(x, y)$ is a homogeneous polynomial of degree $i$ for $i=0, \ldots, d$. We can write

$$
\begin{equation*}
f_{d}(x, y)=c x^{\nu_{0}} y^{\nu_{k+1}} \prod_{j=1}^{k}\left(y-\lambda_{j} x\right)^{\nu_{j}} \tag{1.1}
\end{equation*}
$$

where $c \in \mathbf{C}^{*}$ and $\lambda_{1}, \ldots, \lambda_{k}$ are non-zero distinct numbers and we assume that $\nu_{i}>0$ for $1 \leq i \leq k$ and $\nu_{0}, \nu_{k+1} \geq 0$. Note that we have the equality

$$
\begin{equation*}
\nu_{0}+\cdots+\nu_{k+1}=d \tag{1.2}
\end{equation*}
$$

Let $C_{\tau}$ be the projective curve which is the closure of the fiber $f^{-1}(\tau)$. Then $C_{\tau}$ is defined by $C_{\tau}=\left\{(X ; Y ; Z) \in \mathbf{P}^{2} ; F(X, Y, Z)-\tau Z^{d}=0\right\}$ where $F(X, Y, Z)$ is the homogeneous polynomial defined by

$$
\begin{equation*}
F(X, Y, Z)=f(X / Z, Y / Z) Z^{d}=f_{0} Z^{d}+f_{1}(X, Y) Z^{d-1}+\cdots+f_{d}(X, Y) \tag{1.3}
\end{equation*}
$$

The intersection of $C_{\tau}$ and the line at infinity, $C_{\tau} \cap L_{\infty}$, is independent of $\tau \in \mathbf{C}^{2}$ and it is the base point locus of the family $\left\{C_{\tau} ; \tau \in \mathbf{C}\right\}$. Obviously we have $C_{\tau} \cap L_{\infty}=$ $\left\{Z=f_{d}(X, Y)=0\right\}$. For brevity, let $A_{2}=\left(\alpha_{i} ; \beta_{i} ; 0\right) \in \mathbf{P}^{2}$ for $i=0, ., k+1$ where $A_{0}=(0 ; 1 ; 0), A_{k+1}=(1 ; 0 ; 0)$ and $\beta_{i} / \alpha_{i}=\lambda_{i}$ for $1 \leq i \leq k$. Then under the assumption (1.1), $C_{0} \cap L_{\infty}=\left\{A_{2} ; \nu_{i}>0\right\}$. Note that $A_{\imath} \in C_{0} \cap L_{\infty}$ for $i=1, \ldots, k$. We consider the family of germs of a curve at $A_{j}:\left\{\left(C_{\tau}, A_{j}\right) ; \tau \in \mathbf{C}\right\}$. Then it is known that $\tau$ is a

[^0]regular value at infinity if and only if $\left\{\left(C_{t}, A_{j}\right) ; t \in \mathbf{C}\right\}$ is a topologically stable family near $t=\tau$ for any $A_{j}$ with $\nu_{j}>0$ ([2]). This is the case if $f(x, y)-\tau$ is reduced and the local Milnor number $\mu$ of the family $\left\{\left(C_{t}, A_{j}\right) ; t \in \mathbf{C}\right\}$ is constant in a neighborhood $U$ of $\tau \in \mathbf{C}$. To study the stability of the local topological type at $A_{3}$, we will use the affine polar quotient along the polar curve at infinity.

## 2. Affine polar quotients and a toric compactification.

A. Affine polar quotients.

Let $\ell(x, y)=\alpha y-\beta x$ be a linear form. The polar curve $\Gamma_{\ell}(f)$ for $f$ with respect to $\ell$ is defined by the Jacobian $\Gamma_{\ell}(f)=\left\{(x, y) \in \mathbf{C}^{2} ; J(f, \ell)(x, y)=0\right\}$ where

$$
J(f, \ell)(x, y)=\alpha \frac{\partial f}{\partial x}(x, y)+\beta \frac{\partial f}{\partial y}(x, y)=0
$$

$\Gamma_{\ell}(f)$ is an affine curve of degree $d-1$ and equal to the critical locus of the mapping $(f, \ell): \mathbf{C}^{2} \rightarrow \mathbf{C}^{2}$. Let $L_{\eta}$ be the projective line $\{\alpha Y-\beta X-\eta Z=0\}$ which is the closure of the affine line $\ell^{-1}(\eta)$. The base point of this pencil $\left\{L_{\eta} ; \eta \in \mathbf{C}\right\}$ is $B=(\alpha ; \beta ; 0)$ in the homogeneous coordinates. We say that $\ell$ is generic at infinity for the polynomial $f$ if $B \notin C_{0} \cap L_{\infty}$. This is the case if and only if $f_{d}(\alpha, \beta) \neq 0$. We assume the genericity of $\ell$ hereafter. Let $\overline{\Gamma_{\ell}(f)}$ be the projective closure of $\Gamma_{\ell}(f)$ and let $\overline{\Gamma_{\ell}(f)} \cap L_{\infty}=\left\{Q_{1}, \ldots, Q_{\delta}\right\}$. Let $\gamma$ be a local analytic irreducible component of $\overline{\Gamma_{\ell}(f)}$ at $Q_{i}$. Consider an analytic parametrization $\Phi_{\gamma}:\left(D_{\varepsilon}(0), 0\right) \rightarrow\left(\gamma, Q_{i}\right)$ in a local coordinate system in a neighborhood of $Q_{i}$. In the original affine coordinates, this can be written as $\Phi_{\gamma}(t)=\left(x_{\gamma}(t), y_{\gamma}(t)\right)$ where $x_{\gamma}(t)$ and $y_{\gamma}(t)$ are Laurent series in $t$. Consider the rational number $v_{\gamma}(f, \tau)$ defined by

$$
v_{\gamma}(f, \tau)=\frac{\operatorname{val}_{t}\left(f\left(x_{\gamma}(t), y_{\gamma}(t)\right)-\tau\right)}{\operatorname{val}_{t}\left(\ell\left(x_{\gamma}(t), y_{\gamma}(t)\right)\right)}
$$

Here val $_{t}$ is the standard valuation defined by the variable $t$. It is easy to see that this number depends only on $\tau, \gamma$ and $f$ and it does not depend on the choice of the parametrization. So we call this number the affine polar quotient of the the functıon $f(x, y)-\tau([9],[15])$. This definition is an analogy of the local polar quotient defined in [10]. In the case of $f\left(x_{\gamma}(t), y_{\gamma}(t)\right)-\tau \equiv 0$, the valuation $\operatorname{val}_{t}\left(f\left(x_{\gamma}(t), y_{\gamma}(t)\right)-\tau\right)$ is $+\infty$ by definition. Let $p$ be a positive integer. We use the convention $+\infty / \pm p= \pm \infty$ and $-\infty$ (resp. $+\infty$ ) is negative (resp. positive). Note that for the definition of the affine polar quotient, the compactification does not make any difference.

We generalize the notion of a regular value at infinity. Let $A_{2} \in C_{0} \cap L_{\infty}$ (so $\nu_{i}>$ 0 ) and let $\tau \in \mathbf{C}$. We say that $\tau$ is a regular value at $A_{2}$ for $f: \mathbf{C}^{2} \rightarrow \mathbf{C}$ if there exists an open neighborhood $U$ of $A_{2}$ in $\mathbf{P}^{2}$ and a positive number $\varepsilon$ such that $f$ : $U \cap f^{-1}\left(D_{\varepsilon}(\tau)\right) \rightarrow D_{\varepsilon}(\tau)$ is a trivial fibration. Here $f^{-1}\left(D_{\varepsilon}(\tau)\right) \subset \mathbf{C}^{2}$ and therefore $U \cap f^{-1}\left(D_{\varepsilon}(\tau)\right) \subset U-L_{\infty}$. Now the importance of the affine polar quotients is the following lemma:

Lemma (2.1). Assume that $\ell$ is generic. Then $\tau \in \mathbf{C}$ is a regular value at $A_{\imath}$ for $f: \mathbf{C}^{2} \rightarrow \mathbf{C}$ if the affine polar quotient $v_{\gamma}(f, \tau) \geq 0$ for any local urreducible component $\gamma$ of $\overline{\Gamma_{\ell}(f)}$ at $A_{i}$.

For the proof, we reffer to [12].

Corollary (2.1.1)([15]). Assume that $\ell$ is genersc. Then $\tau \in \mathbf{C}$ is a regular value at infinity for the function $f: \mathbf{C}^{2} \rightarrow \mathbf{C}$ if (and only if) the affine polar quotient satisfies $v_{\gamma}(f, \tau) \geq 0$, for any local irreducible component $\gamma$ of $\overline{\Gamma_{\ell}(f)}$ at $A_{i}, i=0, \ldots, k+1$.

Note that $\operatorname{val}_{t}\left(\ell\left(x_{\gamma}(t), \underline{y_{\gamma}}(t)\right)\right)<0$ as $\left\|\left(x_{\gamma}(t), y_{\gamma}(t)\right)\right\| \rightarrow \infty$. Thus for any irreducible component $\gamma$ at infinity of $\Gamma_{\ell}(f)$, we have

$$
\begin{equation*}
v_{\gamma}(f, \tau) \geq 0 \Longleftrightarrow \operatorname{val}_{t}\left(f\left(x_{\gamma}(t), y_{\gamma}(t)\right)-\tau\right) \leq 0 \tag{2.1.2}
\end{equation*}
$$

Lemma (2.2). Assume that $\ell$ is generic. Choose $A_{\imath}$ with $\nu_{i} \geq 2$ and $\operatorname{let}\left(x_{\gamma}(t), y_{\gamma}(t)\right)$ be a parametrization of a local irreducible component $\gamma$ of $\overline{\Gamma_{\ell}(f)}$ at $A_{2}$.
(i) If $v_{\gamma}(f ; 0)>0$, then $v_{\gamma}(f ; \tau)>0$ for any any $\tau \in \mathbf{C}$.
(ii) If $v_{\gamma}(f ; 0) \leq 0$, there exists a unıque $\xi \in \mathbf{C}$ so that $v_{\gamma}(f ; \xi)<0$. For any other $\tau \neq \xi, v_{\gamma}(f ; \tau)=0$.

Proof. Assume first that $v_{\gamma}(f ; 0)>0$. Then $\operatorname{val}_{t}\left(f\left(x_{\gamma}(t), y_{\gamma}(t)\right)\right)<0$ by (2.1.2) and therefore $\operatorname{val}_{t}\left(f\left(x_{\gamma}(t), y_{\gamma}(t)\right)-\tau\right)<0$ for any $\tau$.

Assume that $v_{\gamma}(f ; 0) \leq 0$. This implies that $\operatorname{val}_{t}\left(f\left(x_{\gamma}(t), y_{\gamma}(t)\right)\right) \geq 0$. Then $\lim _{t \rightarrow 0}$ $f\left(x_{\gamma}(t), y_{\gamma}(t)\right)$ is well defined. So we denote this limit by $\xi$. Then it is obvious that $\operatorname{val}_{t}\left(f\left(x_{\gamma}(t), y_{\gamma}(t)\right)-\tau\right)=0$ for any $\tau \neq \xi$. This completes the proof.

Definition (2.3). We call that a local irreducible component $\gamma$ of $\overline{\Gamma_{\ell}(f)}$ at $A_{\imath}$ is stable (respectively unstable) if $v_{\gamma}(f ; 0)>0$ (resp. $v_{\gamma}(f ; 0) \leq 0$ ). We denote the set of unstable local irreducible components of $\overline{\Gamma_{\ell}(f)}$ at infinity by $\mathcal{U} \mathcal{S}\left(\Gamma_{\ell}\right)$. Assume that $\gamma$ is a unstable local irreducible component and let $\xi$ be the complex number characterized in (ii). Considering $\xi$ as a function of $\gamma$, we write $\xi(\gamma)$. Thus we have a mapping $\xi$ : $\mathcal{U S}\left(\Gamma_{\ell}\right) \rightarrow \mathbf{C} . \xi(\gamma)$ is called the limit critical value of $f$ along $\gamma$.

Corollary (2.3.1). The number of the critical values at infintty $\left|\Sigma_{\infty}\right|$ is equal to the cardinality of the image $\xi\left(\mathcal{U S}\left(\Gamma_{\ell}\right)\right)$. In particular, it is less than or equal to the cardinality of $\mathcal{U S}\left(\Gamma_{\ell}\right)$.

We define the projective degeneracy at infinity $\nu_{\infty}^{p r}(f)$ by

$$
\nu_{\infty}^{p r}(f)=\sum_{i=0}^{k+1} \max \left(\nu_{i}-1,0\right)
$$

As the number of irreducible components of $\overline{\Gamma_{\ell}}$ at $A_{\imath}$ is less than or equal to $\nu_{i}-1$, we have the following estimation.

Theorem (2.4). The number of critical points at infintty $\left|\Sigma_{\infty}\right|$ is less than or equal to $\nu_{\infty}^{p r}(f)$. In partıcular, $\left|\Sigma_{\infty}\right| \leq d-1$.

This estimation can be obtained using the projective compactification but it is not so good when $\nu_{0}$ or $\nu_{k+1}$ is big. It turns out that a suitable toric compactification is more convenient for our purpose.

## B. Toric Compactification of $\mathbf{C}^{2}$.

Let $f(x, y)=\sum_{(m, n)} a_{m, n} x^{m} y^{n}$ be a given polynomial of degree $d$. As we are interested in the estimation of the number of critical values at infinity, we may assume that $f(0,0) \neq 0$ by adding a constant if necessary. We consider the Newton polygon $\Delta(f)$ of $f$ which is the convex hull of the integral point $(m, n)$ such that $a_{m, n} \neq 0$. By the assumption $f(0,0) \neq 0$, we have $O \in \Delta(f)$. Let $N$ be the space of covectors. Any covector $P$ defines a linear function on $\Delta(f)$. For any integral covector $P={ }^{t}(p, q)$, let $\Delta(P ; f) \subset \Delta(f)$ be the locus where the linear function $P \mid \Delta(f)$ takes the minimal value. We denote this minimal value by $d(P ; f)$ as usual. Let $f_{P}(x, y)$ be the partial sum

$$
f_{P}(x, y):=\sum_{(m, n) \in \Delta(P ; f)} a_{m, n} x^{m} y^{n}
$$

and we call $f_{P}$ the face function of the covector $P$. The dual Newton diagram $\Gamma^{*}(f)$ is defined by the following equivalence relation in $N: P \sim Q$ if and only if $\Delta(P ; f)=\Delta(Q ; f)$. Here $\Delta(P ; f)$ is the locus where the linear function $P \mid \Delta(f)$ takes its minimal value. Let $\Sigma^{*}$ be a regular simplicial cone subdivision of $\Gamma^{*}(f)$ and let $X$ be the toric variety associated with $\Sigma^{*}$. Let $E_{1}={ }^{t}(1,0), E_{2}={ }^{t}(0,1)$. It is easy to see that Cone $\left(E_{1}, E_{2}\right)$ is admissible with $\Sigma^{*}$. This is immediate from the assumption that $O \in \Delta(f)$. Thus we may assume that $\operatorname{Cone}\left(E_{1}, E_{2}\right)$ is a simplicial cone in $\Sigma^{*}$. Let $R_{1}, \ldots, R_{\mu}$ be the vertices of $\Sigma^{*}$ in the counter-clockwise orientation where $R_{1}=E_{1}, R_{2}=E_{2}$. Thus $\sigma_{\imath}:=\operatorname{Cone}\left(R_{\imath}, R_{\imath+1}\right), i=1, \ldots, \mu$ be the two-dimensional simplicial cones in $\Sigma^{*}$ where $R_{\mu+1}=R_{1}$. Here we assume $R_{1}=E_{1}, R_{2}=E_{2}, R_{\mu+1}=R_{1}$. Let $\sigma_{1}=\operatorname{Cone}\left(E_{1}, E_{2}\right)$. Recall that $X$ is a smooth compact toric variety of dimension 2 whose affine charts are $\mathbf{C}_{\sigma_{i}}^{2} ; i=1, \ldots, \mu$ and it has the canonical decomposition

$$
X=\mathbf{C}^{* 2} \coprod_{i=1}^{\mu} \widehat{E}\left(R_{i}\right)
$$

where $\widehat{E}\left(R_{\imath}\right)$ is a rational curve corresponding to the vertex $R_{i} \in \operatorname{Vertex}\left(\Sigma^{*}\right)$. The divisor $\widehat{E}\left(R_{\imath}\right)$ intersects with $\widehat{E}\left(R_{\imath-1}\right)$ and $\widehat{E}\left(R_{\imath+1}\right)$. So the dual graph of the divisors $\widehat{E}\left(R_{\imath}\right), i=1, \ldots, \mu$ makes a cycle. Taking a subdivision if necessary, we may assume that $H:={ }^{t}(-1,-1)$ in $\operatorname{Vertex}\left(\Sigma^{*}\right)$. Thus we assume that $H=R_{\theta}$ for some $3 \leq \theta \leq \mu$. The projective compactification corresponds to the smallest simplicial cone $\Sigma_{0}^{*}$ which has three vertices $\left\{E_{1}, E_{2}, H\right\}$. Let ( $u_{i}, v_{i}$ ) be the corresponding coordinates of the chart $\mathbf{C}_{\sigma_{i}}^{2}$. Let us consider the unimodular matrix $\sigma_{\imath}^{\prime}$ corresponding to the vertices of the cone $\sigma_{2}$ :

$$
\sigma_{\imath}^{\prime}=\left(\begin{array}{cc}
a_{i} & a_{i+1} \\
b_{i} & b_{i+1}
\end{array}\right)
$$

$\left(a_{i} b_{i+1}-a_{i+1} b_{i}=1\right)$. Then the original affine space is identified with the coordinate space $\mathbf{C}_{\sigma_{1}}^{2}$ with $x=u_{1}, y=v_{1}$. Recall that $\mathbf{C}_{\sigma_{i}}^{2}$ is glued with the original affine space $\mathbf{C}^{2}$ by

$$
\left\{\begin{array}{l}
x=u_{i}^{a_{i}} v_{i}^{a_{i+1}}  \tag{2.5}\\
y=u_{i}^{b_{i}} v_{i}^{b_{i+1}}
\end{array}, \quad\left\{\begin{array}{l}
u_{i}=x^{b_{i+1}} y^{-a_{i+1}} \\
v_{i}=x^{-b_{i}} y^{a_{i}}
\end{array}\right.\right.
$$

We consider the curve $C=\left\{(x, y) \in \mathbf{C}^{2} ; f(x, y) \equiv 0\right\}$ in the original affine space $\mathbf{C}^{2}$ and let $\widetilde{C}$ be the closure of $C$ in $X$. The curve $\widetilde{C}$ is defined in $\mathbf{C}_{\sigma_{2}}^{2}$ by the equation
$f_{\sigma_{2}}\left(u_{i}, v_{i}\right)=0$ where $f_{\sigma_{i}}\left(u_{i}, v_{i}\right)$ is defined by

$$
f_{\sigma_{i}}\left(u_{i}, v_{i}\right):=f\left(u_{i}^{a_{i}} v_{i}^{a_{i+1}}, u_{i}^{b_{i}} v_{i}^{b_{i+1}}\right) / u_{i}^{d\left(R_{i} ; f\right)} v_{i}^{d\left(R_{i+1} ; f\right)}
$$

In $\mathbf{C}_{\sigma_{i}}^{2}, \widehat{E}\left(R_{2}\right)$ is defined by $u_{i}=0$. It is easy to see that $f_{\sigma_{i}}(0,0) \neq 0$ and

$$
f_{\sigma_{i}}\left(0, v_{i}\right)=f_{R_{i}}\left(u_{i}^{a_{i}} v_{i}^{a_{i+1}}, u_{i}^{b_{i}} v_{i}^{b_{i}+1}\right) / u_{i}^{d\left(R_{i} ; f\right)} v_{i}^{d\left(R_{t+1} ; f\right)}
$$

is non-constant if and only if $\operatorname{dim} \Delta\left(R_{2} ; f\right) \geq 1$. Let $D_{1}, \ldots, D_{m}$ be the faces of $\Delta(f)$ in the counter-clockwise orientation so that $D_{1}, D_{m}$ contains the origin $O$. Let $P_{i}={ }^{t}\left(p_{i}, q_{i}\right)$ be the corresponding primitive integral covector of $D_{i}$. Note that each $P_{i}$ must be a vertex of $\Sigma^{*}$ and therefore we can write $P_{i}=R_{\nu_{i}}$ for some $1 \leq \nu_{i} \leq \mu$. Then we can write

$$
\begin{equation*}
f_{P_{i}}(x, y)=\delta_{i} x^{r_{i}} y^{s_{i}} \prod_{j=1}^{\ell_{i}}\left(y^{p_{i}}-\xi_{i, j} x^{q_{i}}\right)^{\nu i, j} \tag{2.6}
\end{equation*}
$$

where $\delta_{i} \in \mathbf{C}^{*}$ and $\xi_{i, j}, 1 \leq j \leq \ell_{i}$ are mutually distinct non-zero complex numbers. By the above consideration, $\widehat{E}\left(R_{\imath}\right) \cap C \neq \emptyset$ if and only if $i=\nu_{j}$ for some $1 \leq j \leq m$. We consider the toric coordinate chart $\sigma_{\nu_{i}}=\operatorname{Cone}\left(R_{\nu_{i}}, R_{\nu_{i}+1}\right)$. Then

$$
\begin{equation*}
h_{\sigma_{i}}\left(0, v_{i}\right)=\delta_{i} \prod_{\jmath=1}^{\ell_{i}}\left(v_{i}-\xi_{i, \jmath}\right)^{\nu_{2}, j} \tag{2.7}
\end{equation*}
$$

Thus $\widehat{E}\left(R_{\nu_{\imath}}\right) \cap \widetilde{C}$ consists of $\ell_{\imath}$ points $\left\{\left(0, \xi_{i, \jmath}\right) ; j=1, \ldots, \ell_{i}\right\} \subset \mathbf{C}_{\sigma_{\nu_{i}}}^{2}$. Put $A_{\imath, \jmath}:=$ $\left(0, \xi_{i, j}\right) \in \widehat{E}\left(R_{\nu_{i}}\right) \cap \widetilde{C}$ for $1 \leq i \leq m, 1 \leq j \leq \ell_{\imath}$. See [20], [16], [7] for further information about the toric compactification.

Now we consider the limit of the value of the function $f$ along an irreducible component $\gamma$ of o $\overline{\Gamma_{\ell}(f)}$. Let $\Phi_{\gamma}(t)$ be a parametrization of $\gamma$ in the coordinates $(x, y)$ (namely in $\mathbf{C}_{\sigma_{1}}^{2}$ ) in the neighborhood of the infinity where $x_{\gamma}(t)$ and $y_{\gamma}(t)$ are Laurent series in the variable $t$. We assume that $x_{\gamma}(t), y_{\gamma}(t) \not \equiv 0$ and write them as

$$
\left\{\begin{array}{l}
x_{\gamma}(t)=\alpha_{\gamma} t^{p_{\gamma}}+\quad \text { (higher terms) }  \tag{2.8}\\
y_{\gamma}(t)=\beta_{\gamma} t^{q_{\gamma}}+\quad(\text { higher terms }),
\end{array} \quad t \in D_{\varepsilon}(0)\right.
$$

Let $Q_{\gamma}:={ }^{t}\left(p_{\gamma}, q_{\gamma}\right) \in N$ and $A_{\gamma}:=\left(\alpha_{\gamma}, \beta_{\gamma}\right)$. We assume that

$$
\begin{equation*}
\min \left(p_{\gamma}, q_{\gamma}\right)<0, \quad \alpha_{\gamma}, \beta_{\gamma} \neq 0 \tag{2.8.1}
\end{equation*}
$$

so that $x_{\gamma}(t) \not \equiv 0, y_{\gamma}(t) \not \equiv 0$ and $\left|x_{\gamma}(t)\right|^{2}+\left|y_{\gamma}(t)\right|^{2} \rightarrow \infty$. In this situation, we have
Proposition (2.9). (i) We have $\operatorname{val}_{t} f\left(x_{\gamma}(t), y_{\gamma}(t)\right) \geq d\left(Q_{\gamma} ; f\right)$ and the inequality holds of and only of $Q_{\gamma} \sim P_{i}$ and $\beta_{\gamma}^{p_{2}}-\xi_{2, j} x_{\gamma}^{q_{i}}=0$ for some $i, 1 \leq i \leq m$ and $j, 1 \leq j \leq \ell_{2}$.
(ii) The limit $\lim _{t \rightarrow 0} \Phi_{\gamma}(t)$ in $X$ always exists and we have

$$
\lim _{t \rightarrow 0} \Phi_{\gamma}(t)= \begin{cases}(0,0) \in \mathbf{C}_{\sigma_{j}}^{2} & \text { if } Q_{\gamma} \in \operatorname{IntCone}\left(R_{\jmath}, R_{\jmath+1}\right) \\ \left(0, \alpha_{\gamma}^{-b_{j}} \beta_{\gamma}^{b_{j}}\right) \in \mathbf{C}_{\sigma_{j}}^{2} & \text { if } Q_{\gamma}=c R_{\jmath}, \text { for some } c>0\end{cases}
$$

Here $\operatorname{Int} \operatorname{Cone}\left(R_{\jmath}, R_{\jmath+1}\right)$ is the open cone generated by $R_{\jmath}$ and $R_{\jmath+1}$. In particular, if $Q_{\gamma} \sim P_{i}$ and $\beta_{\gamma}^{p_{i}}-\xi_{i, j} x_{\gamma}^{q_{i}}=0$ for some $i, 1 \leq i \leq m, \lim _{t \rightarrow 0} \Phi_{\gamma}(t)=\left(0, \xi_{i, \jmath}\right) \in \mathbf{C}_{\nu_{\nu_{i}}}^{2}$.

We refer to [12] for the further detail. Note that $d\left(Q_{\gamma} ; f\right) \leq 0$. By (i) and Lemma (2.1), we have to check the stability at $A_{i, j}$ with $\nu_{i, j} \geq 2$.

## 3. Toric estimation.

Let $f(x, y)$ be as before. We will generalize Theorem (2.4) using the toric embedding theory. We assume for brevity that $\operatorname{dim} \Delta(f)=2$ but every argument works even in the case $\operatorname{dim} \Delta(f)=1$. Let $D_{1}, \ldots, D_{m}$ be the faces of $\Delta(f)$ in the clockwise orientation so that $D_{1}, D_{m}$ contain the origin. Let $P_{i}={ }^{t}\left(p_{i}, q_{i}\right)$ be the corresponding primitive integral covector of $D_{i}$. To get a better estimation, we first introduce the reduced polynomial $\widetilde{f}(x, y):=f(x, y)-f(0,0)$. Note that $\Delta(\widetilde{f}) \subset \Delta(f)$ but $O \notin \Delta(\widetilde{f})$. We factorize $\widetilde{f}_{P_{i}}(x, y)$ as follows.

$$
\begin{equation*}
\tilde{f}_{P_{i}}(x, y)=\delta_{i} x^{r_{i}} y^{s_{i}} \prod_{\jmath=1}^{\ell_{i}}\left(y^{p_{i}}-\xi_{i, j} x^{q_{i}}\right)^{\nu_{i, \jmath}} \tag{3.1}
\end{equation*}
$$

Note that $f_{P_{i}}(x, y)=\tilde{f}_{P_{i}}(x, y)$ for $i=2, \ldots, m-1$. We define the following integers

$$
\begin{gather*}
\nu\left(D_{i}\right)=\sum_{i=1}^{\ell_{i}}\left(\nu_{i, j}-1\right), \quad \eta\left(D_{i}\right)=\sum_{i=1}^{\ell_{i}} \nu_{i, j}  \tag{3.2.1}\\
\eta\left(D_{1}\right)^{\prime}=\left\{\begin{array}{ll}
\eta\left(D_{1}\right), & p_{1}<0 \\
0, & p_{1}=0
\end{array}, \quad \eta\left(D_{m}\right)^{\prime}= \begin{cases}\eta\left(D_{m}\right), & q_{m}<0 \\
0, & q_{m}=0\end{cases} \right.  \tag{3.2.2}\\
\varepsilon_{x}(f)=s_{1}+p_{1} \sum_{j=1}^{\ell_{1}} \nu_{1, j}, \quad \varepsilon_{y}(f)=x_{m}+q_{m} \sum_{j=1}^{\ell_{m}} \nu_{m, j}  \tag{3.2.3}\\
\varepsilon(f)= \begin{cases}0, & \max \left(\varepsilon_{x}(f), \varepsilon_{y}(f)\right) \leq 1 \\
1, & \max \left(\varepsilon_{x}(f), \varepsilon_{y}(f)\right) \geq 2\end{cases} \tag{3.2.4}
\end{gather*}
$$

Note that $\varepsilon_{x}(f)$ (respectively $\left.\varepsilon_{y}(f)\right)$ is the $y$-coordinate (resp. $x$-coordinate) of the left side edge of $\widetilde{\Delta}_{1}=\Delta\left(P_{1} ; \widetilde{f}\right)\left(\right.$ resp. $\left.\Delta_{m}=\Delta\left(P_{m} ; \widetilde{f}\right)\right)$.

Let us define define the toric degeneracy $\nu_{\infty}^{\text {tor }}(f)$ by

$$
\begin{equation*}
\nu_{\infty}^{t o r}(f)=\sum_{i=2}^{m-1} \nu\left(D_{i}\right)+\eta\left(D_{1}\right)^{\prime}+\eta\left(D_{m}\right)^{\prime}+\varepsilon(f) \tag{3.3}
\end{equation*}
$$

The toric degeneracy $\nu_{\infty}^{t o r}(f)$ is smaller than the projective degeneracy $\nu_{\infty}^{p r}(f)$ in general. Now we are ready to state the main theorem.

Main Theorem (3.4). The number of critical values from infintty of the function $f$ is less than or equal to $\nu_{\infty}^{\text {tor }}(f)$.

We say that $f(x, y)$ is non-degenerate on the outsıde boundary if $\nu\left(D_{i}\right)=0$ for any $2 \leq i \leq m-1$. Recall that $\widetilde{f}$ is convenient iff $\widetilde{f}(x, 0) \not \equiv 0$ and $\widetilde{f}(0, y) \not \equiv 0$.

Corollary (3.4.1) ([20]). Assume that $\tilde{\tilde{f}}(x, y)$ is a convenvent polynomal. Then $\nu_{\infty}^{\text {tor }}(f)=\sum_{r=2}^{m-1} \nu\left(D_{i}\right)$. In partıcular, if $\widetilde{f}(x, y)$ has non-degenerate outside Newton boundarıes, $f$ has no critical value from the infintty.

We give an outline of the Main theorem. For the detail, we refer to [12].

Let $\gamma$ be an unstable irreducible component of $\overline{\Gamma_{\ell}(f)}$ at infinity and let $\Phi_{\gamma}(t)$ be a parametrization of $\gamma$ in the coordinates $(x, y)$ where $x_{\gamma}(t)$ and $y_{\gamma}(t)$ are Laurent series in the variable $t$. We assume first that

$$
x_{\gamma}(t), y_{\gamma}(t) \not \equiv 0 \quad \text { and } \quad\left|x_{\gamma}(t)\right|^{2}+\left|y_{\gamma}(t)\right|^{2} \rightarrow \infty(t \rightarrow 0)
$$

and we expand them in Laurent series as

$$
\left\{\begin{array}{l}
x_{\gamma}(t)=a_{\gamma} t^{p_{\gamma}}+\quad \text { (higher terms) }  \tag{3.5}\\
y_{\gamma}(t)=b_{\gamma} t^{q_{\gamma}}+\quad \text { (higher terms) }
\end{array}\right.
$$

The case $x_{\gamma}(t) y_{\gamma}(t) \equiv 0$ will be treated later. Let $Q_{\gamma}:={ }^{t}\left(p_{\gamma}, q_{\gamma}\right) \in N$ and $A_{\gamma}:=\left(a_{\gamma}, b_{\gamma}\right)$. By the assumption we have that

$$
\begin{equation*}
A_{\gamma} \in \mathbf{C}^{* 2}, \quad \min \left(p_{\gamma}, q_{\gamma}\right)<0 \tag{3.6}
\end{equation*}
$$

First we have the following Proposition:
Proposition (3.7). We have $\operatorname{val}_{t} f\left(\ell\left(x_{\gamma}(t), y_{\gamma}(t)\right)\right) \geq d\left(Q_{\gamma} ; f\right)$ and the inequality holds if and on of

$$
Q_{\gamma}=c P_{i}, \quad f_{P_{i}}\left(A_{\gamma}\right)=0 \quad \text { for some } c>0 \quad \text { and } 1 \leq i \leq m
$$

Recall that $\Gamma_{\ell}(f)$ is defined by $\Gamma_{\ell}(f)=\left\{(x, y) \in \mathbf{C}^{2} ; J(x, y)=0\right\}$ where

$$
J(x, y)=\alpha \frac{\partial f}{\partial x}(x, y)+\beta \frac{\partial f}{\partial y}(x, y)=\alpha \frac{\partial \tilde{f}}{\partial x}(x, y)+\beta \frac{\partial \tilde{f}}{\partial y}(x, y)=0
$$

First we observe that the Newton boundary $\Delta(J)$ is slightly different from $\Delta(\tilde{f})$ but the following is enough for our purpose.

$$
J_{Q_{\gamma}}(x, y)= \begin{cases}\alpha \frac{\partial \tilde{f}_{Q_{\gamma}}}{\partial x}(x, y)+\beta \frac{\partial \tilde{f}_{Q_{\gamma}}}{\partial y}(x, y) & p_{\gamma}=q_{\gamma}  \tag{3.8}\\ \alpha \frac{\partial \widetilde{f}_{Q_{\gamma}}}{\partial x}(x, y) & p_{\gamma}>q_{\gamma}, \tilde{f}_{Q_{\gamma}}(x, y) \neq \tilde{f}_{Q_{\gamma}}(0, y) \\ \beta \frac{\partial \tilde{f}_{Q_{\gamma}}}{\partial y}(x, y) & p_{\gamma}<q_{\gamma}, \tilde{f}_{Q_{\gamma}}(x, y) \neq \tilde{f}_{Q_{\gamma}}(x, 0)\end{cases}
$$

We divide the situation in two cases.
Case I. $d\left(Q_{\gamma} ; f\right)<0 . \quad$ Case II. $d\left(Q_{\gamma} ; f\right)=0$.
We first consider the case:
CASE I. $d\left(Q_{\gamma} ; f\right)<0$. We assume that $\gamma$ is an unstable irreducible component of $\overline{\Gamma_{\ell}(f)}$ at infinity. Then by Proposition (3.7), we must have $Q_{\gamma}=c P_{i}$ with $2 \leq i \leq$ $m-1$. We call the face $D_{2}, \ldots, D_{m-1}$ the outsıde faces of $\Delta(f)$. We ask how many such components are possible for a fixed $i$. By an easy computation, we can see that the multiplicity of $y^{p_{i}}-\xi_{i, j} x^{q_{\mathrm{i}}}$ in the factorization of $J_{P_{\mathrm{i}}}(x, y)$ is exactly $\nu_{i, j}-1$. Thus by the argument in the previous section, the local equation of $\overline{\Gamma_{\ell}(f)}$ in the toric coordinate
chart $\mathbf{C}_{\sigma_{\nu_{i}}}^{2}$ is of the form

$$
\delta_{i} \eta\left(v_{\nu_{i}}\right)\left\{\prod_{\jmath=1}^{\ell_{i}}\left(v_{\nu_{i}}-\xi_{i, \jmath}\right)^{\nu_{i, j}-1}+u_{\nu_{i}} g\left(u_{\nu_{i}}, v_{\nu_{i}}\right)\right\}=0
$$

where $\delta_{i} \neq 0, \eta\left(v_{\nu_{i}}\right)$ is a polynomial with $\eta\left(\xi_{i, J}\right) \neq 0$ for any $j=1, \ldots, \ell_{\imath}$. (Recall that $P_{i}=R_{\nu_{i}}$ and $\sigma_{\nu_{i}}=\operatorname{Cone}\left(R_{\nu_{i}}, R_{\nu_{i}+1}\right)$.) Let $A_{i, j}=\left(0, \xi_{i, j}\right) \in \mathbf{C}_{\sigma_{\nu_{i}}}^{2}$. Thus by an easy argument, we have

Proposition (3.9). The number of local irreducible components $\gamma$ at infinity of $\overline{\Gamma_{\ell}(f)}$ such that $\lim _{t \rightarrow 0}\left(x_{\gamma}(t), y(\gamma(t))\right)=A_{i, j}$ is at most $\nu_{i, j}-1$ for any $2 \leq i \leq$ $m-1$. Thus the number of the unstable arreducible components $\gamma$ such that the limat $\lim _{t \rightarrow 0}\left(x_{\gamma}(t), y(\gamma(t))\right)$ intersect with the divisor $\widehat{E}\left(P_{i}\right)$ is bounded by $\nu\left(D_{i}\right)$.

Now we consider the second case: $d\left(Q_{\gamma} ; f\right)=0$. Then it is clear that $d\left(Q_{\gamma} ; \tilde{f}\right) \geq 0$. We divide Case II into two subcases.

$$
\text { CASE II-1. } d\left(Q_{\gamma} ; \tilde{f}\right)=0 . \quad \text { CASE II- } 2 . d\left(Q_{\gamma} ; \tilde{f}\right)>0
$$

Recall that $D_{1}$ and $D_{m}$ are the face which contains the origin $O$. Let $\widetilde{D_{1}}=\Delta\left(P_{1} ; \widetilde{f}\right)$ and $\widetilde{D_{m}}=\Delta\left(P_{m} ; \widetilde{f}\right)$. We call $D_{1}$ and $D_{m}$ (respectively $\widetilde{D_{1}}$ and $\widetilde{D_{m}}$ ) the right and left conıcal faces of $f(x, y)$ (respectively of $\tilde{f}(x, y)$ ). Note that $\widetilde{D_{i}} \subset D_{i}$ and $\widetilde{D_{i}}$ might be a vertex for $i=1, m . \widetilde{D_{1}}, \widetilde{D_{m}}$ are called bad faces in [14]. It is more convenient to consider the factorization of $\tilde{f}_{P_{1}}(x, y)$ :

$$
\begin{gather*}
\tilde{f}_{P_{1}}(x, y)=\delta_{1}\left(x^{q_{1}} y^{-p_{1}}\right)^{e_{1}} \prod_{j=1}^{\ell_{1}}\left(1-\xi_{1, j} x^{q_{1}} y^{-p_{1}}\right)^{\nu_{1, J}}, \quad e_{1}>0  \tag{3.10.1}\\
\tilde{f}_{P_{m}}(x, y)=\delta_{m}\left(x^{-q_{m}} y^{p_{m}}\right)^{e_{m}} \prod_{j=1}^{\ell_{m}}\left(x^{-q_{m}} y^{p_{m}}-\xi_{m, j}\right)^{\nu_{m, J}}, \quad e_{m}>0 \tag{3.10.2}
\end{gather*}
$$

$$
\begin{aligned}
& r_{1}=q_{1} e_{1}, \quad s_{1}+p_{1} \sum_{j=1}^{\ell_{1}} \nu_{1, \jmath}=-p_{1} e_{1} \\
& r_{m}+q_{m} \sum_{j=1}^{\ell_{m}} \nu_{m, \jmath}=-q_{m} e_{m}, \quad s_{m}=p_{m} e_{m}
\end{aligned}
$$

Now we consider Case II-1 first. In this case, we must have either $Q_{\gamma}=c P_{1}$ or $Q_{\gamma}=c P_{m}$ for some $c>0$. Let us consider the case $Q_{\gamma}=c P_{1}$ for instance. By the assumption $\min \left(p_{i}, q_{i}\right)<0$ and $\operatorname{dim}(\Delta(f))=2$, we must have $p_{1}<0<q_{1}$ if such a $\gamma$ exists. Now we assert

LEMMA (3.11). The number of the local irreducible components of $\overline{\Gamma_{\ell}(f)}$ of type Case II-1 with $Q_{\gamma}=c P_{1}, c>0$ (respectively $Q_{\gamma}=c P_{m}, c>0$ ) is less than or equal to $\eta\left(D_{1}\right)^{\prime}$ (respectively $\left.\eta\left(D_{m}\right)^{\prime}\right)$. They are all unstable.

See [12] for the proof. Now we consider the last case:
CASE II-2. $\quad d\left(Q_{\gamma} ; f\right)=0$ and $d\left(Q_{\gamma} ; \tilde{f}\right)>0$.
This is the case if and only if $\Delta\left(Q_{\gamma} ; f\right)=\{O\}$ and $p_{\gamma} q_{\gamma}<0$. So we assume for example

$$
\begin{equation*}
p_{\gamma}<0<q_{\gamma} \tag{3.12}
\end{equation*}
$$

By the assumption $d\left(Q_{\gamma} ; \tilde{f}\right)>0$, we have that $\tilde{f}_{Q_{\chi}}(x, 0) \equiv 0$. (If $\tilde{f}_{Q_{\gamma}}(x, 0) \not \equiv 0$, we get a contradiction: $d\left(Q_{\gamma} ; \widetilde{f}\right)<0$.) and $\tilde{f}_{Q_{\gamma}}(x, y) \neq \tilde{f}_{Q_{\gamma}}(x, 0)$. Thus by $(3.8) J_{Q_{\gamma}}(x, y)=$ $\frac{\partial f_{Q_{\gamma}}}{\partial y}(x, y)$. The assumption $\Delta\left(Q_{\gamma} ; f\right)=\{O\}$ implies that $p_{1}<0<q_{1}$ and

$$
\begin{equation*}
\operatorname{det}\left(Q_{\gamma}, P_{1}\right)>0 \tag{3.13}
\end{equation*}
$$

We consider the equality $J\left(x_{\gamma}(t), y_{\gamma}(t)\right) \equiv 0$. The leading term of this equality gives the following necessary condition is that

$$
\begin{equation*}
J_{Q_{\gamma}}\left(A_{\gamma}\right)=\frac{\partial f_{Q_{\gamma}}}{\partial y}\left(A_{\gamma}\right)=0 \tag{3.14}
\end{equation*}
$$

By (3.14), we must have

$$
\begin{equation*}
\operatorname{dim} \Delta\left(Q_{\gamma} ; \tilde{f}\right)=1 \tag{3.15}
\end{equation*}
$$

Such a face $\Delta\left(Q_{\gamma} ; \tilde{f}\right)$ is called an insıde face with mixed weight vector of $\tilde{f}(x, y)_{\tilde{f}}$ Geometrically the supporting line of such a face separates the Newton polygon $\Delta(\tilde{f})$ and the origin $O$. We consider the right conical face $\widetilde{D_{1}}$. By the expression (3.1) or (3.10), the left edge of $\widetilde{D_{1}}$ is $R:=\left(r_{1}, s_{1}+p_{1} \sum_{j=1}^{\ell_{1}} \nu_{1, \jmath}\right)=\left(q_{1} e_{1},-p_{1} e_{1}\right)$. This gives a vertex $\left(q_{1} e_{1},-p_{1} e_{1}-1\right)$ of the Newton polygon $\Delta(J)$ by the differential in $y$.


Figure (3.17.A)
If $-p_{1} e_{1}=1$, it is easy to see that there exists no inside face of mixed weight $Q_{\gamma}$ with $p_{\gamma}<0<q_{\gamma}$. Therefore we assume

$$
\begin{equation*}
-p_{1} e_{1} \geq 2 \tag{3.16}
\end{equation*}
$$

In this case, it is not necessary to count the number of such local irreducible components. In fact, we have

Proposition (3.17). Each local irreducible components $\gamma$ of $\overline{\Gamma_{\ell}(f)}$ of Case II-2 gives the limit critical value $-f(0,0)$.

Proof. By the assumption, we have

$$
f\left(x_{\gamma}(t), y_{\gamma}(t)\right)=f(0,0)+(\text { higher terms })
$$

Thus the assertion is trivial.
Until now, we have assumed that $x_{\gamma}(t), y_{\gamma}(t) \not \equiv 0$. Now we consider the exceptional case that $x_{\gamma}(t) \equiv 0$ or $y_{\gamma}(t) \equiv 0$. Assume for example

$$
\gamma: x_{\gamma}(t)=1 / t, \quad y_{\gamma}(t) \equiv 0
$$

This implies that $y$ divides $J(x, y)$. By the above argument, it is necessary that $-p_{1} e_{1} \geq$ 2. In this case, we can see that $f(x, 0) \equiv f(0,0)$. Thus if this is the case, $\operatorname{val}_{t} f\left(x_{\gamma}(t)\right.$, $\left.y_{\gamma}(t)\right)=0$ and $\gamma$ is unstable and the corresponding limit critical value is again $-f(0,0)$. Now summerizing the above argument, we have

Proposition (3.18). Assume that $-p_{1} e_{1} \geq 2$ in (3.10.1) (respectively $-q_{m} e_{m} \geq 2$ in (3.10.2)). Then either there exists an unstable local irreducible component of $\overline{\Gamma_{\ell}(f)}$ of type Case II-2 with $p_{\gamma}<0<q_{\gamma}\left(\right.$ resp. $q_{\gamma}<0<p_{\gamma}$ ), or $y=0$ (resp. $x=0$ ) is a (global) component of $\overline{\Gamma_{\ell}(f)}$. In any case, the possible limit critical value is $-f(0,0)$.

Now we give several examples.
Example (3.19). (A) Let $\tilde{f}(x, y)=y^{2 n}+x^{3 n} y^{n}(x+y)^{n}+x^{4} y$. Then $\Delta(\tilde{f})$ has four faces. In this example, $d=5 n$ and $\tilde{f}_{5 n}=x^{3 n} y^{n}(x+y)^{n}$, and the projective degeneracy at infinity $\nu_{\infty}^{p r}(f)=5 n-3$. On the other hand, $\eta\left(D_{l}\right)^{\prime}=n-1, \nu\left(\Delta_{2}\right)=n-1$ and $\nu\left(D_{3}\right)=0, \eta\left(D_{4}\right)^{\prime}=0$ and $\varepsilon(f)=0$. Thus we have $\nu_{\infty}^{\text {tor }}(f)=2 n-2$.
(B) Let $\tilde{f}(x, y)=x^{4} y^{4}+x y^{3}+x^{3} y^{2}+x y$. In this example, we have $\nu\left(\Delta_{2}\right)=$ $\nu\left(\Delta_{3}\right)=0, \eta\left(D_{1}\right)^{\prime}=\eta\left(D_{4}\right)^{\prime}=0$ and $\varepsilon(f)=1$ and $\nu_{\infty}^{\text {tor }}(f)=1$. In fact, 0 is the only critical point of $f$ from the infinity.
(C) Let $\tilde{f}(x, y)_{\tilde{f}}=x+c_{2} x^{2}+\cdots+c_{n} x^{n}+x^{m} y$. Then $\Delta(\tilde{f})$ has three faces and $\nu_{\infty}^{\text {tor }}(\widetilde{f})=1$. In fact, $\widetilde{f}$ has one critical value 0 from the infinity. This polynomial has no critical point ([19]).
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